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Abstract

:

In the past few decades, global industrial development and population growth have led to a scarcity of water resources, making sustainable management of groundwater a global challenge. The Water Quality Index (WQI) serves as a comprehensive method for assessing water quality and can provide valuable recommendations at the water quality level, optimizing policies for groundwater management. However, the subjectivity and uncertainty of the traditional WQI have negative impacts on evaluation outcomes, particularly in determining indicator weights and selecting aggregation functions. The proposed water quality index for groundwater based on the random forest (RFWQI) model in this study addresses these issues. It selects water quality indicators based on the actual pollution situation in the study area, employs an advanced random forest model to rank water quality indicators, determines indicator weights using the rank centroid method, scores the indicators using a sub-index function designed for groundwater development, and compares the results of two commonly used aggregation functions to identify the optimal one. Based on the aggregated scores, the water quality at 137 monitoring sites is classified into five levels: “Excellent”, “Good”, “Medium”, “Poor”, or “Unacceptable”. Among the 11 water quality indicators (sodium, sulfate, chloride, bicarbonate, total dissolved solids, fluoride, boron, nitrate, pH, CODMn, and hardness), chloride was given the highest weight (0.236), followed by total dissolved solids (0.156), and sodium was given the lowest weight (0.008). The random forest model exhibits a good prediction capability before hyperparameter tuning (86% accuracy, RMSE of 0.378), and after grid search and five-fold cross-validation, the optimal hyperparameter combination is determined, further improving the performance of the random forest model (94% accuracy, F1-Score of 0.967, AUC of 0.91, RMSE of 0.232). For the newly developed groundwater sub-index function, interpolation is used to score each indicator, and after comparing two aggregation functions, the NSF aggregation function is selected as the most suitable for groundwater assessment. Overall, most of the groundwater in the study area was of poor quality (52.5% of low quality) and not suitable for drinking.
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1. Introduction


Groundwater quality has posed significant social, economic, environmental, and production risks in many regions worldwide [1,2]. The sustainable management of groundwater has become an important challenge. The rapid increases in population and rapid social industrialization over the past few decades have led to a severe scarcity of water resources [3,4,5]. As an essential water resource, groundwater has been heavily extracted and used, resulting in substantial degradations in both water quantity and quality [6,7]. Water quality assessments, as a crucial aspect of water resource management, play an essential role in determining the groundwater quality status, analyzing pollution sources and addressing groundwater quality restoration [8,9,10]. Surface water is used as the main water source in Karamay City, but with the development of industrial enterprises and the impact of human activities, the surface water is still polluted to varying degrees despite the cessation of development. Groundwater is the main source to supplement water shortages, so there is a certain demand for high-quality groundwater. There are 195 pollution sources in the urban area, including industrial enterprises, gas stations, and large-scale farms, which are a big threat to the improvement and maintenance of groundwater quality, so a moderate water quality evaluation is crucial to the water security of Karamay City.



Commonly used water quality assessment methods can be broadly categorized into two main types: single-factor evaluations and comprehensive evaluations [11,12]. Single-factor evaluations focus only on the most severely polluted water quality indicators, leading to a significant attenuation of the impact of other participating indicators, resulting in relatively pessimistic and one-sided evaluation results. In contrast, comprehensive evaluations take into account the status of various participating indicators, leading to reliable and comprehensive assessment results that are intuitive and easy to understand. As part of the comprehensive evaluation approach, the WQI has been widely applied and researched [13,14,15,16,17,18]. The WQI model generally includes four components: the selection of water quality indicators, assigning scores to the indicators, determining the weights of the indicators, and aggregating the results. It possesses advantages such as simplicity and flexibility [19].



In traditional WQI models, subjectivity has a significant impact on evaluation results, especially in the determination of water quality indicator weights [20]. The Delphi method is often used to establish indicator weights, but it is greatly influenced by the expertise and research scope of experts, leading to a high level of subjectivity and uncertainty in the WQI model [21]. When used as part of an objective assessment method, issues may arise, such as discrepancies between expert conclusions and actual conditions, leading to significant differences in opinions among multiple experts. Machine learning, as an emerging data processing method [22], can rank the importance of indicators by learning the relationships between data, thus mitigating the excessive subjectivity introduced by the Delphi method. The rank order centroid method is an objective weight calculation method that, based on the accurate ranking provided by random forest, assigns weight values to indicators [2]. This study obtains objective weight values by combining the random forest and rank order centroid methods.



The aggregation function, as the final step in the Water Quality Index (WQI) model, can to some extent determine the general direction of water quality assessment results [10,16]. Aggregation functions are divided into two main categories: weighted aggregation functions and unweighted aggregation functions [2]. Different weighted aggregation functions have different focuses, with different sensitivities to changes in water quality, the frequency of solar eclipse phenomena, and applicable scenarios.



The purpose of this study is to develop a water quality assessment method specifically tailored for groundwater, with the assistance of machine learning. The highlights of this research are as follows:




	(1)

	
A data-driven water quality assessment method has been developed specifically for groundwater.




	(2)

	
The utilization of the random forest method and formula-based calculations to determine indicator weights has significantly reduced the interference of subjectivity in water quality assessment results.




	(3)

	
By comparing the effectiveness of different weighted aggregation functions in assessing groundwater, the optimal aggregation function has been identified.




	(4)

	
New water quality assessment rules suitable for groundwater have been proposed.










2. Materials and Methods


2.1. Overview of the Study Area


2.1.1. Study Area


Karamay City in China has been selected as the research area for this study (Figure 1). Karamay City (longitude 84°44′ to 86°1′, latitude 44°7′ to 46°8′) is located in the western part of the Junggar Basin. It is bordered by Jia’er Mountain to the northwest, and the northern foothills of the Tianshan Mountains to the south, with the Gurbantünggüt Desert to the east. The majority of this region is covered by the Gobi Desert, with soil consisting mainly of sand and gravel and poor soil quality. Most of the soil has a high salt content. It is an area with significant petroleum and natural gas reserves, being a major mineral resource, with a long history of extraction [23].




2.1.2. Climate and River Characteristics


Karamay City is located in the mid-latitude inland region and belongs to a typical temperate continental climate. It is characterized by low precipitation, with predominant spring and autumn monsoons, and significant temperature differences between winter and summer. The average annual temperature is 8.6 °C. The longest sunshine duration occurs in July, reaching 302.5 h, while the lowest is in December, with only 99.8 h of sunshine. The primary source of water vapor is the westerly airflow from the Atlantic Ocean. The average annual precipitation is 108.9 mm, while the average evaporation is 2692.1 mm, making it 24.7 times the precipitation. The region is mainly fed by three inland rivers, from north to south, Baiyang River, Muhetai River, and Dalibut River, with a total length of 400 km [24]. The water supply for these rivers primarily comes from snowmelt, rainfall, and a small number of springs.





2.2. Data Collection


A total of 137 sampling points were selected for analysis, among which 60 observation wells were newly established. The initial dataset for this study was substantially improved in terms of quantity and types of water quality indicators compared to previous studies [2,25]. Sample collection was conducted during the summer months and samples were transported to nearby stations within 24 h of collection to minimize the impact of time and other factors on monitoring results. All collectors are highly trained and have relevant working experience to avoid human error affecting the samples. The collection, preservation, and transportation of the samples complied with relevant specifications to prevent any effects on the testing results due to transportation and storage. All groundwater samples were collected from observation wells with depths ranging from 50 to 300 m. The calculated and analyzed water quality dataset consisted of 42 water quality indicators (calcium, magnesium, potassium, sodium, boron, barium, vanadium, molybdenum, arsenic, bromine, nickel, manganese, iron, aluminum, copper, lead, zinc, mercury, selenium, cadmium, antimony, beryllium, silver, thallium, sulfate, chloride, bicarbonate, carbonate, total dissolved solids, anionic surfactants, ammonia, nitrate, metasilicicic acid, fluoride, petroleum hydrocarbons, volatile phenolics, nitrites, iodide, sulfides, oxygen demand, pH, and total hardness) from 137 sampling points. Conventional water quality indicators (e.g., water temperature, pH, etc.) were measured using a multi-indicator monitor (Aqua TROLL 500, Fort Collins, CO, USA), metal ions other than cesium were measured using spectrophotometry, cesium and silicon were measured using inductively coupled plasma emission spectrometry, anions (e.g., F−, Cl−, Br−, etc.) were measured using ion chromatography, petroleum hydrocarbons were measured using gas chromatography, and volatile phenolics were measured using spectrophotometry. In the dataset, sulfate, sodium, fluoride, nitrate and pH all had 12 outliers, boron had 6 outliers, carbonate had 8 outliers, TDS had 11, CODMN had 14, hardness had 16, and chloride had the most outliers with 25.




2.3. The Establishment of RFWQI Model


2.3.1. Indicator Selection


The richness of water quality indicators can enhance the comprehensiveness of water quality assessments, but it does not necessarily mean that more indicators are better [25]. Having too many water quality indicators can introduce significant uncertainty to the WQI, reducing the model’s sensitivity to pollution indicators, while also increasing the economic and time costs of assessment work [26,27]. Traditional WQI methods often refer to previous work cases or the opinions of experts and scholars to determine the participating indicators. This approach is simple and convenient, but it introduces a high level of subjectivity to water quality assessments, and differences in expertise among experts can lead to uncertainty and interference in the assessment results. In this study, based on the hydro-chemical characteristics of groundwater, indicators were selected from the pool of 44 water quality indicators, which to some extent reduced the influence of subjective indicator selection on the evaluation results.




2.3.2. The Process of Determining Weight


Weight calculation is a critical component of the WQI model and is one of the reasons for the model’s inherent uncertainty. Weight values are assigned to all selected indicators to distinguish the degree of impact that each indicator has on the water quality assessment results. This numerical value is often obtained through the Delphi method, which is convenient and efficient, but it also introduces significant subjectivity and uncertainty to the WQI. In this study, three machine learning algorithms, Support Vector Machine, random forest, and decision tree, were used to make a preliminary comparison using the Karamay City dataset. Using the AUC value as the evaluation criterion, random forest has the best learning effect with the highest AUC value of 0.995, followed by Support Vector Machine with 0.85 and decision tree with 0.79.



Random Forest Model


Machine learning is an emerging technology that efficiently processes data, aiming to enable computer systems to perform tasks by learning and improving from data, without the need for explicit programming instructions [28,29]. It empowers computers to automatically adjust and enhance their performance based on data, enabling them to complete specific tasks or predict future events. Machine learning algorithms have the capability to automatically learn patterns and rules from large-scale, high-dimensional, and complex structured data, extracting valuable information. This enables algorithms to adapt to data variations and complexities without the need for frequent code updates and modifications.



Random forest is an ensemble learning algorithm used to solve classification and regression problems. It combines predictions from multiple decision tree models to improve the overall accuracy and stability of predictions through voting or averaging. Random forest is composed of multiple decision trees. Each decision tree is trained on randomly selected samples and features. A decision tree is a basic classification and regression model that divides the dataset into different subsets, each corresponding to a class or numerical output at a leaf node. At each node of each decision tree, random forest randomly selects a subset of features as candidate features, rather than using all features. This increases the diversity between each tree, enhancing the overall model’s variety. In classification problems, random forest selects the final class through voting. Due to the use of multiple decision trees’ voting or averaging results, the problem of overfitting in individual trees can be reduced [30]. Additionally, through random feature selection and bootstrapping, random forest can reduce the overall model’s variance and improve its generalization ability. Although interpreting individual decision trees can be challenging, the overall predictions of random forest can be explained by analyzing the feature importance of each decision tree [31]. In this study, advanced random forest models were used to obtain the importance ranking of 11 models and the weight values of 11 indicators were calculated using ROC analysis.




Data Processing


Based on the filtered water quality data, the initial water quality status of the 137 monitoring points was determined. For the participating indicators, if a threshold is exceeded, the water quality at that point is considered “Unacceptable”; if all measured values of the participating indicators are below the threshold, the water quality at that point is considered “Acceptable”. The threshold values for each indicator were taken from the World Health Organization’s Drinking Water Guidelines and the China Groundwater Quality Standards, with the most stringent values selected as the thresholds in this study (Table 1). To eliminate the impact of data magnitude and different units on the calculation results, all data underwent standardization processing.




Model Training


The preprocessed dataset was input into the random forest model, and the data were divided according to the preset ratio (70% for training, 30% for testing) to train the model. During the model training process, a five-fold cross-validation method was employed to augment the dataset, improving the training effectiveness and effectively reducing the likelihood of overfitting.




Hyperparameter Tuning


Random forest is a high-performance ensemble learning algorithm with up to 19 hyperparameters that can be adjusted from multiple dimensions to enhance its performance. Grid search is a common method for tuning hyperparameters, as it involves systematically exploring various combinations of hyperparameters to find the optimal set of values [33,34,35]. This approach helps to identify the best combination of hyperparameters for the random forest model.




Random Forest Model Validation


In order to evaluate the learning accuracy and ranking results of the random forest model and ensure the objectivity and reasonableness of the weight calculations, this study chose the accuracy, F1-Score, AUC value, and RMSE value as performance evaluation metrics. The five-fold cross-validation approach helps to avoid interference from overfitting and high variance during model validation. To ensure the effectiveness of the validation method, the dataset was split following the random seed pattern with a seed value of 42, where 70% of the data were allocated to the training set and 30% of the data were allocated to the test set. The establishment of a confusion matrix (Table 2) has a key role in the calculation of assessment indicators. TN, FP, FN, and TP in Equations (1) and (2) represent True Negative, False Positive, False Negative, and True Positive, respectively.



Accuracy is primarily obtained by comparing the predicted values from the learning process with the actual measured values. It is used to evaluate the learning effectiveness of random forest in water quality prediction.


  A c c u r a c y =   T P + T N   T P + F P + T N + F N    



(1)







The F1-Score combines precision and recall into a single metric, balancing the trade-off between correctly identifying positive instances (precision) and capturing all positive instances (recall). By considering both precision and recall, the F1−Score provides a balanced evaluation of the model’s performance in correctly classifying both negative and positive samples. A higher F1-Score indicates a more reliable and accurate model for water quality prediction.


  F 1 − S c o r e = 2 ×     T P   T P + F P   ×   T P   T P + F N       T P   T P + F P   +   T P   T P + F N      



(2)







ROC (Receiver Operating Characteristic) is a graphical plot that illustrates the sensitivity (true positive rate) versus 1−specificity (false positive rate) for a binary classification model. Each point on the ROC curve represents the model’s sensitivity at a particular threshold.



AUC is the area under the ROC curve, which ranges from 0.5 to 1. It represents the degree or measure of separability. A higher AUC indicates a better ability of the model to distinguish between positive and negative instances. When the AUC value is 0.5, it means that the model’s predictions are unrelated to the dataset, indicating no discriminatory power.


  R M S E =    1   m     ∑  a = 1   m          y   a   −   y  ^      2       



(3)







The RMSE (Root Mean Square Error) is a measure of the deviation between observed values and true values. It is commonly used as a standard for evaluating the prediction accuracy of machine learning models. A smaller RMSE indicates that the observed values are closer to the true values, indicating a better predictive performance of the model. The RMSE can be calculated by Equation (3), where m represents the total number, ya represents the measured value of item a, and     y  ^    represents the true value of item a.





2.3.3. Sub-Index Functions


The WQI uses the fractional exponential function to convert the measured values of each index into dimensionless fractions ranging from 0 to 100. This study specifically improves the sub-index function for groundwater, with the index threshold as the upper limit. The linear interpolation method was used to assign scores to each index. A score of 100 indicates that the concentration is extremely low and the state is excellent. A score of 0 indicates that the concentration of the index significantly exceeds the standard. The improved sub-index function focuses on calculating the score and does not classify the score.


  S I − S c o r e = 100 −     100 × α         β   m a x   −   β   m i n        



(4)






  I − S c o r e = 100 −     α −   β   m i n           β   m a x   −   β   m i n       × 100  



(5)






  S I − S c o r e = 100 ×     α −   β   m i n           β   m a x   −   β   m i n        



(6)







In the equation, α represents the measured value of the indicator,     β   m a x     represents the maximum threshold for that indicator, and     β   m i n     represents the minimum threshold for that indicator. Indicators whose thresholds exist in a range of values that are not zero at either end are calculated using Equations (5) and (6), and the remaining indicators are calculated using Equation (4).




2.3.4. Aggregation Function in WQI


The aggregation function is the final step of the WQI model. An appropriate aggregation function combines the weights with the indicator scores to ultimately obtain an objective and accurate water quality assessment result [36,37,38]. In this study, two weighted aggregation functions were computed and analyzed to select the most suitable aggregation function for groundwater assessment (Table 3). In the formula,     W   i     represents the weight of the indicator and     S   i     represents the score of the indicator.




2.3.5. Evaluation Disciplines


After calculating the aggregation function, the WQI outputs a score for each monitoring site, ranging from 0 to 100, to indicate the water quality status. To provide a clear interpretation of the water quality based on different score ranges, a set of criteria is proposed in this study. Different rules for categorizing water quality may vary and have acceptable differences. In order to facilitate the understanding of water quality by water management personnel, a new classification scheme has been developed by synthesizing commonly used evaluation criteria (Table 4). The score ranges from 0 to 100, with a clear interpretation provided for different levels of scores, ranging from poor to good.






3. Results


3.1. Results of Indicator Selection


Based on the groundwater hydro-chemical characteristics and the pollution status of the study area, 11 evaluation indicators were selected from the initial pool of 44 water quality indicators. These selected indicators include natrium, sulfate, chloride, carbonate, total dissolved solids (TDS), fluoride, boron, nitrate, pH, CODMn, and total hardness. Figure 2 illustrates the basic status of the dataset, with water quality conditions at 137 sites influenced by 11 water quality indicators. Thicker connecting lines in the figure indicate a greater degree of influence of the indicator on water quality.




3.2. Weighting Calculation


The random forest model output a ranking of the 11 water quality indicators, and based on the ROC method, the weights for each indicator were calculated (Figure 3). Chloride, TDS, CODMn, and B have higher weights in the groundwater of the study area. The random forest model assigned different weights to the 11 indicators based on decision tree information, and these weights are consistent with those calculated using the ROC method. The use of ROC as an objective weight calculation method, based on mathematical formulas, indirectly confirms the objectivity of the indicator ranking provided by the random forest model.




3.3. Indicator Scoring Results


Figure 4 displays the scores assigned to each indicator based on the formula, where a score of 100 indicates excellent water quality, while a score of 0 represents poor water quality. To reduce the ambiguity of indicator scoring, the sub-indicator functions developed with indicator thresholds require manual determination of these thresholds. When the indicator concentration exceeds the threshold, a score of 0 is assigned. The overall condition of pH is relatively good, with most data points falling within the threshold range. However, hardness, TDS, fluoride, and boron show significant instances of exceeding the thresholds, leading to localized areas with high fluoride levels. From the perspective of indicator scores, the water quality in the research area appears to be unfavorable, with a significant prevalence of indicators exceeding their respective thresholds, except for a few indicators with improved concentrations.




3.4. Aggregate Function Calculation Results


The water quality of each sampling point was evaluated comprehensively under the influence of the weighted value. Figure 5 shows the range of scores for the two weighted aggregation functions. The NSF aggregation function was calculated by aggregating 137 sets of data with the highest value being 78.682, the lowest value being 4.26, and the mean value being 44.762. The WQM aggregation function’s lowest value was 18.265, the highest value was 84.25, and the mean value was 59.127.




3.5. Water Quality Evaluation Results


Utilizing the weighted aggregation function, the weight values and indicator scores were aggregated to derive the final water quality assessment results (Figure 6). The NSF aggregation function, selected as the optimal choice, was applied to compute the water quality results at the 137 sampling points. The results show that 37.6% of the points fall into the “Medium” category, 9.9% have “Good” water quality, 38.3% exhibit poor water quality and are rated as “Bad” and not recommended for drinking purposes, while 14.2% are in a very poor state, unsuitable for any usage. Due to local environmental influence, the excessive fluoride, sodium ion, and chloride concentrations are likely attributed to natural background values. The causes of total hardness, TDS, sulfide, and boron values exceeding their thresholds are more complex, potentially related to natural background values, industrial wastewater discharge, and household waste disposal.





4. Discussion


4.1. Objective Selection of Indicators


The traditional WQI mostly uses the Delphi method or determines indicators based on conventions, which is too subjective and susceptible to influence [39,40,41]. Reasonable selection of indicators helps to ensure the accuracy, objectivity, and comprehensiveness of water quality evaluations [25]. In this study, 11 indicators were selected from 44 indicators based on the hydro-chemical characteristics of groundwater and pollution conditions in the study area. These 11 indicators encompass commonly used parameters in groundwater quality assessments such as TDS, pH, and total hardness, as well as factors reflecting the background values and pollution conditions of the study area, such as boron, natrium, chloride, and sulfate. The indicator selection method used in this study improves the objectivity of RFWQI by selecting appropriate water quality indicators without relying on experts and conventions. The significant reduction in the number of indicators helped to control the interference of the evaluation results due to the uncertainty caused by too many dimensions and improved the accuracy of the water quality evaluation [2,42]. Through the screening of the data, all the indicators that exceeded the thresholds were included in the 11 indicators, and the remaining 33 indicators were all measured to be below the threshold value, which is not harmful to human health; thus, even though the number of indicators was greatly reduced, it still did not affect the comprehensiveness of the water quality evaluation.




4.2. Discussion of Weights Based on the Random Forest Model


4.2.1. Comparison of Different Weighting Methods


The composition of the random forest structure is more complex, the operation process involves a large number of parameters, and some parameters and patterns are determined through the learning process in the model training, which belongs to the black box model [43,44,45]. The computational process of the random forest model is not highly interpretable, but its results are in line with the characteristics of the dataset, and the assessment indicators are better, so the results still have a high degree of credibility. ROC is an objective weight calculation method [2]; the weight values obtained by mathematical methods on the basis of the random forest ordering are highly interpretable, which compensates for the lack of explanatory flaws in the black box model to a certain extent. There is a slight difference between the weight values obtained by random forest and ROC, which may be due to the unique learning method of the black box model, but the trends in the weight calculation results of the two are the same.




4.2.2. Hyperparameter Tuning for Random Forest Models


The learning performance of the random forest model under the default hyperparameter settings is already good (0.86 for accuracy and 0.377 for RMSE), but there is still room for performance improvement. In order to optimize the hyperparameters, such as the number of decision trees, the maximum depth of the decision trees, and node classification, a grid search method was employed [43]. Eventually, the best combination of hyperparameters was obtained (Table 5). Under this parameter combination, the learning effect of the random forest model was further enhanced, leading to a higher accuracy and lower RMSE (0.96 for accuracy and 0.188 for RMSE).




4.2.3. Random Forest Model Validation


Under the best hyperparameter combination, the random forest model was validated using six-fold cross-validation. The table shows the validation values for each fold, and to mitigate the impact of overfitting and other phenomena on the validation results, the average of the values from the five runs was taken as the final result. The table presents five validation metrics (Table 6). Figure 7 demonstrates the high AUC value of the model, indicating that the model’s learning performance is excellent, correctly identifying key water quality indicators and classifications. The low RMSE and high F1-Score also support this observation. The accuracy value of 0.94 is within an acceptable range and indicates a good performance (Table 6). The use of multiple validation metrics ensures the reliability of the random forest algorithm’s importance ranking of water quality indicators, greatly reducing subjectivity and uncertainty in the water quality evaluation results.



During the five-fold cross-validation, although measures have been taken to control the overfitting phenomenon, there are still two calculations in which the results may be at risk of overfitting, which may be due to the structure and calculation of the algorithm itself as well as the imbalance of the dataset, among other reasons [46,47]. In this study, the parameters and results corresponding to the second highest AUC value (0.995) were used as the basis for calculations to control the impact of the overfitting phenomenon on the results of water quality assessments. All the calculated results of the five-fold cross-validation, as well as the mean values, were only used to measure the learning level of the model.





4.3. The Effect of the Application of the Improved Sub-Indicator Function


The improved indicator function better reflects the status of various water quality indicators by interpolating the threshold values. Among the data of 137 points, the pH value of 27 points exceeded the standard, and their sub-indicator scores are low or 0. The scores of the rest of the qualified points are all higher than 90. The rest of the indicators show low regional scores, which is in line with the actual situation. From the dataset, all 11 indicators except pH have a wide range of exceedance. The improved sub-indicator function fully reflects the actual situation, and there is no point where the indicator status does not match the score.




4.4. Comparison of Aggregation Effects of NSF and WQM


Compared with the WQM aggregation function, the NSF aggregation function has a wider range of scores and a higher sensitivity to the overall water quality condition, which makes it more able to observe the changes in the water quality indicators and affects the level of the evaluation scores through high sensitivity. For the weighted aggregation function, the sensitivity is mainly reflected in the way the weighted values are handled; thus, the NSF aggregation function reflects the weighted values to a greater extent and has a better representation of the highly weighted indicators. From the data distribution point of view, the NSF aggregation function has a lower maximum and average value than the WQM aggregation function, which expresses a stricter aggregation result and has a positive significance for evaluations of drinking water. For the RFWQI model, the weighted aggregation function assigns different sensitivities to the model with respect to water quality indicators. In the case of the study area, the RFWQI model has a higher sensitivity to chloride, TDS, CODMn, and boron.



When using the weighted aggregation function, eclipses are often present, as evidenced by a difference between the expected and calculated values. When the expected and calculated values are the same, the point is calculated to be free of solar eclipse. The evaluation of the solar eclipse phenomenon can verify the accuracy of the WQI model. The REWQI model sets the expected value of the number of exceeded indicators according to the water quality level and compares it with the actual number of indicators exceeding the threshold. Table 7 demonstrates the status of the occurrence of the eclipse phenomenon for the two aggregation functions. The NSF aggregation function resulted in the eclipse phenomenon in the data of 22 points in the calculation of 137 points, and all of them were concentrated in the underestimation area, i.e., the results of the water quality evaluation underestimated the actual condition of the water quality. Strict evaluation rules are conducive to drawing the attention of the government or environmental protection department to the water quality condition and further improving the water quality. The WQM aggregation function, on the other hand, has 71 points with eclipsed data, accounting for more than 50%, which is much higher than that of the NSF aggregation function. Among the 71 groups of data, 49 groups of data are overestimated, i.e., the water quality evaluation results of 49 points are better than the actual water quality condition. Loose water quality evaluation rules may lead to the inclusion of polluted water bodies in drinking water sources, which may seriously affect the health condition of water users and is not conducive to the strict management of water quality. The NSF aggregation function is better than the WQM aggregation function in terms of evaluation score distribution, sensitivity, evaluation of the eclipse phenomenon, and evaluation stringency.




4.5. Comparison of Water Quality Evaluation Results


Figure 8 shows the spatial interpolation of the water quality evaluation results obtained by the two aggregation functions, and the water quality results obtained by the NSF aggregation function are worse than those obtained by the WQM aggregation function. The overall water quality is poor, and the water quality grades are mainly “Medium” and “Poor”, indicating that the groundwater quality in this area is low and not suitable for use as a drinking water source. On the other hand, the results of WQM indicate that the overall water quality is at an acceptable level. Combining the results of the two aggregation functions for erosion and sensitivity, the water quality evaluation results obtained from the NSF aggregation function are more suitable for the evaluation of groundwater.



Figure 8 shows the results of the RFWQI model for water quality evaluation, indicating that there are differences in the spatial distribution of groundwater quality conditions in Karamay City. This may be related to pollution sources such as gas stations and industrial enterprises that are more concentrated within the urban area. In addition to the influence of pollution sources on groundwater quality, human activities and domestic waste discharges within the urban area may also lead to regional groundwater quality deterioration. The water quality evaluation results obtained from the RFWQI model using the NSF aggregation function are more rigorous and fit well with the distribution of pollution sources and concentration of human activities in Karamay City, making the method more reliable.




4.6. Comparison of Water Quality Evaluation Results


Compared to the traditional WQI, the RFWQI has been greatly improved in four main areas (Table S2). As a commonly used water quality evaluation method, the traditional WQI is simple and effective, but there is still much room for improvement. The Delphi method and the routine-based method used in the traditional WQI make water quality evaluations highly subjective. The ambiguity and uncertainty brought by the immutable sub-index function and the aggregation function also have a negative impact on water quality evaluations. In order to improve the objectivity and accuracy of water quality evaluations, the RFWQI uses more advanced machine learning methods and other improved methods, which greatly improve the objectivity and accuracy of the WQI.





5. Conclusions


The RFWQI proposed in this study is a water quality assessment method specifically designed for groundwater. The RFWQI method takes into consideration the groundwater hydro-chemical characteristics, selects 11 water quality indicators based on the pollution conditions of the study area, ranks the indicators using a random forest model, computes the centroid weights, and investigates the impact of four different aggregation functions on the water quality assessment results. The application of random forest and centroid weighting significantly reduces the subjectivity and uncertainty inherent in traditional WQI methods, and the results are highly satisfactory. The random forest model demonstrates excellent performance even before hyperparameter tuning, making it a recommended tool for identifying key indicators in water quality assessments. The impact of the dataset on the random forest model is notable. A balanced and sufficiently large dataset can further enhance the effectiveness of the random forest model, leading to a more accurate indicator ranking and thus improving the reliability of water quality assessment results. The application of the centroid weighting method should be built upon a correct indicator ranking, and it complements the random forest approach quite well. Among the two aggregation functions compared, the NSF aggregation function exhibits a higher assessment accuracy and recognition rate, making it more suitable for groundwater quality assessments. The pessimistic evaluation criteria of water quality level are acceptable, which helps to maintain water safety, while the WQM score shows the incompatible characteristics of groundwater and its evaluation is optimistic, which poses a potential risk in the use of groundwater for drinking water. Groundwater hydro-chemical characteristics vary from one study area to another due to different factors such as human activities, groundwater recharge sources, background values, etc. The RFWQI, as a quality evaluation method for groundwater, is highly generalizable. Differences in hydro-chemical characteristics can be handled by the random forest algorithm to obtain objective indicators and weight values without relying on experts or conventions, which ensures the applicability and reliability of the RFWQI in different situations. Due to data limitations, this study only focused on summer data for computation and analysis. The RFWQI can be applied to analyze long-term time series data in the future.
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Figure 1. Location map of Karamay City. 
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Figure 2. An overview of 137 sampling sites with selected indicators. (a) represents the impact of water quality indicators on the water quality status of sampling sites 1~35; (b) represents the impact of water quality indicators on the water quality status of sampling sites 36~70; (c) represents the impact of water quality indicators on the water quality status of sampling sites 71~105; (d) represents the impact of water quality indicators on the water quality status of sampling sites 106~137. 
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Figure 3. Weighting results for ROC and random forest. 
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Figure 4. Map of water quality indicator scores for each sampling site. 
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Figure 5. The distribution map of different aggregation function calculation results. The red dots represent the water quality scores for each sampling site. 
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Figure 6. Water quality level diagram of each sampling site. 
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Figure 7. Optimal AUC-ROC graph. The red dotted line represents the one–half cutoff for distinguishing between forward and reverse categorization. 
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Figure 8. Spatial distribution of the evaluation results obtained by the two aggregation functions. (a,b) show the spatial distribution of groundwater quality evaluation results in the study area determined by NSF and WQM, respectively. 
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Table 1. Indicator thresholds under different water quality standards.
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Indicator

	
Unit

	
WHO

	
Standard for Groundwater Quality




	
-

	
GB/T 14848-2017 [32]






	
pH

	
-

	
6.5~8.5

	
6.5~8.5




	
Total hardness 1

	
mg/L

	
500

	
450




	
Sulfate

	
mg/L

	
250

	
250




	
Nitrate 2

	
mg/L

	
50

	
20




	
Fluorine

	
mg/L

	
1.5

	
1




	
Natrium (Na)

	
mg/L

	
-

	
200




	
Chloride

	
mg/L

	
250

	
250




	
Carbonate

	
mg/L

	
-

	
150




	
Total dissolved solid

	
mg/L

	
1000

	
1000




	
Boron

	
mg/L

	
0.3

	
0.5




	
CODMN

	
mg/L

	
-

	
3








1 Total hardness was calculated from calcium carbonate. 2 Nitrate concentration was calculated as nitrogen.













 





Table 2. Confusion matrix.
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Confusion

	
Predicted Value




	
Negative

	
Positive






	
True Value

	
Negative

	
True Negative

	
False Positive




	
Positive

	
False Negative

	
True Positive











 





Table 3. An overview of the two different aggregation functions.






Table 3. An overview of the two different aggregation functions.





	Aggregate Function Name
	Calculation Formula





	NSF index (Weighted Arithmetic Mean)
	   N S F =    ∑  i = 1   n       S   i   ×   W   i       



	Weighted Quadratic Mean (WQM)
	   W Q M =     ∑  i = 1   n         S   i     2   ×   W   i        










 





Table 4. The evaluation disciplines adopted by different WQI models.
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	WQI Models
	Evaluation Catagories





	NSF index
	(1) excellent (90~100)

(2) good (70~89)

(3) medium (50~69)

(4) bad (25~49)

(5) very bad (0~24)



	CCME
	(1) excellent (95~100)

(2) good (80~94)

(3) medium (65~79)

(4) bad (45~65)

(5) very bad (0~44)



	Hanh Index
	(1) excellent (91~100)

(2) good (76~90)

(3) medium (51~75)

(4) bad (26~50)

(5) very bad (<25)



	RFWQI
	(1) excellent (92~100)

(2) good (70~91)

(3) medium (51~69)

(4) poor (26~50)

(5) unacceptable (0~25)










 





Table 5. Random forest hyperparameter tuning process and optimal hyperparameter combination.
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	Hyperparameter
	Default Results
	Tuning Results





	N_estimators
	Default value
	120



	Max_depth
	Default value
	4



	Min_sample_split
	Default value
	2.1



	Min_sample_leaf
	Default value
	1.05



	Accuracy
	0.86
	0.96



	RMSE
	0.377
	0.188










 





Table 6. Evaluation of random forest learning effectiveness under five-fold cross-validation.






Table 6. Evaluation of random forest learning effectiveness under five-fold cross-validation.





	
Iteration

	
Evaluating Indicator




	
Accuracy

	
AUC

	
RMSE

	
F1-Score






	
1

	
0.893

	
0.75

	
0.327

	
0.936




	
2

	
0.964

	
0.995

	
0.189

	
0.98




	
3

	
0.964

	
0.995

	
0.189

	
0.98




	
4

	
0.928

	
0.8

	
0.267

	
0.958




	
5

	
0.964

	
0.995

	
0.189

	
0.98




	
Mean value

	
0.94

	
0.91

	
0.232

	
0.967











 





Table 7. Eclipse of different aggregation functions.
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Aggregation

Functions

	
Groundwater Quality Classifications






	
NSF

	
Good (8) *

	
Medium (49)

	
Poor (54)

	
Unacceptable (20)




	
U

	
O

	
U

	
O

	
U

	
O

	
U

	
O




	
0

(0%)

	
0 (0%)

	
8 (16.3%)

	
0

(0%)

	
10 (18.5%)

	
0

(0%)

	
4

(20%)

	
0 (0%)




	
WQM

	
Good (8)

	
Fair (103)

	
Marginal (13)

	
Poor (13)




	
U **

	
O

	
U

	
O

	
U

	
O

	
U

	
O




	
0

(0%)

	
0 (0%)

	
16 (15.5%)

	
43 (41.7%)

	
4 (30.7%)

	
6 (46.1%)

	
2 (15.4%)

	
0 (0%)








* The bracketed content number of the water quality level represents the number of points evaluated for that level. ** ‘U’ represents the number of undervalued points and ‘O’ represents the number of overvalued points.
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