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Abstract

:

There are no exact criteria for the architecture of openings and windows in office buildings in order to optimize energy consumption. Due to the physical limitations of this renewable energy source and the lack of conscious control over its capabilities, the amount of light entering offices and the role of daylight as a source of energy are determined by how they are constructed. In this study, the standard room dimensions, which are suitable for three to five employees, are compared to computer simulations. DesignBuilder and EnergyPlus are utilized to simulate the office’s lighting and energy consumption. This study presents a new method for estimating conventional energy consumption based on gene expression programming (GEP). A gravitational search algorithm (GSA) is implemented in order to optimize the model results. Using input and output data collected from a simulation of conventional energy use, the physical law underlying the problem and the relationship between inputs and outputs are identified. This method has the advantages of being quick and accurate, with no simulation required. Based on effective input parameters and sensitivity analysis, four models are evaluated. These models are used to evaluate the performance of the trained network based on statistical indicators. Among all the GEP models tested in this study, the one with the lowest MAE (0.1812) and RMSE (0.09146) and the highest correlation coefficient (0.90825) is found to be the most accurate.
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1. Introduction


One of the natural elements that have been given inadequate consideration by designers is daylight [1]. No one is unaware of the significance that daylight plays in enhancing the overall quality of office spaces and lowering the levels of stress experienced by employees [2]. However, the majority of schools and offices do not properly utilize this form of renewable energy because there is a lack of awareness regarding the capabilities of this form of energy, as well as a lack of proper physical controls on the amount of light that enters such buildings [3]. They do not make use of this opportunity or the role that daylight plays in supplying energy to the working room, and as a result, the quality of the office space is extremely poor. In the meantime, the excessive use of fossil resources for the production of energy results in changes to the climate, the effects of which lead to the occurrence of natural disasters such as flooding in urban areas [4,5,6,7,8]. Windows, on the other hand, are the primary contributor to the loss of energy in a building. Around forty percent of the energy that humans require is consumed by buildings; however, by installing an optimal indoor shading system on the windows, consumption of energy in the housing sector was reduced by fifteen percent, resulting in a net savings. As a consequence of this, selecting a window that has the appropriate proportions and orientation is one of the most significant and essential aspects that must be considered during the design stage of office buildings [9]. Despite the fact that people all over the world are making efforts to develop solutions for the design of office spaces that are in accordance with the requirements of efficient energy usage [10], these efforts have not yet been successful.



These days, soft computing methods have become a low-cost and accurate solution to investigate environmental phenomena in engineering sciences [11,12]. Concerns about the environment, declining fossil fuel reserves, and rising electricity demand have led to an increased tendency to exploit renewable energy sources such as solar energy, which is essential for long-term planning and expansion policies [13,14]. In the case of gene expression programming (GEP) production development planning, the production capacity of a power system must be expanded in such a way that it can maintain the reliability of the system at an acceptable level by increasing demand over time [15,16]. In this planning, the solutions of the optimal GEP problem indicate the amount of share and alternative combinations of common and renewable resources. However, due to the unpredictable nature of solar radiation, solar energy, as the renewable source with the quickest growth and an estimated share of around 5% of the entire power-generating market in 2040, is connected with swings and uncertainties [17]. In some studies related to development policies, fluctuations and uncertainties in solar power have not been considered, and as a result, the forecasts were not reliable [18,19].



To reduce the complexity of the GEP model, Davoodi et al. [20] assume that the penetration rate of renewable sources is low; in other words, not considering the uncertainties and interruption of solar power will not have much effect on the study. Dagoumas and Koltsaklis [21] noted that the GEP problem was optimized by considering solar power generation as one of the production options so that the required solar power capacity, similar to other fossil fuel options, is modeled, and power fluctuations and uncertainties are related. Solar production is not considered. Meanwhile, in this study, probabilistic modeling has been used to model wind and solar generation capacity in the distribution system. In Taherkhani et al. [22], the capacity factor for the GEP problem has been used to definitively model wind power generation. In Pokhrel et al. [23], solar power fluctuation performance simulations were conducted for one year on an hourly basis. In Paliwal et al. [24], solar power was modeled using Weibul’s probabilistic distribution function, which was divided into specific intervals to optimize the location and size of scattered wind and solar generation. Sweerts et al. [25] assumed that the trend of changes in solar power generation would be constant over the planning years. However, some studies have modeled the uncertainty of solar power generation on the GEP problem. Fuzzy modeling can be used to model uncertainty in solving the GEP problem [26]. The availability of primary energy for all options of production units, as well as electrical demand, is considered a fuzzy number and then optimized in the GEP problem using an inaccurate fuzzy programming method [27]. In order to consider the uncertainty in predicting solar production capacity, a large number of production scenarios were then divided into several clusters and their corresponding probabilities based on the clustering algorithm [28].



The use of soft computing and optimization methods to evaluate engineering problems, particularly those involving the optimization of energy consumption in buildings, which contributes significantly to overall energy consumption, yields reliable results at the expense of computational complexity. This is particularly true for problems involving the optimization of energy consumption in buildings.



Given the substantial contribution of office spaces to urban energy consumption and the absence of precise design criteria for the optimal use of energy in these spaces, office area designers can avoid costly and time-consuming energy consumption simulation calculations by providing geometric specifications and a location that takes into account an intelligent system. Four GEP models were compared for this purpose, with 80% of the data used for training and 20% for testing. The model findings were optimized via the gravitational search algorithm (GSA). Using this proposed framework, the architect can quickly assess the energy consumption of various lighting options and choose the most energy-efficient window design.




2. Methodology


The standard room is effective in the amount of energy consumption. The architecture group of the technical office of the technical and supervision organization of the Indian Ministry of Housing and Urban Affairs (IMHUA) has presented the rules and criteria for the design of office rooms. According to this criterion, the standard room dimensions are 7 × 6 × 3 m, which is suitable for 3~5 employees. For the simulation of the lighting and energy consumption in an office room, the DesignBuilder and EnergyPlus tools were utilized. Figure 1 shows the simulated room plan.



All simulations were performed for all days of the year in the period of 8:00 a.m.–04:00 p.m. for different states of variables in a specific period. Simulations that ultimately had the desired result were analyzed. It should be noted that the simulations were measured in the climatic conditions of Mumbai, India.



For the simulation in the DesignBuilder tool, an office room with dimensions of 700 × 600 cm and a height of 300 cm was utilized. This room had a window-to-wall ratio (WWR) that varied from 0.030 to 0.660, in which the window was above 85 cm from the floor on the south wall. Table 1 presents an overview of the climate parameters that were considered during the course of the simulations. With an annual average of 39.8 degrees Celsius, the month of June in Mumbai sees the city’s highest daytime temperatures. On the other hand, January is the month with the coldest average temperature, which is 20.2 degrees Celsius. The city of Mumbai in India has the most hours of sunshine each year, with 2592 total. May is the month with the highest average number of hours of sunshine (8.9 per day).



The same internal and external covering for the office room in non-skylight fronts was considered in the simulation of the office room. This covering consisted of plaster and soil, with a thickness of 2.2 cm, on brickwork with clay blocks, which was then whitewashed and polished. The exterior cladding of the office room in the face where the lighting occurred was different from the exterior cladding of the other faces, and it was in accordance with the typical materials used in the exterior as well as the typical thickness of the exterior wall. The porcelain facade with Palk bricks (slurry) and cement sand mortar made up the plaster that was used for the interior. The simulation of the standard room took into account the fact that almost all of the office rooms were situated in a way that prevented the doors leading to those rooms from being in direct contact with the air outside the building. The windows did not have any canopies or other elements that provided shading. The on and off switch served as part of the light control system in the office room (Office of National Building Regulations, 2016). If the amount of light in the room was lower than the recommended value, the switch turned the light on for a longer period of time (500 lux). In the process of modeling, it was assumed that this room was occupied six days a week, from eight in the morning to six in the evening. The temperature at the cooling setting was 23.3 degrees Celsius, and the temperature at the heating setting was 29.2 degrees Celsius. Consumption, as was previously mentioned. The dimensionless factor of WWR was defined in order to investigate the effect of the size of the office room’s window. This factor represents the ratio of the level of the office room window to the level of the wall. When the window ratio was varied from 1.9 to 60.5%, 95 lighting modes in each direction of production were modeled, and each of the 380 lighting modes that the EnergyPlus software was capable of producing was also modeled.



2.1. Development of a GEP Model


The GEP is an adaptive evolutionary algorithm that combines the best features of genetic algorithms (GA) with genetic programming (GP). After defining an objective function in the form of qualitative criteria, the aforementioned algorithms use this function to measure and compare various solution methods in a step-by-step process of correcting the data structure before selecting the most effective solution method, as presented. GEP is the most recent method among the circular algorithm methods, which are the most prevalent and widely used due to their sufficient precision. This method was developed relatively recently. With this distinction in mind, the genetic algorithm is the primary area of study in the programming of gene expression [29,30].



Head and tail domains comprise genes. The head domain has a function symbol and a term symbol, while the tail domain only has a term symbol. Users implementing GEP determine the head length, and Equation (1) calculates the tail length, as follows:


  T L = H L ×   n − 1   + 1 ,  



(1)




where TL and HL are the tail and head length, respectively, and n is the number of arguments for the function with the most arguments.



In this particular method, individual branches are utilized rather than bit strips. Each branch has its own unique collection of terminals, which represent the problem variables, and the total number of functions, which represent the main operators, is as follows:




	
Selecting the terminal set, which consists of the same variables as the problem’s independent variables and the system’s state variables. This step involves the selection of the fit function, which typically employs the root-mean-square error (RMSE);



	
Selecting a collection of functions, including mathematical operators, test functions, and Boolean functions;



	
The model accuracy measurement index is used to determine the extent to which the model is capable of solving a specific problem;



	
Control components, including the numerical component values and qualitative variables, are used to control the program’s execution;



	
The number of data in the training section, the number of data in the test sections of the chromosomes, the size of the head, the number of genes, and the choice of the transplant operator, which can be adjusted with four options of addition, subtraction, multiplication, and division.








Equation (2) was used to analyze all produced chromosomes. GEP is finished if each program meets the termination criteria. The best software is kept.


  Fitness   ( i ) =  ∑  i = 1  m  | C o E   ( i )  act  − C o E   ( i )  for  | ,  



(2)




where CoE(i)act is the actual cost of energy, CoE(i)for is the forecasted cost of energy using GEP or the optimized model, and m is the total number of data.



In this study, MATLAB was used to develop and implement genetic programming-based genes (see Appendix A). The structure of the GEP model is depicted in Figure 2. The procedure starts with the generation of chromosomes at random for a predetermined number of individuals or programs (the initial population). After this, the chromosomes are expressed, and the fitness of each program is compared to a collection of previously determined examples of fitness (also called the selection environment or training set). After that, the programs are selected in accordance with their finesses, which refers to their performance in that particular setting, in order to reproduce with modifications, thereby leaving children with new qualities. In turn, these new programs go through the same developmental process as the older ones, which includes chromosomal expression, confrontation with the selection environment, selection, and reproduction with alterations. The procedure is repeated until the desired result is achieved or for a predetermined number of generations, whichever comes first, as seen in Figure 2.



The GEP algorithm begins with the generation of the initial population of possible solutions as its first stage of execution. After this step, the chromosomes are expressed as a tree expression, which is then evaluated using a problem-fit function. This step can be accomplished through a random process or by making use of some prior information regarding the issue at hand. Processing a number of samples of the target problem, which are also referred to as fit cases, is commonly done in order to test the fit function in order to determine whether or not a solution is suitable for use within the parameters of the problem. The evolutionary process concludes when a satisfactory answer is discovered or when a predetermined number of generations has been reached. The report will then describe the optimal option. In the event that the stopping condition is not found, the most recent generation’s best solution will be preserved (assuming elite selection), and the remaining solutions will undergo a selection process. The survival function of merit plays a role in the selection process, and those with the highest merit have a greater chance of having children. This process is repeated for a number of generations in the hope that, on average, the quality of the population will improve as time passes. Using this method, a number of distinct occurrences are modified by employing a number of functions and terminals (Table 2).




2.2. Optimization Method


In order to achieve the optimal combination of production units, determine their installation time and capacity in the GEP problem, and compare them, three different optimization algorithms have been performed in this study.



GSA is a meta-innovative optimization method based on Newton’s laws of gravitation and smooth contrast. GSAs are initialized with random objects scattered in the responsive space [31]. GSA has shown better performance in solving optimization problems compared to other algorithms [32]. Objects move as a result of the interaction between them by gravitational forces, which cause the general motion of objects towards heavier objects. Heavier objects exert more force on other objects and move slower than other objects. Objects considered in GSA are known based on their mass and the two vectors of velocity V and position    ψ i   . Therefore, the ith object in the next N search space for i = 1, ..., L can be specified, as L shows the number of objects and    x i N    shows the position of the ith object in the d dimension [33].


   ψ i  =    x i 1  ,  x i 2  , … ,  x i N     



(3)







Improving GSA performance has been the goal of several studies. In this study, it is proposed to divide the search space, similar to parallel processing in the frog-leaping algorithm (SFL), and then use the strategy of considering the percentage of objects to calculate forces. Therefore, all the objects of group L, which includes μ in each group, are divided into objects. The objects of each group are responsible for a local search in the possible space. In each IGSA iteration, to classify objects, the performance indices of each object are calculated based on Equation (3), and then the objects are sorted incrementally based on their performance index values. Then, the first crime is assigned to the first group; the second crime is assigned to the second group, and so on. For each group, the motion of all objects is calculated [34]. Heavier objects in each group can be candidates for local minimum answers. To find a better answer to the internal interaction of objects in each group is considered. In the next step, a certain percentage of heavier objects is selected from each group, and the position of the objects is calculated based on the force exerted by these objects. Then, the best answer is selected, and to start the next step, all the objects are gathered together, and a new division is made for the possible space. This process continues until the convergence of the stop condition [35].



To use the GSA algorithms for the GEP problem, each chromosome/mass is defined by the vector M × 1, where M is the product of the number of steps (Ts) and the types of Candida (N)-generating units.



To optimize the GEP model, GSA is used, and then the best algorithm for solving the GEP problem by considering the fluctuations and uncertainty of wind production capacity in this study is selected. When the best algorithm is used to calculate the lower and upper ranges of a range and to cut a given alpha of each chromosome/mass, the TC value is calculated based on Equation (4) for each fuzzy number in each range. Then, the mean circuit of the TCs is determined as the bronze function in the optimization algorithm by considering the probability of each in the corresponding fuzzy number.


  Fitness =  ∑  i = 1  K   ρ i  T  C i  ,  



(4)




where    ρ i    is the probability of the ith fuzzy number. Therefore, Equation (4) is used to determine the best fit or the best option in the issue of production development among the whole population [31].





3. Results and Discussion


In this section, the results of the developed model are presented. These results are related to the standard office room in Mumbai, India.



3.1. Sensitivity Analysis


There is a wide variety of methodologies available for carrying out sensitivity analyses in a wide variety of modeling and application settings. The existing modeling, as well as the type and nature of the data, will play a role in determining which approach will be taken to carry out this analysis. When it comes to conducting the aforementioned analysis, the one factor at a time (OFAT) method is one of the approaches that is considered to be among the most common and widespread. The procedure that is being described involves making a change to one of the model’s input variables while leaving the values of the other variables unchanged and then running the model. This procedure is carried out multiple times for each variable (parameter) until the influence of each parameter on the output has been analyzed and interpreted. This method is preferred by researchers over other sensitivity analysis methods in the majority of cases because of its high implementation and rationality stability. As a result, it is always able to produce favorable results and is preferred by researchers over other sensitivity analysis methods. In the event that the OFAT method fails (due to the fundamental nature of the model), it is simple to identify the effective parameter in the failure of the model, and by removing that factor from the calculations, the model’s robustness and the final accuracy of the analysis can be improved [36].



In the event that the OFAT method fails (due to the fundamental nature of the model), it is simple to identify the effective parameter in the failure of the model. In order to identify the power level and determine the effect of each of the parameters that were used in the study, it was necessary to first determine the power level. Comparisons were made for every factor that has the potential to influence energy consumption in order to evaluate the significance of each contributor to the overall result of the model. Figure 3 displays the findings of the sensitivity analysis that was performed. On the horizontal axis of this diagram are the parameters of the study, and on the vertical axis is a percentage representation of the effect that each of these parameters has on the model’s final output.




3.2. The Results of Model


The modeling was performed for a period of 20 years (the useful life of a course). In calculating the cost of gas and electricity, electricity and gas consumption tariffs of the Ministry of Energy and the standard room EnergyPlus model were used to model energy consumption. This model has been used for modeling a standard room in Mumbai by a researcher, and the accuracy of this model in estimating the consumption of electricity and gas with an error of about 6% has been proven. During a preliminary study, it was found that the components for lighting and the dimensions of the selected window for the standard room have a significant effect on the amount of electricity and gasoline used. Energy consumption costs during operations were obtained from the total cost of gas and electricity consumption during operations, which is shown in Figure 4.



As mentioned, 380 modeling modes were generated for the standard room under consideration by changing the direction of lighting and the ratio of the window surface to the wall, and in each case, the amount of electricity and gas consumption per unit area was calculated and determined as the cost of energy consumption.



During the operation of the office room, GEP tools were utilized in order to facilitate the forecasting of the costs associated with the room’s energy consumption. This was carried out in order to facilitate the forecasting of the costs associated with energy consumption. The implementation of an energy consumption simulation model for architectural engineers is a time-consuming design for an office room that requires various types of training. It is possible to make an accurate prediction of the costs associated with the building’s construction and operation in relation to the scenario that has been selected by selecting the proportions of the window and the lighting direction. Because it was determined that the cost of energy consumption during the operation of the room is dependent on the percentage of the window and the direction of lighting based on the sensitization that was performed in the numerical modeling section, the structure of the GEP that was developed is consistent with the structure that is shown in Figure 5. This is because it was determined that the cost of energy consumption during the operation of the room depends on the direction of lighting. To test the network, a random 21% of the data from the results of 288 different simulation modes were taken out of the simulated case set and used. In total, this represents approximately 21% of the data. When choosing the data that would be used for the test, it was done in such a way that 15 different pieces would be chosen at random to be removed from each exposure direction. This was done so that the results would be more accurate. The last of the data were put to use in the process of training neural networks to function according to GEP. The performance of a number of models on test data was evaluated using the criteria of the correlation coefficient, mean error squared, mean normalized error squared, and root-mean-square error, and at the end of the process, the most intelligent model with the best performance was suggested as the model to use.



Four types of GEP models based on the sensitivity analysis were utilized in this study. Due to its chromosomal syntax, GEP is comparable to GA and genetic programming. They were chosen with consideration for their adaptability, and genetic transformation was then accomplished with the aid of genetic operators. Due to the increasing use of GEP, a variety of software is available, the most popular and widely used of which is neural network software written in the MATLAB programming language. The MATLAB tool was created by multiple researchers and employs multiple methods to train the GEP. The functions used to teach the network are displayed in Table 3.



As shown in Table 4, the existing algorithms for training are extremely diverse, and previous research has demonstrated that none of them is applicable in every situation. In this study, all MATLAB toolbox functions were utilized to determine the training algorithm that produces the least amount of error in the training data for a variety of different models.



A number of network training modes were executed, and the mode with the lowest RMSE and highest correlation coefficient was selected. This was achieved by retaining the examination of the various models of GEP program adjustment factors for every number of orientations and then executing the training modes. As shown in the table, the Model 2 GEP (D2), which corresponds to the least amount of error, can be considered the best answer. Figure 6 also displays the results of comparing the predicted values to the actual values (based on the energy simulator model) to determine the most effective model.



As can be seen, the accuracy of the predictions for the west is lower compared to those for the other directions, and the predictions that correspond to light coming from the south are the ones that are the most accurate. Figure 6 depicts a distribution diagram of energy consumption values during operations per unit area obtained from the use of trained GEP versus observational values based on an energy consumption simulation model for test data. This was done in order to evaluate the performance of the best-trained neural network. Figure 7 demonstrates that the trained GEP is functioning properly, and in fact, the network has been able to make accurate predictions.





4. Conclusions


In this particular piece of research, a novel approach that forecasts standard energy usage and is founded on GEP has been presented. In this approach, the rule of physics that underlies the problem is determined, as well as the relationship between the inputs and outputs of the system, with the assistance of data on the system’s inputs and outputs that were collected via a simulation of normal energy consumption. This technology eliminates the requirement for simulation, which results in both a fast rate of speed and a high level of accuracy. This method requires the execution of a number of simulations at the outset so that the simulation results can be used to train the GEP. After that, the trained network assumes the role of the simulated model, and it is no longer necessary to implement a simulation model in order to predict the amount of energy consumed. The trained network then replaces the simulated model, making energy consumption predictable without the need to implement a simulation model. To evaluate the performance of the proposed structure, a standard office room was modeled for 380 different lighting scenarios to determine energy consumption using the EnergyPlus tool in order to obtain the required database for GEP training. Statistical indicators were then used to evaluate the performance of the trained network based on these models. According to the evaluation results, the range of changes in the MAE is between 0.01735 and 0.01920.



The lack of precise design criteria for the optimal use of energy in office spaces, combined with the significant contribution that office spaces make to the overall energy consumption of urban areas, means that office area designers can avoid expensive and time-consuming energy consumption simulation calculations by providing geometric specifications and a location that takes into account an intelligent system. In order to accomplish this objective, a comparison of four GEP models was carried out, with 80% of the data being used for training and 20% being used for testing. The gravitational search algorithm (GSA) was utilized in order to achieve the best possible results from the model. Using the suggested framework, the architect may quickly determine the energy consumption of a variety of lighting options and make a decision regarding the window design choice that would result in the lowest energy consumption. The proposed new tool makes it possible for the architect to quickly compare the various options for lighting an office room in terms of energy consumption and to select the best option that corresponds to the lowest energy cost. Since the results of the present study are limited to the dimensions of a standard office room in a particular climate, future studies can focus on the effect of climate, office room dimensions, and other components defining architectural space on energy consumption.



The data range that was used for the models’ calibration imposes limitations on the extent to which they are capable of making accurate predictions. Despite the fact that this limitation exists, the models can be readily retrained and improved so that they can make more accurate predictions across a wider range of scenarios by incorporating data from other case studies.
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Appendix A


MATLAB pseudocode



Function GEP (Problem) returns a state that is a local optimum



Input: Populationsize, nodesfunc, nodessterm, Pcrossover, Pmutation, Palteration



Output: Sbest



Population ← InitializePopulation (Populationsize, nodesfunc, nodessterm);



EvaluatePopulation (Population);



← GetBestSolution Sbest (Population);



While-StopCondition() do



Children ← ∅;



while size (Children) < Populationsize do



Operator ← SelectGeneticOperator (Pcrossover, Pmutation, Palteration);



if Operator ≡ CrossoverOperator then



(Population); size Parent1, Parent2 ← SelectParents (Population),



Child1,Child2 ← Crossover (Parent1, Parent2);



Children ← Child1;



Children ← Child2;



else if Operator ≡ MutationOperator then



(Population); size Parent1 ← SelectParents (Population),



Child1 ← Mutate (Parent1);



Children ← Child1;



else if Operator ≡ AlterationOperator then



Parent1 ← SelectParents (Population),



Child1 ← AlterArchitecture (Parent1);



Children ← Child1;



end



end



evaluatePopulation (Children);



Population ← Replace (Population, Children);



Sbest ← GetBestSolution (Population);



end



return Sbest;
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Figure 1. The plan of a standard office room. 
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Figure 2. The fundamental steps of GEP are schematically represented in the flowchart. 
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Figure 3. Robust rate of the model against each of the parameters. 






Figure 3. Robust rate of the model against each of the parameters.



[image: Sustainability 15 01728 g003]







[image: Sustainability 15 01728 g004 550] 





Figure 4. Energy consumption cost during the operation of the standard office room in Mumbai. 
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Figure 5. Inputs and outputs of the GEP structure developed in this study. 
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Figure 6. Comparative diagram of the validation results of the best GEP obtained for a number of different models. 
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Figure 7. Comparative diagram of the validation result of the best GEP trained in predicting energy consumption during operations per unit area (million rails per square meter). 
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Table 1. Summary of simulated weather conditions based on real data.
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Annual Values

	
Mumbai,




	
India






	
Daytime maximum temperature

	
31.50 °C




	
Daily low temperature

	
18.30 °C




	
Humidity

	
53%




	
Precipitation

	
653 mm




	
Rain days

	
44.4 days




	
Hours of sunshine

	
2592 h
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Table 2. Parameter values utilized in the GEP approach.
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Genetic Functions

	
General Settings






	
Mutation rate

	
0.046

	
Chromosome number

	
32




	
Inversion rate

	
0.2

	
Vertex size

	
8




	
Insertion frequency

	
0.15

	
Number of genes per chromosome

	
4




	
Insertion rate

	
0.1

	
The number of productive populations

	
1150




	
Compounding single point

	
0.37
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Table 3. Design Combination.






Table 3. Design Combination.





	Model ID
	Input Variables





	Design Combo 1 (D1)
	Dt, Tt−1, WWRt



	Design Combo 2 (D2)
	Dt, Tt−3, Ht−1, WWRt



	Design Combo 3 (D3)
	Dt, Tt−1, Ht−1, WWRt



	Design Combo 4 (D4)
	Dt, Tt−2, Tt−3, Ht−2, Ht−1, WWRt
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Table 4. Performance of GEP models.






Table 4. Performance of GEP models.





	
Model ID

	
MAE

	
RMSE

	
R

	
MAE

	
RMSE

	
R




	
Training

	
Testing






	
D1

	
0.01818

	
0.14567

	
0.88776

	
0.01920

	
0.14567

	
0.86528




	
D2

	
0.01631

	
0.089646

	
0.92956

	
0.01812

	
0.09146

	
0.90825




	
D3

	
0.01762

	
0.09220

	
0.90319

	
0.01895

	
0.10220

	
0.88526




	
D4

	
0.01925

	
0.12134

	
0.91351

	
0.01735

	
0.12134

	
0.89543
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