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Abstract

:

As the population in urban areas increases, the importance of adequate public-led development policies for sustainable cities with affordable housing is becoming more highlighted. In this regard, this study aims to determine the effectiveness of public-led urban development policies for sustainable growth in urban areas, specifically measuring the effect of housing site development projects on housing prices. The geographical scope of the study is the project sites and their surrounding areas in South Korea, and the temporal background is from 2006 to 2023. The project sites were subdivided into four groups by using the Self-Organization Map (SOM), a machine-learning-based clustering analysis, to collect characteristics of each region. Then, the impact of the policy and the prediction of the real estate market of each cluster were analyzed by applying the DID and LSTM models, which have recently been proven to show a high validity. The results show that each cluster had different characteristics and effects from the development projects, depending not simply on the location, but on several characteristics, including the level of size, infrastructure installation, input cost, etc. Furthermore, it is expected for future studies that more detailed research should be conducted with larger datasets of the regional characteristics.
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1. Introduction


According to the World Cities Report 2022, published by United Nations-Habitat (UN-Habitat), the urban population, which is currently 56.2% of all humans, is expected to increase to 60.4% by 2030 and reach 68.4% by 2050, with two-thirds of all humans becoming urbanites [1]. As suggested by Muggah (2021), “If the 19th and 20th centuries were the era of the state, the 21st century was the era of the city”, and considering how cities are responsible for more than 80% of the world’s GDP, such an increase in population in urban areas is no surprise [2]. Until now, cities have always been pointed out as having chronic problems caused by excessive population concentration, such as housing shortages, transportation issues, health hygiene issues, crime, and poverty problems, but cities have continued to expand constantly.



In a modern society where the majority of the world’s population lives in cities, governments always have a duty and responsibility to keep the cities sustainable [3]. For the continuous growth and management of the city, the choice of the state’s or government’s strategy, which includes policy measures, is very important. The issue of the distribution of urban land use has a long history, and the legitimacy of government intervention—particularly in land and housing—varies between countries, but has always been secured. Land use, a limited resource, must always be efficient and fair, because to lead to a livable city, various infrastructures and systematic management that can accommodate the city’s population and buildings are required. Because sustainable development cannot be achieved without significantly transforming the way we build and manage our urban spaces, these demands are not limited to specific countries [4], but apply to all countries. The Sustainable Development Goals (SDGs), adopted by the United Nations in 2015, call for universal action to ensure that everyone enjoys peace and prosperity. The 11th goal is ‘sustainable cities and communities’. It states that some goals of the 11th SDG are to strengthen comprehensive and sustainable urbanization and capacity for participatory, integrated, and sustainable human settlement planning and management in all countries [4].



Public-led urban development projects can be considered a form of direct government intervention because they physically improve the city. They are also known as essential and effective policy tools for sustainable urban growth. Governments in many countries have promoted various government-led urban development projects with the aim of improving the quality of the built environment in both large and relatively small areas according to the national and local conditions, in order to build the cities they want to live in through urban development projects.



Urban development projects have social, economic, and cultural impacts in many ways, as public authorities participate in them to physically improve cities. However, these effects have ambivalence. There is a gap in economic performance, such as per capita income and gross regional product; in social performance, such as levels of education, social services and cultural activities; and in the physical and spatial performance of transport infrastructure and environmental service facilities based on urban space. Such a gap can cause the uneven distribution of facilities and services across spatial units within the city. Nevertheless, these spatial changes induced by urban policies are highly sensitive to real estate, especially housing prices and rents.



As is well known, urban policies should be designed with great care because of the various socio-economic effects that are caused by urban policies. In particular, the increase in housing prices indicates that the city has improved, and it is likely that urban policies have shown physical improvement effects. Housing is an asset, but it is also an essential good for people to live in, and the burden of housing costs due to changes in property prices in turn hinders the sustainability of the city. To this end, many governments provide urban development projects and housing, such as affordable and social housing, but this does not help to alleviate the process of social segmentation and exclusion. Instead, they create wealthy islands near poor neighborhoods, making cities highly socio-economic and more mutually exclusive regional patchworks. To the extent that low-cost or social housing is included in the project, the low revenues of these target housing policies undermine the financial feasibility of the project and consequently require significant government support or subsidies.



The effectiveness of urban policy depends on the demographic and environmental characteristics of the city before the policy is implemented. Therefore, it is important to find out in what context and with what effect urban policy is implemented. Public-led land development projects vary according to the amount of public money invested. In particular, the size of the infrastructure installation and the price of the land in the residential area are again due to changes in the housing market in the area. Many point out that the main reason for the dilemma of public intervention is that only a small number of people benefit from public development.



The research problem of this study is to explore how public-led urban development projects, especially policies that supply housing, affect housing prices. Moreover, the impact will depend on the character of the development project. More objective analysis is required than ever for policies to create a sustainable city. Challenges regarding planning policies, new business models, as well as strategies and tools to measure or evaluate sustainability and reduce uncertainty in the implementation process require new analyses that cannot be limited to environmental analyses of sustainability [5]. In particular, the application and implementation of SDG 11 in public-led urban development projects should be applied in different contexts to prioritize development, and this study proposes a complex and quantitative approach for this.



The objectives of this paper are as follows: First, the purpose in this paper is to clarify the impact of the regional and project characteristics of public-led housing site development projects on housing prices in the surrounding areas. The sample areas are classified into clusters based on various characteristic variables, such as the size of public funds invested at the time of project creation, the population and sociological characteristics of the project site, and cluster-based policy effects. Second, we suggest a methodology for analyzing regional-based policy effects from various angles. Specifically, this paper presents a three-stage policy evaluation methodology by utilizing SOM, DID, and LSTM.



Accordingly, this study empirically analyses samples of different sizes of public funds, project sites, and regional characteristics invested at the time of project creation. Therefore, by comprehensively considering various factors, this study aims to identify various characteristics of public-led development policies and to find out a balance between equity and efficiency. Moreover, this paper proposes a methodology to evaluate urban policies from different perspectives. Most existing urban policy evaluation methodologies rely mainly on a multilinear regression model for policy impact analysis, but the impact of urban policies has not been made clear in the long term, so there have been analytical limitations on the impact. Given the need to measure and predict both long and short-term effects towards sustainable urban development, this study focuses on two models as policy evaluation methodologies. These approaches are expected to be applied to various policy evaluation methodologies in the future.



The empirical analysis in this paper focuses on cases in South Korea. However, the relevance for an international audience is plausible. South Korea has experienced rapid urbanization, and a variety of policies have been implemented for the efficient development of urban land. In particular, the Housing Site Development Project, which is the subject of this study, has been promoted in a short period of time as a government-led housing site supply policy. There are several countries and cities that have also considered the use of public land development strategies [6,7]. The results of this study will have implications globally. Furthermore, many countries can make advanced decisions on how to appropriately apply such sustainable development strategies in the future.



The paper is structured as follows: The next section presents previous studies with theoretical reflection on relevant planning and policy theory literatures. The theoretical section is followed by an elaboration of the methodological choices that are the basis of the case study analysis. Section 4 shows the results of the analysis. The concluding section discusses the theoretical and practical implications of the empirical findings and suggests avenues for future research.




2. Background


This section examines the background of Korean urban development projects and the characteristics of housing site development projects. Then, various previous studies related to the impact of urban development projects on housing prices or economic effects are discussed.



2.1. Housing Site Development Project Provisions in Korea


A housing site development project is a comprehensive land development project promoted with the active participation of the public sector in all processes, including land acquisition, development, provision, and management. The purpose of this project is to contribute to the stability of the national housing market and the promotion of social welfare by acquisition, development, supply, management, etc. on residential land, which is necessary for housing construction, all in order to contribute to resolving the housing shortage problems in urban areas. In December 1980, the Housing Site Development Promotion Act was first promoted to ensure sufficient land for the construction of housing estates. A total area of 857,588,000 m2 was designated as national housing development areas by the end of 2022. Most housing projects in Seoul have been promoted by public institutions, which can only start business after purchasing the land. This system effectively prevents privatization of development profits and construction of urban infrastructure and amenities [8].



The Housing Site Development Promotion Act (hereinafter referred to as the Housing Act) also regulates the urban planning function of the Urban Planning Bureau. This law made it possible to designate cheap green space or farmland in advance and acquire it on a large scale. It also allowed the conversion of these areas into residential areas during the planning stage of development projects. In addition, the Korean government accelerated development by making it possible to secure land at a reasonable price. This is often used in conjunction with public development, as it allows a public body to purchase all the land for development, keeping development profits out of private hands and allowing the public sector to reinvest in future housing projects.



A housing site development project refers to a program in which the government or public institutions provide land to end users to develop the land, and either sell or rent houses. Unlike land consolidation projects, development projects are said to have contributed to stabilizing property prices by absorbing public development profits and private profits, and entrusting them to public institutions instead of buying additional land. The public sector selects cheap land for housing site development, and the private sector builds houses on the land, thereby more effectively managing problems such as excessive speculation caused by private sector business promotion.



Unlike past land readjustment projects, the housing development project was effective in stabilizing housing prices through the provision of residential properties at a relatively low price and the absorption of development profits into the public sector by limiting project implementers to public institutions. In this study, it is very important to distinguish other development projects from housing site development projects. Table 1 below shows the comparisons with other urban development projects, such as the purpose, region, and method of each project. The housing site development project primarily aims to resolve the urgent housing shortage, whilst other projects focus more on the improvement of urban functions. The project target sites are normally distributed in the area near the old city center, with a whole take-over method. Except for urban development projects, the entity for the infrastructure construction is normally uncertain.



There are three advantages and disadvantages of housing site development projects. First, residential areas were supplied at an affordable level. Also, development profits were returned to the locals and society. Moreover, the housing site development project enabled the systematic development and efficient use of land. However, existing landowners may have complaints about the project, and the increased financial expenses can be burden for project operators. In addition, excessive compensation for the land may cause side effects.




2.2. The Effect of Urban Development Projects on the Housing Market


Along with the continuous effort to establish immaculate infrastructure at urban development sites, the development project rehabilitates abandoned areas and supplies new houses to not only the site, but also the residents living nearby, in order to construct higher quality built environments. Consequently, it improves the regional economy and controls urban sprawl [10].



For many decades, development projects in urban areas have resulted in economic and spatial improvements. According to neoclassical economics, geographical concentration, such as megalopolis [11], drives a wide range of regional economic growth through the formation of economic agglomerations along with the areas proximal to the development sites [12,13]. The geographical concentration that is formed from the development of cities promotes efficiency through labor pooling, sharing network-based infrastructure, and interaction with businesses in related fields. Hence, it generates economic and spatial externalities [14].



Previous studies have shown that these externalities have a positive effect on the increase in property prices in local and neighboring housing markets. According to the Tiebout–Oates theory, higher quality and quantity of public services, including infrastructure, education, and social security, are likely to capitalize into the housing value and increase the housing prices [15,16]. Min and Shin [17] argued that New Town Development in Korea, along with the innovative clustering of businesses in the sites, achieves an agglomeration economy and leads to self-sustaining economic growth. In addition, they stated that the price of housing and land on development sites rises due to the increased expectation of properties’ future value. Another study in Korea showed a similar result in terms of development having a positive effect on the real estate price. The development of multifunctional administrative cities in South Korea, which was promoted under the Balanced Development Project in the early 2000s, led to a rise in expected future value, and hence, resulted in an increase in real estate prices from the development [18]. In addition, the appreciation of the expected capital gain of the surrounding property value is discounted and capitalized to the present value, which boosts the present value of the property price in the surrounding area. Furthermore, Brueckner [19], Wheaton [20], Capozza and Helsely [21], and Braid [22] also stated that development expectations in neighboring areas also increase as the core site grows or a development project is conducted around the edges of the development site. Brueckner [23] added that these urban improvements result in higher spatial density and the real estate price of the site. Due to the limited spatial expansion, the growth of core urban sites reaches the limit and leads to price appreciation in surrounding areas. In the case the of infill development, which is development on derelict or dilapidated sites in an existing city, it exerts a spillover effect on nearby housing prices [24]. Furthermore, development on teardown sites has greater positive externalities to the local areas than other development sites.



Yu and Cai [25] investigated the relationship between housing prices and urban innovation, focusing on 288 cities in China. They classified the cities into three groups based on the existing classification system in China: first-tier, non-tier, and prefecture-level cities. The result of the study shows that housing prices have an impact on urban innovation and, even vice versa [26,27]. In addition, they concluded that the extent of the effect varies among cities even if they are classified within the same group.



The effect of the provision of residential areas on housing prices can vary with the size of the houses and the price of existing real estates in the site [28]. Kim and Ko [29] found that government-led provisions of small-sized apartments near Greater Gangnam area, the richest neighborhoods in Seoul, had an adverse effect of the aim of the housing provision policy, triggering the increased demand on larger-sized houses and leading price appreciation in Greater Gangnam districts. However, they added the consequence of how housing policy increases housing costs, which is against housing affordability for the locals; hence, an increased cost of entry to home ownership will stimulate polarization of wealth [30,31].



The effect of urban development is controversial. Some argue that increasing new housing supply and density has impacts on higher housing prices [16,31], whilst other studies found that the policies constraining the development of residential lands and sites can worsen the housing price stabilization [32,33,34,35]. In addition, it is likely that the development of constructing innovative cities in Korea, which mainly focuses on the relocation of public institutions along with the development, has indistinct effects on the economic growth in the region [36,37]. Another study shows that even the official announcement of the designation of urban development has a negative effect on the ascending trend of apartment prices in the surrounding area [38]. Some argue that, in terms of developing countries, urban development projects do not reflect the socio-economic realities of the citizens [39,40,41,42,43]. Therefore, urban development policies that ensure inclusive urban development should be adopted with long-term perspectives and in-depth understandings of the housing market and its structure, prior to the housing supply [16,32,44,45]. Otherwise, the policy can result in unintended effects on the housing market [29], and may cause financial and macroeconomic instability in the worst scenario [46].





3. Materials and Methods


This section consists of four parts. First, the sites of the housing site development projects—each sample subject to this study—are described in detail. And then, three research methodologies—SOM, DID, and LSTM—are explained. Subsequently, the data and variable settings are explained, and finally, we explain an overview of the overall analysis methodology.



3.1. Selection of the Sample Area


The primary purpose of this study is to analyze the impact of housing site development projects on housing prices in surrounding areas. The process of selecting 69 project sites for the study is as follows: Among 78 housing site development areas that disclosed construction cost data, the area where the project was completed as of 2023 while the data was available before completion of the project was selected. However, Jeju Island was excluded from the sample area because the heterogeneity of housing markets between the island and peninsula was large. The final selected business areas are a total of 68 residential site development project areas, and Figure 1 below shows the location of each project. The size of the circle represents the size of the housing site development project.



Looking at the characteristics of the entire sample, the smallest site is located in Mokpo, with an area of 85.151 million     m   2    , and the largest workplace is located in Hwaseong, Gyeonggi-do, with 24,014.896 million     m   2    . The average area of the sample area was 241,247,000     m   2    , with a standard deviation of 3629.045     m   2    . Housing site development projects are located mostly in Gyeonggi-do, surrounding Seoul, and are generally distributed in existing cities or areas neighboring them. It can be understood that this is due to the characteristics of the project, aiming to solve the urgent housing shortage in urban areas.




3.2. Methodology


3.2.1. Clustering for Regional Analysis


Cluster analysis, or clustering, is a technique that classifies similar data into the same group without prior knowledge of the group [47,48]. Clusters are organized to have maximum similarity within the group and minimum similarity between different groups. It is widely used in various fields such as sales, stocks, exchange rates, weather, and biomedical measurement.



The ultimate purpose of this study is to provide standards of policy evaluation based on regional characteristics. The first thing that is needed in order to analyze regional characteristics or to present basis for policy proposals is regional classification using cluster analysis. Since the reliability of cluster analysis results depends on the algorithm used [49], it is very important to choose an appropriate methodology. The self-organizing map (SOM), developed by Teuvo Kohonen, is a machine learning technique used in various fields such as image analysis, text classification, and behavioral pattern analysis, and has attracted attention for its applicability and excellence in cluster analysis [50,51,52].



A self-organizing map (SOM) is a type of artificial neural network (ANN) that is trained using unsupervised learning to produce a low-dimensional (typically two-dimensional), discretized representation of the input space of training samples, called a map, and is therefore a method for dimensionality reduction. Self-organizing maps (SOM) differ from other artificial neural networks in that they use competitive learning as opposed to error-correcting learning, such as backpropagation with gradient descent; in that, they use a neighborhood function to preserve the topological properties of the input space. The Figure 2 is the visualized format of SOM. SOM identifies each characteristic of the sample, such as yellow, green, blue, and red circles as     x   1    ,     x   2    ,     x   3    , and     x   4    , respectively. SOM also represents the concept of clustering by grouping similar features together. As such, SOM can be used to cluster high-dimensional data sets by performing a dimensionality reduction and then visualizing the clustering in the form of maps.



Each data point in the data set recognizes itself by competing for representation. Self-organizing mapping starts from initializing the weight vectors. Then, a sample vector is randomly selected, and the map of weight vectors is searched to find the weight that best represents that sample. Each weight vector has neighboring weights that are close to it. The chosen weight is rewarded by being able to become more like the randomly chosen sample vector. The neighbors of that weight are also rewarded by being able to become more like the chosen sample vector.



Because the SOM results are in map form and follow Tobler’s first law of geography—the basic assumption of geography—it is easy for geographers to understand the clusters created as a result of SOM [53]. Therefore, in this study, groups were classified using SOM, and analysis was conducted according to the group.




3.2.2. Difference in Difference (DID)


To this end, the prices of housing transactions have been used as an indirect indicator to express the changes in the local housing market caused by the impact of the policy, since the price fluctuation can indicate the improvement of the housing environment in terms of supply and demand. On the other hand, revealing the effectiveness of a policy requires separating the ‘treatment’ and ‘control’ groups to remove the general effect of change over time. In other words, since the policy effect may be distorted by external factors other than whether the policy is applied or not, care must be taken in the analysis. An empirical analysis was carried out using the difference-in-difference (DID) model.



The DID Is a methodology that measures the performance of the policy by dividing the experimental group and the comparison group according to the application of policy; the group to which the policy is applied is called the treat group, and the group to which it is not applied is called the control group. In addition, in order to compare the effects before and after the application of the policy project, the analysis is conducted separately before and after the application of the policy project [54].



Let       h p   t   i    ¯    denote the average selling price per square meter of a house at time point t of area i. In an area with i = 0 (around the project site), t = 0 indicates before the housing site development project is implemented, and t = 1 is after the housing site development project is carried out. In the project site, where t = 1, t = 0 means before the project is implemented, and t = 1 means after the project is implemented.



Using this notation method,       h p   1   1    ¯  −     h p   1   0    ¯    represents the average price of houses in the project area observed after the completion of the housing development project, and       h p   1   1    ¯  −     h p   0   1    ¯    represents the difference between the average price of houses in the project site and the surrounding area after the housing site development project.



However, the formula       h p   1   1    ¯  −     h p   1   0    ¯    or       h p   1   1    ¯  −     h p   0   1    ¯    cannot show the effect of the housing site development project on the average price of houses in the surrounding area. This is because the difference in housing prices between the two points in time is affected not only by whether the policy is applied, but also by other situational differences. In addition, the difference in housing prices between the two regions is determined not only by the difference in the improvement effect of the housing site development project, but also by the difference in income, population density, and land prices between regions. This can also be expressed as ‘      h p   1   1    ¯  −     h p   1   0    ¯  =   policy effect   +   regional effect’. Therefore, in order to know the effects of urban regeneration projects, macroeconomic effects or regional effects other than policy effects must be removed [55]. The difference-in-difference method eliminates them in the following way:


    X   t   =   ∑  i = 0   m      λ   i     X   t − i   +     ∑  j = 0   m      δ   j     Y   t − j   +   ϵ   2 t      



(1)







The first term on the right-hand side of Equation (1) above represents the price change between time points in the location of the housing development project, and the second term represents the price change between time points in the surrounding region. If the housing prices in the two regions are affected by macroeconomic factors to the same extent, the macroeconomic effect that caused the difference between the time points before and after the implementation of the project in the housing site development project area is expected to have caused the same difference between the time points before and after the implementation of the project in the surrounding area. Therefore, by differentiating the difference between the two regions, the effect of macro factors on house prices can be removed, and only the pure policy effect can be estimated. DID can also be expressed in the form of a simple regression, as shown in Equation (2):


    h p   i t   =   β   0   +   δ   0   ∗   T i m e   t   +   β   1   ∗ T r e a t +   δ   1   ∗     T i m e   t   × T r e a t   + ϵ  



(2)







  h p   refers to the price of the house (i) at time (t).     T i m e   t     is a dummy variable representing before and after the completion of the housing site development project, and   T r e a t   is a dummy variable representing whether the housing site development project was applied. In the above OLS estimation equation, the estimate representing the policy effect is D, which is the coefficient value of the     T i m e   t     and   T r e a t   interaction terms.




3.2.3. Specification of Long Short-Term Memory (LSTM)


RNN is used to reveal the relationship between current output data and historical information. Existing fully connected neural networks (Fully Connected Layers) and convolutional neural networks (CNNs) require a process that passes through the input layer, the hidden layer, and the output layer. Each layer is either fully connected or partially connected. However, there is no connection between current and past learning, so there is a limit to sequential data learning. RNN, on the other hand, remembers past information [55]. Figure 3 is the visualized format of RNN.



It uses this to predict the current output value. Therefore, the hidden layers of the RNN are connected and contain not only the current input layer, but also the output value of the previous hidden layer. Recurrent neural networks (RNNs) are algorithms that process ordered sequence data or effectively model time series data because they are trained through the backpropagation algorithmic process (BPTT) over time [56].



LSTM is a special form of RNN model that can solve long-term dependence problems [57,58]. As described above, RNN has the disadvantage that the impact of previous long-distance learning on current outcomes becomes insignificant as sequential data is lengthened. On the other hand, LSTM uses a structure called a memory cell, which can store existing input values and solve this long-term dependence problem. Therefore, LSTM can perform relatively well in long data tasks [59].



Every RNN has an iterative neural network module in the form of a chain, and its structure exists in a simple form. LSTM also has the same structure, but the internal repetition module has a relatively different structure. Unlike a single neural network layer, LSTM interacts in a way that has four kinds of modules. In Figure 4, LSTM is a special network structure with three ‘gates’.



The ‘gate’ of the LSTM plays an important role in selectively influencing the state of each time point. It is a structure in which the fully connected network layer using the sigmoid activation function outputs a value between 0 and 1, so that when the gate is opened (sigmoid output 1) and closed (sigmoid output 0), it carries no information. If the above LSTM configuration diagram is expressed as an equation, it can be expressed as Equation (3).



The values follow the arrows and go through the LSTM information: the forget gate (    f   t    ), input gate (    i   t    ), and output gate (    O   t    ). There are two activation functions at the gates, the first of which is the sigmoid function, denoted as ‘  σ  ’, which outputs a value between 1 and 0 to control whether a value should flow through the gates. Then, there is the hyperbolic tangent function denoted as “tanh”, which outputs a value between −1 and 1, giving a weighting to the representation of their relative importance. “W” and “b” represent the weightage and bias for the respective gate.


        f   t   = σ       W   f   × [ h   t − 1   ,   x   t   ] +   b   f             i   t   = σ       W   i   × [ h   t − 1   ,   x   t   ] +   b   i             O   t   = σ       W   o   × [ h   t − 1   ,   x   t   ] +   b   o             C   t   =   f   t   ×   C   t − 1   +   i   t   × t a n h     W   C     × [ h   t − 1   ,   x   t   ] +   b   i             h   t   =   O   t   ×   tanh  ⁡      C   t            



(3)









3.3. Data Acquisition and Database Construction


This study consists of two stages of analysis. Among them, the first step is to cluster the sample area based on the characteristics of the region and the project. The data acquisition and data curation processes for SOM analysis corresponding to the first step are as follows: An area is a space that is produced differentially according to its demographic, social, economic, and environmental characteristics.



The core of SOM analysis is to cluster individual business sites based on variables found to affect housing prices for housing-site development projects. To this end, urban environment variables affecting housing prices revealed in previous studies were adopted as variables in SOM analysis.



Specifically, demographic factors affect the construction or value of a house [60,61,62,63,64,65], and the size of the population determines the supply and demand of housing. Housing prices may follow a steeper upward trajectory as population density increases [66].



On the other hand, the inventory of houses already supplied in the housing market and the formed housing price are important factors that determine the housing market. This is because the fluctuations in housing prices by region can be largely explained by the characteristics of the residential environment [33].



In addition, traditionally, the land use environment has been found to have a significant impact on housing prices. In particular, various studies on land-use regulation have shown that a decrease in housing supply causes a decrease in housing prices when the ratio of housing sites decreases, which leads to an increase in housing prices [67,68,69].



In order to achieve the purpose of the study, it is necessary to consider the economic and regional characteristics of the housing site development project. It is expected that the policy effect will differ depending on the size of the public cost invested in the housing site development project. In addition, the location variable was also considered by considering the X and Y coordinates together. Through this, six domains were finally selected: population, housing, real estate market, built (land use) environment, project scale, and location.



Twenty datasets were used, including various population data, such as population ratio by age and household ratio, and land-use data (see Table 2).



The core of SOM analysis is to cluster individual business sites based on the variables found to affect housing prices for housing-site development projects. To this end, urban environment variables (see Section 2.2) affecting housing prices revealed in previous studies were adopted as variables in SOM analysis.



The study unit of analysis was defined as the municipal-level divisions in South Korea, namely si (city), gun (county), and gu (district). Each of these local units has its own upper-level local government (i.e., si, metropolitan city, or do, province), and each district has different policies. Since the housing site development districts are designated on a scale of more than 100,000     m   2    , it is necessary to adopt cities, counties, and districts as the target regional units of this study in order to derive accurate policy effects.



A region is a space that is produced differently according to its population, social, ecological, and environmental characteristics. As the purpose of this study is to examine the effectiveness of policies based on regional characteristics, these regional characteristics were taken into account. To this end, 16 datasets were used, including various population data such as population, population density, population growth rate, household ratio, distribution of housing type, property price, and land use data.



To test the hypothesis that the size of the project represents the effectiveness of the policy in a different way, Pro1 and Pro2 variables are added, corresponding to the explanatory variables of the project. Each variable represents the share of infrastructure installation costs in total project costs per unit and in total project costs.



In the SOM clustering analysis, geographic coordinates need to be considered in regard to spatial aspects. The most basic way to do this is to construct spatial coordinates variably, like other variables. However, since each project site is represented as a polygon, spatial coordinates that can be represented are needed, and the X and Y coordinates of the center point were calculated and used as spatial variables.



In particular, in the analysis method by machine learning algorithms, including SOM, if the scale of the characteristics of each data point is severely different, the data pattern cannot be found, which can lead to serious errors in the analysis. In order to solve the problem that each variable is different in units and categories within the built dataset, a normalization operation was performed to unify the data into the same category. Through the normalization process, all data have a value of 0 to 1, and the normalized value represents the relative position of the original data value within the variable. To normalize all data, this study performed a commonly used minimum–maximum normalization calculation. The equation is as follows:


  N =   x −   X   m i n       X   m a x   −   X   m i n      











The second step is to evaluate the validity of the policy. DID and LSTM were adopted to see how the housing site development project affects housing prices. Among them, the data for the DID analysis corresponding to the regression analysis model are shown in the table below. The dependent variable set for DID analysis is the apartment transaction price per unit, and the actual transaction price data provided by the Ministry of Land, Infrastructure, and Transport (MOLIT) were used as the data. The data include the prices of individual housing transactions and the characteristics of houses, and it is the most commonly used data for various analyses of the impact of housing prices in Korea. In order to control variables affecting housing transactions regarding transacted apartment floors in the building, we subtracted the construction year of the transacted apartment from the year of transaction of traded houses provided in the relevant data; these were set as control variables. Variable description illustrate in Table 3.



Finally, the housing price index data provided by KB Kookmin Bank (hereinafter referred to as “KB”) were adopted as data for LSTM analysis to predict future housing market prices in the area where the housing site development project was implemented. KB calculates a regional price index based on appraisal prices. The price index is established by regularly evaluating individual house prices and calculating the price index through the market capitalization flow of the housing market produced, using the appraisal price per house as the base price. The KB housing price index provides monthly house price data by subdividing them into municipal-level divisions. The data have been collected since 1986. Since the index has been collected for almost 40 years, it is regarded to show high validity for various time series and machine learning analyses related to housing prices.




3.4. Methodological Outline


The purpose of this study is to identify the impact of housing site development projects on housing prices and to present policy implications according to the regional characteristics and business characteristics of each project. To this end, three analyses were conducted sequentially using the data described (See Section 3.2).



First, SOM was carried out using regional data and housing site development project data. In this SOM analysis, which clusters similar project sites, a total of four clusters were created. Then, these four clusters are used for both DID and LSTM analysis. The purpose is to measure the exact validity of the policy through DID analysis, and the results of DID analysis can confirm whether the housing price in each cluster area was affected by the housing price compared to the surrounding area. On the other hand, it is possible to predict changes in housing prices in housing development project areas through LSTM analysis. Predicting which public-led projects will be affected in the long term is important in policy evaluation. Through this analysis, it is possible to confirm the sustainability of regional urban development policies and see what regional characteristics can be predicted. The above process is schematically illustrated in Figure 5 below.





4. Result and Discussion


4.1. Result of SOM and Characteristics by Cluster


To comprehensively examine the effects of housing site development projects through cluster analysis, this study reduced multidimensional data to two-dimensional data using SOM, and then performed cluster analysis using the K-means technique [52]. The K-means algorithm, which belongs to machine learning unsupervised learning, is simply a clustering algorithm that combines data into K clusters. It is significant to distinguish groups that collect data with similar characteristics. Therefore, PCA has a limitation in that it is difficult to find the vector with the largest distribution of data and analyze the meaning of the axis because the vector with the largest distribution cannot always express the characteristics of the data well. In addition, the appropriate grid shape and size must be selected. Two types of lattice forms, square (four adjacent cells) or hexagonal (six adjacent cells), are often used in the form of the lattice [52], and hexagonal grids were used in this study. The map size can be selected by the subjectivity of the researcher, but in most cases, it is determined by the ‘optimal visualization scale’ according to the size of the input dataset [70], so a 4 × 4 grid was used in this study.



The SOM was applied to classify 69 project areas into areas with similar regional and project characteristics. As a result of SOM using sixteen regional characteristic variables, two business characteristic variables, and two coordinate variables, the project areas were classified into four clusters. The descriptive statistics for each cluster are shown in Table 4.



Cluster 1 adopted a business area centered on the center of the metropolitan area. All three project sites in Seoul are included, and this area has a large population and a high population density. It is the area with the highest apartment ratio, and the rate of increase in housing prices was also higher than that of other clusters. Although it has the highest residential area ratio, it is the area with the lowest green area ratio, which is due to the characteristics of the metropolitan area. As land prices are concentrated in high-priced areas, the cost of the project is high, and the business area is not large. The characteristic feature is that, in addition to the housing site development project nearby, various small and large urban development projects have already been carried out before or at the same time. Cluster 2 was composed mainly of areas near the metropolitan area with a large total population. When comparing the period before and after the project, it is the region with the highest population growth rate. Compared to other regions, there are more multi-family houses, and the proportion of apartments is at a medium and low level. Although there were some variations in housing prices, they appeared at a medium to low level. Industrial areas accounted for a higher proportion than other clusters, and the proportion of infrastructure installation was higher than that of other regions. Cluster 2 is a place where housing site development projects have already been carried out in the surrounding areas over a certain period of time after large-scale urban development projects have already been carried out around large cities. Cluster 3 has the largest number of areas adopted, with a small population and a small population density. It was the cluster with the lowest proportion of apartments, and the cluster is mainly centered on local small cities with low housing prices. It is characterized by the low proportion of residential areas, the high proportion of green areas, and the high proportion of old buildings. As for the characteristics of the project, the project cost per area was low, and the proportion of infrastructure installation was low. Most of these areas have established projects in nearby areas, and the area and size of the project are larger than existing projects. In particular, the majority of the innovative cities were included in this cluster. Finally, cluster 4 is an area with a medium population, and shows a high population growth rate. It consists of small and medium-sized local cities that are somewhat far from the metropolitan area, and the population density was high. Although the ratio of apartments is high, the number of detached houses is high, real estate prices are low, and the rate of increase compared to the previous year is high. It is characterized by the high cost of the project and the high proportion of infrastructure installation costs. There are no other projects in the nearby area, and the area is formed mainly in the central city center. The summary of the main features of clusters by domain are shown in the Table 5.



The results below are K-means clustering results for these four clusters. The data used in this study consist of a multidimensional data set with 20 variables, and K-means clustering visually represents data points according to two principal component coordinates by performing principal component analysis (PCA). PCA is significant in projecting existing data vectors by linearly transforming them. As a result of the analysis, Dim2 was 16.6%, Dim1 was 24.5%, and the distribution of each sample is shown in Figure 6.




4.2. Analysis and Results of DID


Table 6 shows the result of the frequency analysis of each cluster. Each sample belongs to the treatment group if it is located within the housing site development project site, and to the control group if it is located in the surrounding area. In addition, based on the completion date of individual projects, the time variable was set to 0 if it was before the completion date and 1 if it was after. The temporal range is 6 months each before and after completion, and a one year period was set as the research range. The total number of samples selected through this process is 285,789, and the number of samples is shown in Table 6 below.



The average housing price per square meter of Cluster 1 was 716.24 (±328.54) (10,000 won), slightly lower than comparison group’s 686.51 (±403.66) (10,000 won). The size of the house was 73.48 (±22.74)     m   2     in the experimental group, which was somewhat smaller than 79.14 (±33.10)     m   2     in the comparison group. In addition, the age of the building was 16.26 (±7.97) years in the experimental group, which was slightly lower than 21.71 (±9.63) years in the comparison group.



Meanwhile, in Cluster 2, the mean price of traded houses is 291.20 (±139.98) (10,000 won), and the mean price of the comparison group is 254.87 (±102.99) (10,000 won), indicating that the housing price was the lowest among all groups. On the other hand, the size of the traded houses was the largest, with the experimental group averaging 83.83 (±24.23)     m   2    , and the comparison group averaging 76.49 (22.79)     m   2    . The age of the building was also counted as 12.67 (±6.40) years in the experimental group and 15.92 (±6.33) years in the comparison group. In the case of Cluster 3, the housing price of the experimental group was 312.89 (±159.55) million won compared to the comparative group, which was higher than 274.21 (±135.04) million won, and the size of the house was 79.23 (±20.29)     m   2    , which was higher than the 73.18 (±24.44)     m   2     of the comparison group. The average age of the buildings was 16.32 (±8.58) and 19.69 (±8.56) years, respectively. Finally, in Cluster 4, the average housing price of the experimental group was 317.02 (±112.36) million won, and the average price of the comparison group was 298.09 (±165.55) million won. The size of the house in the experimental group was 80.73 (±23.14)     m   2    , the age of the building was 15.55 (±9.67) years, the size of the comparison group was 75.16 (±23.41)     m   2    , and the age of the building was 18.09 (±8.20) years. See Characteristics of subjects in Table 7.



Table 8 reports the effect of the housing site development projects compared to the surrounding area. It also shows DID analysis with year and site fixed effects of each cluster. Except for Model 1, the time variable was positive, indicating that housing prices increased over time in all Models. However, in Model 1, the parameters are not statistically significant at the 5% level. Model 1 shows the effect of the housing site development program on the area of Cluster 1. The results suggest that housing prices are associated with a 2.9% increase in business areas. Models 2 and 4 also show that housing prices are associated with an increase in business areas of 3.7% and 5.5%, respectively. Model 3 shows the opposite. In the area of Cluster 3, house prices are observed to be 7.5% lower than in the surrounding area.



The main interest in this analysis is in the direction of the DID variable. If the DID variable has a positive direction, it means that the effect of the project appears to be a higher increase in housing prices than in the surrounding areas. As a result of the analysis, it was difficult to find a significant result in Models 1 and 4. Model 2 showed a positive (0.032) and statistically significant value at the 5% level. This means that apartment prices in the residential land development project area rose 3.2% more than those in the surrounding areas. On the other hand, in Model 3, the beta value of the DID variable was negative (−0.013) and statistically significant at the 10% level, indicating that apartments in the business area increased by 1.3% less than in the neighboring areas.




4.3. Analysis Results of LSTM


As noted in Section 3.3, it is important in policy evaluation which public-led projects will be effective in the long term. Therefore, this study adopts a future prediction model using LSTM and uses it as a basis for comprehensive analysis, along with the difference-in-difference analysis in Section 4.2.



First, the trend of all-time series data used before the analysis was shown by cluster. The left side of the Figure 7 shows the apartment sales price index data for Cluster 1. In the case of Cluster 1, the data tended to increase in a form that was not largely distributed. This suggests that Cluster 1 is geographically close and belongs in a similar real estate market. Cluster 2 is somewhat distributed, but the trend is similar, and most prices have increased since 2012, confirming that there has been no significant change from 2012 to 2020. Cluster 2 started construction in 2003 for the earliest areas (sites 40 and 64) and in 2014 for the latest areas (site 35). Cluster 3 contains the largest number of samples, with the earliest regions being 2010 (sites 66, 67 and 68) and the latest being 2022 (site 01). Cluster 4 also showed a similar pattern to Cluster 3 with early areas in 2010 (sites 65) and late areas in 2020 (sites 04 and 06).



On the other hand, as shown at the very right side of the Figure 7, which shows the average rate of increase in housing prices of each cluster, Cluster 1 showed a higher rate of change, and Cluster 2 showed a similar pattern to Cluster 1, as the rate of change has recently increased. Cluster 3 and Cluster 4 appear to have similar volatility.



This study used Tensorflow—a Python-based open-source software (Tensorflow 2.0 beta) widely used for multilayer neural network applications—to model house prices using LSTM, referencing various previous studies [71,72,73]. The overall mechanism of the model was discussed in a previous section (see Section 3.2.3); the details of the implementation of the LSTM model were presented here. There is no rule of thumb for optimizing neural networks; it is difficult to place relative importance on one thing over another [71,74]. Thus, the overall performance was evaluated using the root mean square error (RMSE) based on the previous literature [71,72,73,75,76]. LSTM should determine hyper-parameters to optimize the model. In this study, three hidden layers, 1000 tests, full batch size, the activation function ReLU (Relu Function), and ADAM algorithms were used for optimization. RMSE was minimized by these hyper-parameters.



A total of four price prediction models were created using LSTM, which were optimized for each cluster. A total of 25% of the data was used in the forecast, equivalent to 60 months. The representations for each prediction are shown in Figure 8. The RMSE values represent the performance of each final model, as shown in Table 9.



The figure below shows the result of the LSTM model for the prediction of house prices for each of the clusters. In total, 60 out of 240 months were predicted, and 180 months were used for the test. In order to increase validity, the analysis was conducted starting in September 2018, when housing prices rose sharply nationwide. In this way, it is possible to examine the trends of housing prices by regional characteristics. First, in the case of Cluster 1, we found that the rate of increase rises in the short term, before stabilizing again and rising to a lower slope. The similarity between the predicted results and the actual data seems to be closer than for the other clusters. Moreover, in the case of Cluster 1, it can be interpreted together with the results of DID analysis. This combination of analysis shows that housing site development projects in these regions did not have significant impact on market prices. In addition, in the case of cluster 2, housing prices have entered a phase of rising housing prices since 2022, and the cross-sectional analysis has shown that it has some effect on the rise in housing prices in the region. The results of Cluster 3 have the opposite meaning, and the rise in housing prices in the areas with the highest rate of price increase among the four graphs supports the results of regression analysis, which would be expected to be more affected by other projects than the housing site development districts. Cluster 4 could not be interpreted with the results of DID analysis. However, Cluster 4 showed a modest upward trend, which did not affect housing prices; this could be interpreted as an upward trend in housing prices due to the improvement of the residential environment across the city.




4.4. Comprehensive Results


In this study, 69 regions were classified into four clusters using the SOM analysis method based on neural networks, which capture the unique characteristics of regions and companies. Areas in the same cluster are generally close to each other because they share geographical characteristics. However, even if the characteristics of the region or project are similar, they are classified in the same cluster.



Cluster 1 was an area with high housing prices in the central areas of the metropolitan area. The level of the project costs was moderate, and the proportion of infrastructure installation was low. The analysis of the impact of housing development projects in this cluster area compared to the surrounding area was not statistically significant. This can be attributed to the presence of numerous influential projects in the surrounding area, which is a result of the nature of the project area. In addition, the size of the project is not large. It is expected that housing prices in the area will continue to rise in the future. Therefore, it is important to promote additional projects that are suitable for the area, in addition to housing development projects. These projects should aim to alleviate the increasing burden of housing costs on local residents, regardless of their individual effectiveness.



Cluster 2 was mainly located in nearby cities with low housing prices. The input costs of development projects in this cluster were higher than in other regions, and the proportion of project costs allocated to infrastructure installation was moderate. This can be interpreted as more infrastructure being installed than in other regions, even though the region is not large. The analysis of the impact of the project on the surrounding area in Cluster 2 showed positive results at a significant level. This can be explained by the fact that there were no more influential projects near Cluster 2 than those aimed at developing residential areas. Meanwhile, house prices in this area are expected to continue to rise in the future. However, prices per unit area have not increased significantly. It can be concluded that the housing development project has had a positive impact on improving the urban residential environment.



In the case of the regions in Cluster 3, most of them were metropolitan and innovative cities. Although the housing prices in this area are modest, the financial scale of the project was not large due to the low cost of installing infrastructure compared to the low input cost. This is because the cost of installing infrastructure is low compared to the low input costs. As a result of these characteristics, house prices in residential districts have risen less than in surrounding areas. This can be attributed to the stronger economic impact in the surrounding areas. The volatility of house prices in this cluster region was the highest, which can be attributed to the impact of other development projects rather than to the impact of developing residential areas. In order to revitalize local urban areas, it is important to implement appropriate urban policies. These policies should aim to prevent rapid increases in housing prices, which can burden local residents with high housing costs.



Cluster 4 was mainly located in the historic center of the province, with moderate housing prices but high project costs. In other words, the characteristics of this cluster can be interpreted as follows: the proportion of infrastructure inputs is very high. Although it was difficult to observe the impact of the policy in this area, there was a modest increase in housing prices. This can be interpreted as an increase in demand due to the improvement of the residential environment throughout the city. However, as the magnitude of the effect is not statistically significant, it is impossible to determine how the price affects the surrounding area. Caution should therefore be exercised in interpreting the results.



These results confirm that each cluster has different characteristics. The results of deriving regional characteristics for each cluster through the above results are as follows (Table 10).





5. Conclusions


Cities are hubs for ideas, commerce, culture, science, and productivity, as well as social, human, and economic development [1]. Making cities livable is a relevant issue for sustainable urban development. As can be seen from the word “livable”, living is fundamental to urban life for those living in cities. Therefore, the government has the duty and responsibility to guarantee this to city residents.



Urban development policies that ensure inclusive urban development should be adopted with long-term perspective and in-depth understandings of the housing market and its structure, prior to housing supply [16,32,44,45]. Analysis of urban development policies from various angles is required, because policies can have an unintended impact on the housing market and cause macroeconomic instability. This study based on South Korea’s spatial research topic was conducted to investigate the effect of public-led housing development policies on housing prices. Each business site was clustered sequentially through three models to measure the effect on the surrounding area of the business site. Finally, the house price of the business site was predicted.



The main findings in this study are as follows. First, although there are various housing environment improvement projects, it has been confirmed that the housing site development project is a project that is highly influenced by the characteristics of the region and the surrounding business sites. The effect varied by project size, input cost size, and region, but where a project preceded or had a greater impact in the surrounding area, the effect was analyzed to be smaller. Second, the effect of rising house prices was large in areas where house prices were initially low, suggesting that it was difficult to capture the effect in areas where house prices were high. It can be confirmed that the risk of speculation in the area depends on the housing market in the area, as it reflects the improvement of the housing environment through project promotion. Therefore, when the housing market overheats, the housing development project can be used as a good policy tool.



The main contribution of this study is the presentation of a comprehensive policy evaluation model. This is because urban policies were reviewed from various perspectives. The results of this study could have implications from a global perspective. Furthermore, it is expected that many countries will be able to make advanced decisions on how to properly apply these sustainable development strategies in the future.



Even though this study has made important discoveries, there are some limitations. First, there is the limitation that the impact of the development project area on the surrounding area has not been closely studied. As a result of the analysis, inconsistent results were found in the characteristics of the business area or the area itself, which is judged to depend on whether there is a more influential project in the surrounding area. However, this was difficult to interpret in this study, as it was not considered quantitatively. Improvement in this area is needed through follow-up research. Secondly, each enterprise is expected to have more business characteristics, but due to limitations in data collection, more characteristics were not considered. It is expected that more detailed research with more data construction will be conducted in the future. In addition, another limitation of the study is that control variables are insufficient in DID analysis, which corresponds to regression analysis, and control of exogenous variables is insufficient. In subsequent studies, it is expected that accurate policy effects can be analyzed by adding various exogenous variables.



If housing price prediction models using deep learning are developed appropriately for housing price changes, adequate and inclusive housing policies can be implemented in the future. This study used regional housing price data, but further research could be conducted by integrating a wider range of macroeconomic variables. Expanding the research using more diverse macroeconomic variables remains a future research project.
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Figure 1. Study area and sample locations. 
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Figure 2. Dimensionality reduction in SOM. 
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Figure 3. Operational map of a recurrent neural network (RNN) cell. 
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Figure 4. Operational map of long short-term memory (LSTM) cell. 
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Figure 5. Methodological outline. 
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Figure 6. Result of K-means cluster plot. 
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Figure 7. Housing price index trends by each cluster. 
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Figure 8. Analysis results of predicting the housing market. 
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Table 1. Land readjustment projects, urban development projects, and housing site development projects: a comparison.






Table 1. Land readjustment projects, urban development projects, and housing site development projects: a comparison.











	
	Land Readjustment Projects

(Urban Development

Projects Based on Replotting)
	Housing Site

Development Projects
	Urban

Development Projects





	Purpose
	Promotion of land utility

Redevelopment of public facilities
	Solve the urgent housing shortage
	Urban development of complex functions



	Applicable Act
	Land Compartmentalization and Rearrangement Projects Act
	Housing Site Development Promotion Act
	Urban Development Act



	Project Site
	Land readjustment project district
	Estimated housing site development district
	Urban development districts



	Project Operator
	Landowner association

Central and local government

Korea National Housing Corporation

Korean Land Corporation
	Government, local government agency

Korea Land Corporation Korea National Housing Corporation

Regional corporations and public-private corporations
	Government, local government agency

Joint-investment corporation

Individual landowners or associations



	Project Method
	Replotting
	Whole take-over
	Choose either a whole takeover, replotting, or a mix of both



	Land Supply
	Replotting after a reduction in house lot size
	Supply to construction companies at cost of construction or less
	Dependent on project methods



	Funding
	Provided by landowners
	Provided by the project operator
	Indirect government support

Provided by the project operator



	Infrastructure
	Lack of clarity on the entity responsible for construction
	Lack of clarity on the entity responsible for construction
	Specifies the entity responsible for construction



	Development Profits
	Privatizes development gains
	Returned to society
	Returned to society



	Development Pattern
	Low-density, low-rise buildings
	High-density, high-rise buildings
	High-density, high-rise buildings



	Advantages
	No investment burden

Reduced civil complaints
	Supplied affordable housing sites

Returned development profits to society

Systematic development and efficient use of land
	Urban development of complex functions

Private-sector participation

Clarification of responsibility for infrastructure



	Disadvantages
	Delayed project completion due to conflict between owners

Increased real estate prices and speculation
	Civil complaints by

existing landowners

Increased financial burden for

project operators

Expansion of local money supply due to excessive compensation for land

→ Increased real estate prices and speculation
	The project target site is relatively limited

Private developers find it

difficult to secure project

target sites







Notes: The table reprinted with permission from Won et al. (2005) and adapted with Kim (2017) [9] and [8].













 





Table 2. Types of regional data and project site data.
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Domain

	
id

	
Variables

	
Source






	
Population

	
Pop1

	
Total population (No.)

	
Population Census Data

KOSIS (Korean Statistical Information Service)




	
Pop2

	
Population density (people/    km   2    )




	
Pop3

	
Population growth rate (%)




	
Pop4

	
Total household (No.)




	
Housing

	
Hou1

	
Proportion of detached house (%)

	
Building Statistics

MOLIT (Ministry of Land, Infrastructure, and Transport)




	
Hou2

	
Apartment (%)




	
Hou3

	
Terraced house (%)




	
Hou4

	
Multi-family dwelling (%)




	
Hou5

	
House within commercial building (%)




	
Real estate market

	
Mrk1

	
Land price increase rate (%)

	
Land Price Change Rates and

Real Estate statistics information System

R-ONE (Korea Real Estate Agency)




	
Mrk2

	
Property (apartment) price increase rate (%)




	
Built environment

	
Bui1

	
Residential area (%)

	
Intellectual Statistics

LX (Korea National Spatial Information)




	
Bui2

	
Commercial area (%)




	
Bui3

	
Industrial area (%)




	
Bui4

	
Park area (%)




	
Bui5

	
Proportion of deteriorated building (%)




	
Project scale

	
Pro1

	
Proportion of infrastructure installation (%)

	
Development cost of the housing site Data LH (Korea Land and Housing corporation)




	
Pro2

	
Total project cost per project area (No.)




	
Location

	
-

	
X coordinate

	




	
-

	
Y coordinate

	




	
20 Datasets Total











 





Table 3. Variable description.
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Variables

	
Description

	
Source






	
Housing Price

	
Apartment real transaction price (10,000   w o n /   m   2    )

	
Apartment real transaction price open system

MOLIT (Ministry of Land, Infrastructure, and Transport)




	
TIME

	
If prior to the implementation of the housing site

development project at the time of transaction = 0, after = 1




	
TREAT

	
If different administrative districts from housing site development

project areas = 0, same administrative districts = 1




	
DID

	
Time × Treat




	
SIZE

	
Transacted apartment size in the building (    m   2    )




	
FLOOR

	
Transacted apartment floors in the building




	
AGE

	
Subtract the construction year of the transacted apartment from year of transaction




	
KB HPI

	
Housing price index (November 2022 = 100.0)

	
KB Kookmin Bank Statistics Archive











 





Table 4. Descriptive statistics of SOM by cluster.
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	id
	Cluster 1
	Cluster 2
	Cluster 3
	Cluster 4





	Pop1
	408,263.000
	473,512.417
	346,230.692
	392,605.167



	Pop2
	3689.911
	2586.062
	3259.069
	4134.493



	Pop3
	−0.134
	2.151
	1.940
	1.686



	Pop4
	205,682.714
	161,199.333
	126,999.192
	162,681.708



	Hou1
	0.229
	0.166
	0.244
	0.229



	Hou2
	0.656
	0.716
	0.650
	0.653



	Hou3
	0.024
	0.023
	0.024
	0.032



	Hou4
	0.079
	0.083
	0.069
	0.074



	Hou5
	0.014
	0.011
	0.012
	0.011



	Mkt1
	−0.022
	0.042
	−0.012
	0.003



	Mkt2
	0.025
	0.036
	0.027
	0.011



	Bui1
	20.463
	17.187
	21.480
	21.099



	Bui2
	1.800
	2.302
	2.512
	2.376



	Bui3
	8.257
	5.876
	5.248
	6.521



	Bui4
	64.683
	74.300
	68.038
	66.958



	Bui5
	0.579
	0.510
	0.522
	0.534



	Pro1
	0.076
	0.141
	0.148
	0.142



	Pro2
	643.408
	718.209
	638.470
	958.683










 





Table 5. Summary of the main features of clusters by domain.
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Cluster

	
Domain

	
Characteristics






	
Cluster 1

	
Population

	
Large population, high population density




	
project site (7)

	
Housing

	
High proportion of apartments, high proportion of detached houses




	

	
Real estate market

	
High price range in areas with high residential preferences




	

	
Built environment

	
High proportion of residential areas and deteriorated buildings, low proportion of park areas




	

	
Project scale

	
High cost of the project per size




	
Cluster 2

	
Population

	
High population, low population density, high population growth rates




	
project site (12)

	
Housing

	
High proportion of apartments




	

	
Real estate market

	
Medium to slightly high housing price (mixed), steep rise




	

	
Built environment

	
High ratio of industrial areas compared to other clusters




	

	
Project scale

	
High proportion of infrastructure installation costs




	
Cluster 3

	
Population

	
Moderate population, high population growth rate




	
project site (26)

	
Housing

	
High proportion of apartments, high proportion of detached houses




	

	
Real estate market

	
Low housing prices




	

	
Built environment

	
Low proportion of residential areas, high proportion of park areas and and deteriorated buildings




	

	
Project scale

	
Low cost of project per size, low projection of infrastructure installation costs




	
Cluster 4

	
Population

	
Moderate population, high population density




	
project site (24)

	
Housing

	
High proportion of apartments, high proportion of detached houses




	

	
Real estate market

	
Low housing prices




	

	
Built environment

	
Low proportion of residential areas, high proportion of park areas




	

	
Project scale

	
High cost of project per size, Low projection of infrastructure installation costs




	
69 sites total











 





Table 6. Frequency statistics of DID.
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Cluster 1

	
Cluster 2

	
Cluster 3

	
Cluster 4

	
Total




	
obs: 36,382

	
obs: 55,617

	
obs: 104,034

	
obs: 89,756




	
Control

	
Treatment

	
Control

	
Treatment

	
Control

	
Treatment

	
Control

	
Treatment






	
Before project

	
16,611

	
2048

	
20,853

	
2972

	
46,000

	
4337

	
35,236

	
5056

	
133,113




	
After project

	
16,135

	
1588

	
26,535

	
5257

	
48,575

	
5122

	
42,400

	
7064

	
152,676




	
Total

	
32,746

	
3636

	
47,388

	
8229

	
94,575

	
9459

	
77,636

	
12,120

	
285,789











 





Table 7. Characteristics of subjects.
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Treatment Group

	
Control Group




	
Statistic

	
Housing Price

	
Size

	
Floor

	
Age

	
Housing Price

	
Size

	
Floor

	
Age






	
Cluster1

obs: 36,382

	
Mean

	
716.24

	
73.48

	
9.21

	
16.26

	
686.51

	
79.14

	
8.81

	
21.71




	
St. Dev.

	
328.54

	
22.74

	
5.65

	
7.97

	
403.66

	
33.10

	
6.32

	
9.63




	
N

	
3636

	
32,746




	
Cluster2

obs: 87,886

	
Mean

	
291.20

	
83.83

	
8.90

	
12.67

	
254.87

	
76.49

	
8.95

	
15.92




	
St. Dev.

	
139.98

	
24.23

	
5.70

	
6.40

	
102.99

	
22.79

	
6.01

	
6.36




	
N

	
8229

	
47,388




	
Cluster3

obs: 101,894

	
Mean

	
312.89

	
79.23

	
9.06

	
16.32

	
274.21

	
73.18

	
8.40

	
19.69




	
St. Dev.

	
159.55

	
20.29

	
5.76

	
8.58

	
135.04

	
24.44

	
5.60

	
8.56




	
N

	
9459

	
94,575




	
Cluster4

obs: 59,627

	
Mean

	
317.02

	
80.73

	
9.17

	
15.55

	
298.09

	
75.16

	
9.13

	
18.09




	
St. Dev.

	
112.36

	
23.14

	
5.88

	
9.67

	
165.55

	
23.41

	
5.95

	
8.20




	
N

	
12,120

	
77,636











 





Table 8. Result of DID analysis by cluster.
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Dependent Variable: Log (Price/     m   2     )




	

	
Model 1

(Cluster 1)

	
Model 2

(Cluster 2)

	
Model 3

(Cluster 3)

	
Model 4

(Cluster 4)






	
TIME

	
−0.046

	
0.020 ***

	
0.041 ***

	
0.016 ***




	
(−0.976)

	
(6.678)

	
(15.235)

	
(6.108)




	
TREAT

	
0.029 ***

	
0.032 ***

	
−0.075 ***

	
0.055 ***




	
(3.763)

	
(5.469)

	
(−19.016)

	
(15.636)




	
DID

(TIME   ×   TREAT)

	
0.005

	
0.032 ***

	
−0.013 **

	
0.004




	
(0.426)

	
(5.469)

	
(−2.476)

	
(0.962)




	
SIZE

	
−0.001 ***

	
−0.002 ***

	
−0.0001 ***

	
−0.002 ***




	
(−19.059)

	
(−34.634)

	
(−3.072)

	
(−46.483)




	
FLOOR

	
0.012 ***

	
0.008 ***

	
0.007 ***

	
0.006 ***




	
(42.632)

	
(48.900)

	
(50.751)

	
(46.345)




	
AGE

	
−0.001 ***

	
−0.033 ***

	
−0.025 ***

	
−0.027 ***




	
(−7.228)

	
(−183.018)

	
(−248.481)

	
(