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Abstract: Software has become more computationally demanding nowadays, turning out high-
performance software in many cases, implying higher energy and economic expenditure. Indeed,
many studies have arisen within the IT community to mitigate the environmental impact of software.
Collecting and measuring software’s power consumption has become an essential task. This paper
proposes the design of a standard interface for any currently available smart meter, which is program-
matically accessible from any software application and can collect consumption data transparently
while a program is executed. This interface is structured into two layers. The former is a driver that
provides an OS-level standard interface to the meter, while the latter is a proxy offering higher-level
API for a concrete programming language. This design provides many benefits. It makes it possible
to substitute the meter for a different device without affecting the proxy layer. It also allows the
presence of multiple proxy implementations to offer a programmatic interface to the meter for several
languages. A prototype of the proposed interface design has been implemented for a concrete smart
meter and OS to demonstrate its feasibility. It has been tested with two experiments. Firstly, its correct
functioning has been validated. Later, the prototype has been applied to monitor the execution of a
high-performance program, a machine learning application to select the most relevant features of
electroencephalogram data.

Keywords: energy metering system; software power consumption

1. Motivation

Gone are the days when computers were used for a single purpose and existed solely
for scientific, government, or banking applications. Today, there is at least one computer in
any home, which can be used for a wide variety of applications, such as office suites, image
processing solutions, video editing software, video broadcasting, or playing video games,
to name some of the most common ones.

Many of the above programs are executed daily on personal computers, either as
part of a profession or as part of a hobby. On the one hand, these everyday tasks can
usually become quite intensive for the computer. On the other hand, the advancement of
programming techniques in recent years, along with the development of more powerful
computers, has resulted in more advanced, heavier, and resource-intensive software.

These trends can lead to an increase in the power consumption of computers and,
taking into account the enormous number of personal computers in the world, their
overall energy consumption is prone to grow too. In short: more intensive programs,
executed on more powerful computers, which consume more energy, increase overall
energy consumption. In fact, Andrae et al. predict in [1] that, in a worst-case scenario,
information and communication technologies could consume up to 51% of the world’s
electricity by 2030 and contribute 23% of greenhouse gas production.
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Therefore, the consumption caused by software is worth measuring and analyzing.
Mainly, three approaches can be applied to obtain consumed energy, either for the exe-
cution of a program or for other scenarios [2—4]: estimating the consumption through a
customized model, aggregating the power consumed by the different parts of a system, or
metering the consumption of the whole system globally, with the latter being widely used
to measure the power consumed by personal computers [5-15]. However, the collection
of energy measurements for this approach becomes cumbersome since although device
manufacturers provide human-friendly interfaces, neither of them meets any standard nor
allows programmatic access to the meter, which makes it difficult or even impossible for
programs to be aware of their consumed power while being executed [16]. This paper aims
to design such an interface to allow any program to access its current energy consumption
transparently, regardless of the smart meter connected between the computer and the
wall outlet.

The rest of the paper is organized as follows: Section 2 presents the most relevant
antecedents and current developments related to this work. Later, Section 3 describes
the design of the proposed standard and programmatically accessible interface for smart
meters. Section 4 details a prototype implementation of this proposal for a concrete OS
and measurement device, a Linux OS, and an openZmeter, respectively. Next, Section 5
validates the interface prototype implementation, and finally, some conclusions and a
future work proposal are drawn in Section 6.

2. State-of-the-Art

The energy consumed by any program can be estimated through a mathematical model
specifically designed to calculate the power consumption derived from its execution on a
concrete computer system. This kind of model must be designed specifically for each pro-
gram, and their parameters (both program- and computer-related) must be adjusted using
experimental measurements acquired through many executions. However, this approach
presents one significant drawback. The slight energy variations caused by circumstances be-
yond the execution of a program are hard to estimate and, therefore, the consumption they
calculate may be inaccurate. For example, the power consumption caused by the processor
cooling system may be estimated by the maximum value of this parameter provided by the
computer’s constructor. Nevertheless, since the cooling system adapts its operation to the
processor’s temperature, which may vary during the program’s execution, its consumption
will be overestimated. Thus, it is usually assumed that each computer subsystem will
produce a linear power consumption regarding its utilization. Notwithstanding, the aging
of the cooling system’s fan usually produces it slight deformations, which probably will
increase its power consumption, motivating the use of more powerful techniques, such as
machine learning [17]. Therefore, estimation models are commonly used for large computer
systems, such as datacenters [18,19], rather than personal computers, because measuring
their actual overall consumption is more complicated than estimating it with a reasonable
error rate. Surveys on energy estimation models have also been reported in other fields,
such as on GPUs [20], multicore processors [21], mobile devices [22,23], HPC systems [24],
or for the execution of machine learning algorithms [16,17,25].

The direct metering and sub-metering approaches avoid the inaccuracy of energy esti-
mation by measuring the actual system consumption. Sub-metering consists of measuring
the consumption of the different computer subsystems (such as the CPU, GPU, memory,
disk, network interface devices, power conversion, etc.) and then expressing the system’s
power consumption as the aggregation of the power drawn by its subcomponents. Separate
metering hardware can be used to collect the consumption data of the different computer
subsystems, including devices such as current sensors, current clamps, data acquisition
cards, and microcontrollers. Measurements can be performed, for example, on the different
output lines from the system’s DC power supply connected to distinct parts of the com-
puting system (motherboard, disk, etc.). However, it is not physically possible to obtain
direct measurements of consumption of all the low-level components (inside the chips),
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although it is possible to use counters and hardware registers that are included as utilities
or interfaces by the processor manufacturers for thermal and power management to obtain
indirect measurements of such components [26,27]. With this type of interface, it is possible,
for example, to develop tools to control the operation (on/off) of fans or to monitor power
consumption. The RAPL (running average power limit) interface, introduced by Intel in
their Sandy Bridge processor architecture [28], is an example of such an interface. Notwith-
standing, sub-metering presents some drawbacks too. Firstly, some measurements can only
be obtained indirectly through specific interfaces for each subsystem, not being as accurate
as actual measures obtained directly. Secondly, the metering infrastructure connected to
the different computer subsystems may introduce some overhead. Thirdly, monitoring
may not be possible directly or indirectly for some components of the computer. Thus,
the aggregation of all the gathered measurements will result in an inaccurate estimation
of the actual energy consumption caused by the program execution. Despite the above,
the separate sub-meters allow extraction and integration of information from different
subsystems to achieve a unified, real-time, and intelligent view of the responsibility of the
distinct elements in the overall consumption [21,27].

Finally, the direct or global metering approach involves using an external energy
measurement device, connected in series with the computer power cable to the wall outlet,
to obtain an accurate measurement of the actual energy consumed by the computer while
executing a program. Different commercial measuring devices exist, along with many other
custom approaches based on microcontrollers [6-12,16,25,29]. Direct metering is indeed
used for the realization of the Green500 supercomputer ranking [30,31]. An example of
a direct metering approach is proposed in [13], where the actual power consumption
data of some algorithms executed on a Raspberry Pi are gathered through a NI USB-
6210 DAS (data acquisition system), which provides accurate measures of the power and
consumption over time. There are also more approaches based on using a DAS to obtain
the energy measurements of running programs [14,15], but suffering all of them from the
same drawbacks: DASs are rather expensive devices and can be accessed only through the
interface provided by their manufacturer.

Using a conventional and cheaper energy metering device may ease energy consump-
tion studies, although the manufacturer’s interface may not always be versatile enough to
perform downstream data analyses conveniently. For example, Prieto et al. use openZme-
ter (0Zm) [32,33], an inexpensive and off-the-shelf energy metering device, to perform
a computer-to-computer comparison of the power consumption of several programs [5].
However, the energy-related data gathered by oZm must be processed manually. The
program to be measured must generate start and stop timestamps at the beginning and
end of its execution, respectively. Then, once the program is run, the consumption data
must be exported from the oZm Web interface to a spreadsheet (in Excel format). Finally,
the start and stop timestamps must be located within the spreadsheet to identify the time
interval exactly corresponding to the program execution to extract its energy measures.

It is clear, then, that measuring the energy consumed by the execution of a program is
a complicated challenge that has been addressed in different ways in the literature with
more or less precision. In addition, after analyzing the approaches described above, a direct
method based on using any conventional and cheap metering device (as in [5]), able to
measure different magnitudes accurately, is preferred, although there still exists a lack of
any standard interface for such kind of device that allows programs to access the meter
automatically and transparently, which motivates its design, described below.

3. Design of a Standard and Programmatically Accessible Interface for Smart Meters

This work proposes the design of a standard interface to allow automatic monitoring
of the energy consumed by the execution of a program and even to let programs be aware of
their energy consumption. This design is structured into two abstraction layers, as shown
in Figure 1, which provides great flexibility. For example, it lets substitute the meter with
a different one transparently, simply by replacing the driver layer with another one that
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allows access to the new meter and respects the driver’s standard interface. Implementing
proxies for different programming languages (Python, Java, C, etc.) is also possible so that
any program, regardless of its implementation language, can access information on its
real-time energy consumption. In addition, even several proxies for different programming
languages can co-exist in the computer.

Program | | Program Program
7 5 N

programmatic

access
L @
o = C Java Python
D (% Proxy Proxy Proxy

Interface
(—>

standard interface

Driver

i

raw energy-related data,
parameter values

Meter Device

| direct energy metering
& configuration

Personal
Computer

Figure 1. Design diagram of the standard and programmatically accessible interface for smart meters.

3.1. Driver Layer

The low-level layer, called the driver, integrates the measurement device with the PC’s
operating system (OS), as Figure 2 shows. It should be noted that this layer is not really a
driver per se since the meter is a device separated from the PC. However, treating the meter
as any other PC’s peripheral would allow access to it via the interface provided by the OS
to communicate with the PC’s subsystems, facilitating a standard interface to the energy-
related data programmatically accessible at the OS level. As any driver, it should also
hide all the technical details of the meter and be in charge of all the communication issues
between the meter and the computer (authentication credentials, connection protocols, etc.).

The driver should be tightly integrated with both the metering device and the PC’s
OS where the program is running. Thus, its implementation will depend on the chosen
meter and the specific OS installed on the computer. A prototype implementation of the
driver for a concrete meter and OS is discussed below in Section 4.2.
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Figure 2. State diagram showing the general behavior of the driver.

3.2. Proxy Layer

The high-level layer, or proxy, should rely on the driver to supply a standard API
to access the energy-related measures from a specific programming language. Since this
layer provides an API to access the OS-level interface provided by the driver for a con-
crete programming language, this API may be defined through a set of functions or by
a proxy object, depending on the nature of the language. Moreover, several APIs could
be implemented to support programmatic access to the meter from different languages
on the same computer. In either case, a program has only to invoke a determined proxy
function/method to obtain any energy measurement or get/modify any meter parameter,
with all the proxy functions being designed to access the standard interface to the meter
provided by its driver.

The proxy should also provide some functionalities at a higher level of abstraction,
such as the continuous monitoring of a program’s energetic behavior throughout its execu-
tion, whose data would make it possible to design and fit a model of the program. It could
even provide access to any instantaneous energy measurement in real-time, allowing the
design of schedulers that dynamically plan the program’s execution to minimize its energy
consumption, such as that proposed in [16]. Thus, any implementation of the proxy should
supply at least the following functions/methods:

o start(filename, magnitude_list): Begins a continuous measurement of the desired en-
ergetic magnitudes. The program should now switch to using two threads: one to
run the main program or workload (main thread) and another to handle its energy
measurement (measurement thread). The latter should execute an infinite measure-
ment loop that periodically gathers the values of all the magnitudes in the list from
the driver interface and remains asleep between measurements to minimize its impact
on the main thread. Figure 3 shows how the continuous measurement of energy-
related magnitudes should work internally. As a result, a file with the given name
should be generated. It should store all the gathered data in CSV format, with the
first column being a timestamp and the remaining ones containing the values for the
measured magnitudes. These data could be used, for instance, to generate a model of
the application’s energetic behavior.

*  stop(): Finishes the continuous measurement initiated by start(). It should terminate
the measurement thread and close the CSV file.
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»  get(magnitude/parameter): Returns the instantaneous value of any magnitude or config-
uration parameter. It could be used, for example, to feed an energy-aware scheduler
that plans the execution of an application to minimize its energy consumption.

»  set(parameter, value): Sets a new value for a configuration parameter. It could be used
to modify the continuous measurement sampling period of energy-related data.

Main
Thread Measurement
T Thread
start() _
<
()
g Measurement loop
© et
2 £
=2
= o GE’ 1. sleep(sampling_period);
= > 2. readValues(magnitudes_list);
)
c
w
-
stop()
\ 4

Figure 3. Continuous measurement of energy measurements in the proxy.

4. Prototype Implementation of the Standard and Programmatically Accessible
Interface for Smart Meters

Once the design of the standard interface for smart meters has been presented, this
section details the implementation of a prototype of it for Linux systems. The driver layer
has been implemented to access an oZm meter while the proxy layer defines an API for the
C programming language.

4.1. Openzmeter Overview

In 2011, researchers from the University of Almeria designed an open-source smart me-
ter and power quality analyzer characterized by its accuracy and reliability: an easy-to-use
device named openZmeter (Figure 4). This device was intended to be installed in buildings
to collect and process information regarding power supply and energy consumption [32,33]
and, unlike other devices available on the market, the oZm has a more comprehensive
range of functionalities, follows several international standards such as IEC 61000-4-30 and
EN 50160, and offers a comparable measurement error compared to the competition.

As Figure 5 shows, the workflow of 0Zm starts with the current and voltage sensor,
passes to an STM32 microdriver that acquires and preprocesses the samples, and com-
municates with a NanoPi NEO AIR board, which processes and stores the information,
implements the server and deploys the web application. More specific details about 0Zm
can be found in [32].

oZm provides a web-based simple but efficient data query system supported by a
server running under OpenWRT Linux. Once connected to the network, and with the
device to be measured connected to one of its possible three power outlets, it is ready
to provide various types of energy-related data via the web interface. In addition, 0oZm
can calculate the actual cost associated with the energy outlay corresponding to a specific
period of use from different electricity tariffs. Figure 6 shows an example of the oZm web
interface appearance.
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Figure 5. Flowchart for the oZm’s electronic scheme.
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Figure 6. Screenshot of the oZm web interface.

Notwithstanding, it can be seen how this web-based graphical interface, quite useful
for conventional users to monitor appliances or even whole homes visually, is not so
appropriate for a computer program to query its real-time power consumption, for example.
Therefore, it is necessary to have a programmatic and accurate solution for integration into
programs, such as the one proposed in Section 3.
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4.2. Driver Layer Prototype

This section describes the implementation of a driver prototype for the 0Zm device as
a kernel module for Linux systems. Since this prototype aims to demonstrate the feasibility
of the proposed design of a standard interface to provide programmatical access to smart
meters, only a partial implementation of the driver has been carried out. As described in
Section 3.1, the driver should facilitate a standard interface to access all the magnitudes
measured by the meter. Thus, since the access to whatever measure provided by oZm
is performed through this interface, implementing the access to just any of them and
validating its correct operation can verify the design of the proposed interface design.
Therefore, only access to the instantaneous power has been implemented in the prototype.
Later, the rest of the magnitudes provided by oZm can easily be supported analogously.

As a Linux kernel module, it should be written in the C language and run in kernel
space [34], a different place in memory with its own mapping, where software runs using
the highest priority level offered by the microprocessor (supervisor mode). On the contrary,
the proxy will run in user space, where applications run at the lowest priority level [35].
The driver is responsible for connecting to the meter, receiving commands from the proxy,
and returning data to it. Thus, it should provide a standard but simple interface to the
proxy. To this end, with it being one of the novel proposals in this work, the sysfs virtual
file system was used.

4.2.1. Sysfs as OS-level Interface for the Meter

The sysfs [36] was introduced with the Linux 2.6 kernel. It is, in short, a virtual file
system. As with any file system, it allows access to the information it handles through
folders and files. However, instead of providing access to data already stored in physical
devices (such as hard disks or pen drives) or data accessible via a network (remote file
systems or cloud storage), it allows access to kernel objects by writing to and reading from
specific virtual files organized among virtual folders. Since devices can be considered
kernel objects, as their access by a program always is supervised by the OS, the sysfs allows
both sending configuration parameters and getting data from a device by just writing
to and reading from the corresponding virtual files in the sysfs, as Figure 7 shows. This
mechanism is commonly used as a method of communication between the user (from both
a program or the command console) and the kernel [37,38]. It offers two main benefits:

* Like any virtual file system, the Linux kernel creates the entire sysfs tree at system
startup, invoking the different device drivers attached to it. The sysfs also disappears
when the system shuts down, leading to an automatic cleanup of directories and files
if the meter is removed.

*  Any virtual file must only handle one single value. Users or programs can get the
value of a concrete device parameter/input or set a new value for a parameter/output
simply by reading or writing to its associated file, respectively.

Thus, the OS-level standard interface proposed to access any energy meter is composed
of the energy_meter subdirectory in the sysfs and, inside, all the necessary files to send
commands and receive information from the device. Each device’s configurable parameter
or possible input/output datum is linked to just one virtual file in the sysfs. This design is
highly scalable, capable of supporting any functionality implemented by the device, and
even able to support new functionalities that may be incorporated in future versions of
the meter.

In addition, this approach provides the advantage that it is possible to communicate
with the driver and, therefore, with the device, simply by reading or writing text files from
the terminal console, with simple shell commands, for example, without the need to use
the proxy.
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4.2.2. Driver Installation

As with any other loadable Linux kernel module, the configuration parameters of the
oZm driver layer should be stored within one or several files in the PC’s/etc/modprobe.d
folder, along with the rest of the configuration files used by modprobe, the Linux tool used
to load a module dynamically to the Linux kernel. These files should be protected by the
Linux file permissions system to avoid security issues. So an installation script has been
developed for this task. Since 0Zm is connected to the same router as the PC, as Figure 8
shows, both an IP address and a TCP port are necessary to establish a connection with the
meter, so the installation script asks these parameters to the system’s administrator and
stores them in the ozm-connection.conf file, within the /etc/modprobe.d folder. A login and
password are also needed to access the oZm server, so the installation script gathers these
data and stores them in the ozm-credentials.conf file, also in the /etc/modprobe.d folder.

Router

Send requests / ?(7_; Sendlrequeslts/
Receive replies [_> - ‘ ﬁRecewe replies

o>y

; Computing
P openZmeter machine

Power supply

Figure 8. System interconnection.
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Finally, since the driver is implemented as a kernel module, it leverages the dynamic
kernel module support (DKMS) framework services, a tool created by the Dell Linux
engineering team to facilitate the management of kernel modules [39]. With this support,
the driver will continue working even after a Linux kernel update as the DKMS compiles
the driver source codes against the new kernel automatically to ensure that it will be
correctly loaded by the kernel when rebooting the OS after the update.

4.2.3. Driver Initialization

When the computer boots, the Linux kernel loads the meter driver, which attempts to
connect to oZm using the data provided by the ozm-connection.conf and ozm-credentials.conf
files. If the login is successful, the driver obtains a session ID, which is stored in memory
for later use, so the driver will not have to log in again next time. Otherwise, if the login
is unsuccessful, the driver remains loaded in memory but will attempt to log in again
when any measurement or parameter configuration is required. Finally, the driver creates
the energy_meter subdirectory within the sysfs and, inside, all the files needed to send
commands and receive information from the device. As mentioned above, the driver
prototype only provides access to the instantaneous power measured by oZm, so only the
virtual file inst_power is created.

4.2.4. Driver Operation

Once the kernel has loaded the driver, the proxy only has to read or write any virtual
file to obtain or modify the meter’s corresponding datum, as shown in Figure 7. So when a
read is executed on any virtual file, the kernel calls the driver to get the requested value
from oZm and return it. On the contrary, when writing to a virtual file, the driver is invoked
by the kernel to send the written value to the device. If any error is generated while the
driver tries to get or set a value, its associated file in the sysfs will keep a negative code,
according to the POSIX standard [40].

4.3. Proxy Layer Prototype

The proxy layer should implement the API detailed in Section 3.2 for a concrete
programming language. As commented above, even several proxy instances could be
developed to support the programmatic access to the meter from different programming
languages. However, as the purpose of this section is to produce a prototype to validate
the standard interface design proposed in this paper, only one proxy has been developed
for the C programming language since the programs used in Section 5 for the experimental
validation of the prototype are written in this language. Moreover, this proxy should be
based on the standard interface provided by the driver for the OS where the programs are
run, Linux in this case. Thus, the proxy functions are implemented to read or write the
corresponding virtual files managed by the driver in the sysfs, as described in Section 4.2.1.

Regarding the start and stop functions, on the one hand, the POSIX threads library has
been used for their implementation since Linux is POSIX compatible. On the other hand,
as the minimum sampling period of 0Zm is 200 ms, a sampling period of 500 ms has been
set for the measurement thread created by the start function to avoid reading contention.
Listing 1 shows how the proxy prototype should be used to monitor the energetic behavior
of a program.

Finally, since the driver prototype only provides the oZm instantaneous power mea-
sures through the inst_power virtual file in the sysfs, the proxy prototype’s get and set
functions can only access this magnitude by the moment. Nevertheless, as soon as access to
the rest of the magnitudes is supported by the driver, they would be already available for
the proxy simply by reading their corresponding virtual files. Notwithstanding, monitor-
ing just the instantaneous power allows the validation of the proposed standard interface
design, as discussed in the next section.
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Listing 1. Example of use of the 0oZm proxy to monitor the energy consumption of an application.

#include <stdio.h>

> #include <stdlib.h>
3 #include <unistd.h>

#include <libozm.h> // oZm Proxy

v int main(int argc, char** argv)

{
char *filename = "oZm_data.csv";
char *magnitudes_list[1] = {"inst_power"};
printf ("Starting a measure with oZm:");
start (filename, magnitudes_list);
// Run the workload;
run_workload () ;
stop ) ;
printf ("Measurement finished");
return (0) ;

}

5. Experimental Results

Once the design of the standard interface for smart meters has been exposed and a
prototype based on oZm for Linux systems has been implemented, it is time to validate it. To
this end, two experiments have been performed: the former analyses its essential operation
while the latter uses it to monitor the power consumption of a machine learning application.

Both test programs have been run on a PC under Rocky Linux 8.5 equipped with
an Intel Core i9 12900K CPU, which provides eight high-performance cores able to reach
5.1 GHz when all of them are computing and eight efficiency cores that can run at 3.9 GHz
in turbo mode. All the cores operate at 3.2 GHz as a baseline, ramping up to turbo mode
as soon as they start to compute. Moreover, since the high-performance cores can execute
up to 2 threads per core, a total of 24 threads can be executed in parallel by the CPU. The
computer also is equipped with an Nvidia 330 GeForce RTX 3080 Ti GPU with 80 Compute
Units (CU) running at 1.665 MHz and 12 GB of GDDR6X memory.

5.1. Validation of the Proposed Interface Design

This experiment has been designed to validate whether the proposed interface design
operates appropriately. The hypothesis to be tested is that as the sum of the CPU cores’
frequencies increases, so does the power consumed by the PC. A well-known and also
computationally highly demanding program has been chosen for this task: the Linpack
benchmark [41]. The proposed methodology consists of stressing an increasing number of
threads with Linpack to analyze how the OS handles the CPU cores and their frequencies
and the correlation of the sum of all the CPU cores’ frequencies with the active power
consumed by the computer.

This experiment provides a couple of results, with the first being how the OS manages
CPU cores. Analyzing Figure 9, it can be observed how the sum of frequencies increases
much more steeply from running Linpack with 1 to 16 threads than from executing it
with 17 to 24 threads. Since the CPU supplies eight high-performance cores able to run
two threads simultaneously at a higher frequency and another eight efficiency cores, it
can be deduced that the first 16 threads are executed on the high-performance cores,
and the last 8 threads are kept on the efficiency cores. Likewise, Figure 10 plots some
statistics (minimum, first quartile, median, third quartile, maximum, and outlier values)
summarizing the behavior of the instantaneous power measured while executing the
Linpack benchmarck on the computer with different numbers of threads, uncovering that
the OS switches the measurement thread to an efficiency core when more than 16 threads
are executing Linpack, reducing the overall consumed power. On the other hand, it can be
observed how the sum of CPU cores’ frequencies and the PC’s consumed power follow the
same trend, as expected, which validates the energy metering system functioning.
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Figure 9. Sum of the CPU cores’ frequencies as the number of threads executing Linpack increases.
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Figure 10. PC’s energy consumption as the number of threads executing Linpack increases.

5.2. Heavy Workload Measurement

Once its correct operation has been verified, the standard interface design proposed in
this work has also been used to measure the energy consumption of quite a demanding
program: a machine learning application. This application allows running its computational
load on both the CPU and GPU. Therefore, it is possible to observe the difference in power
consumption between both hardware configurations to keep on testing the feasibility and
performance of the system.

The test program is the parallel multi-objective evolutionary algorithm proposed
in [25], designed to solve feature selection problems for high-dimensional datasets, such as
the classification of electroencephalograms. When it runs only on the CPU, it uses all the
available threads (24). Alternatively, when executed on the GPU, all the computing units
(80) are used, so each computing unit is leveraged at its maximum performance. Figure 11
shows the results obtained, where the instantaneous power consumed by the execution of
the program on both the CPU and the GPU are plotted. The mean value over a window
of 10 measurements is also displayed to ease the comparison of both alternatives. On the
one hand, it can be appreciated how the power consumption suffers almost constant ups
and downs for the CPU execution. This behavior is due to the fact that the program is
not entirely parallel and each time it changes its execution from parallel to sequential and
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vice versa, an abrupt change in power consumption is produced. Maximum peaks of up
to 307 watts and average power of 243 watts are observed, with a total execution time of
7923 s. On the other hand, power consumption jumps also occur for the GPU execution but
are much less pronounced. In this case, maximum peaks of up to 353 watts and average
power of 333 watts are observed, with a total runtime of 951 s.

500
Real CPU Consumption
—— Mean CPU Consumption
400 Real GPU Consumption
—— Mean GPU Consumption
—— Mean idle Consumption
"
B 300
g A e A et UL g P AT VAN A A AN oAy TP NS Ay o NP ot o]
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Figure 11. Power consumption of the parallel multi-objective evolutionary algorithm for the CPU
and GPU executions.

At first glance, it could be said that the program’s execution on the GPU is much less
expensive in terms of energy than its execution on the CPU, but it would not be possible to
know how much energy has been saved. However, thanks to the prototype of the standard
interface for oZm implemented in this work, the instantaneous power consumption of both
executions has been collected, integrated, and analyzed to obtain the total energy consumed
for each one of its executions. In this case, after calculating the numerical integration of the
active power consumed by the program for both the CPU and GPU execution, a total of
535.30 Wh were spent for the CPU run, while only 88.23 Wh were for the GPU execution.
Thus, it can be concluded that the GPU execution is 8.33 times faster and spends 6.07 times
less energy than the CPU execution.

6. Conclusions and Future Work

Throughout this article, a standard interface for any currently available smart meter,
programmatically accessible from any software application, has been designed, imple-
mented, and validated. Although an 0Zm has been used to test the implementation of
the proposed interface design, it should be pointed out that it allows use of any metering
device, since the driver layer isolates it from the proxy layer and, thus, from any pro-
grammatic access to the meter. The proposed interface design is also modular since it
allows the replacement of any of its components with a new implementation of the same
layer, letting substitute the device and its driver or add a proxy for another programming
language transparently.

Since the driver layer provides an OS-level standard interface to the meter, the pro-
posed interface design is highly scalable too. For instance, the implemented prototype
offers a sysfs-based interface. Thus, access to any configuration parameter of electric magni-
tude can be performed by simply reading or writing to a virtual file. The actualization of
the meter or even the change for another different device would imply only a modification
on the driver, which could eventually add more virtual files to support new magnitudes.
On the other hand, although only a proxy for the C language has been developed in the pro-
totype of the proposed interface, as the proxy basically offers an API to access the driver’s



Sustainability 2023, 15, 1900 14 of 16

O6S-level standard interface from a concrete programming language, several proxies could
be developed and even co-exist in the same computer to provide programmatic access to
the meter for different languages, e.g., MATLAB, Python, Java, etc.

Furthermore, the continuous monitoring of a program execution provided by the proxy
makes possible the analysis of different electric magnitudes, the calculation of statistics,
and even the detection of the program parts that are not leveraging all the potential of
the computer.

As a future work, a third layer designed to integrate the measures taken from the
different nodes of a computing cluster would make it possible to analyze and optimize
the energetic behavior of distributed applications. The proposed smart meter standard
interface design with programmatical access also makes viable the development of a
scheduler, such as that proposed in [16], to dynamically manage the computing resources
used by a program, which would help meet a specific energy budget during its execution.
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