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Abstract: The smart home culture is rapidly increasing across the globe and driving smart home users
toward utilizing smart appliances. Smart television (TV) is one such appliance that is embedded with
smart technology. The users of smart TV have their interests in the programs. However, automatic
recommendation of programs for user-to-user is still under-researched. Several papers discussed
recommendation systems, but those are related to different applications. Even though there are
some works on recommending programs to smart TV users (single-user and multi-user), they did
not discuss the smart TV camera module to capture and validate the user image for recommending
personalized programs. Hence, this paper proposes a convolutional neural network (CNN)-based
personalized program recommendation system for smart TV users. To implement this proposed
approach, the CNN algorithm is trained on the datasets ‘CelebFaces Attribute Dataset’ and ‘Labeled
Faces in the Wild-People’ for feature extraction and to detect a human face. The trained CNN model
is applied to the user image captured by using the smart TV camera module. Further, the captured
image is matched with the user image in the ‘synthetic dataset’. Based on this matching, the hybrid
filtering technique is proposed and applied; thereby the recommendation of the respective program
is done. The proposed CNN algorithm has achieved approximately 95% training performance.
Besides, the performance of hybrid filtering is approximately 85% from the single-user perspective
and approximately 81% from the multi-user perspective. From this, it is observed that hybrid filtering
outperformed conventional content-based filtering and collaborative filtering techniques.

Keywords: artificial intelligence (AI); convolutional neural network (CNN); hybrid filtering; machine
learning; program recommendation system; smart appliances; home automation; smart Television (TV)

1. Introduction

A recommendation system is also known as a recommender system, which filters the
information and accordingly predicts the rating or priority a customer gives to an item.
These systems are predominantly used in business applications. They enable the user to
experience a better product search by receiving personalized program recommendations.
Presently, the smart home culture is increasing day by day [1–4], where all appliances are
expected to work smartly to continuously meet user requirements. Besides, by operating
smartly, these are expected to save electrical energy. Embedding smart technology [5]
in a normal television (TV) transforms it into a smart TV, and it has become one of the
smart appliances in the smart home. Further, the apps in the smart TV are providing a
comfortable, flexible, and controlled program experience to the users. There is a necessity
of testing the usability of these apps through an automated model [6]. In general, smart
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TV programs are shared by all family members, but a personalized program interface
based on user preferences is required [7]. The reason for this requirement is that the
family members will have their preferences in watching programs. This is the prime focus
of the research to develop a personalized program recommendation system for a single
or group of members based on their preferences. The recent technological growth has
enabled artificial intelligence (AI)-based recommendation systems in playing a key role in
several applications [8–10]. Additionally, various machine learning algorithms have been
implemented for recommender systems in the field of AI [11]. The gaining importance for
the recommendation systems driving several applications towards implementing them as
discussed in Section 1.1.

1.1. Related Work

Recommendation systems are not only limited to content and collaborative filtering,
but also are extended to contextual situations. In this regard, an extensive survey was
conducted on the computational intelligence methods such as genetic algorithm, particle
swarm optimization, artificial neural networks, k-nearest neighbor, Bayesian theory, sup-
port vector machine, fuzzy sets, etc. for improving conventional design using contextual
situations [12–20]. Further, a situation-aware recommender system based on the recurrent
neural network was developed for personalized healthcare applications [21]. A personality-
aware recommendation system was discussed in [22] for personality computing based on
the models of personality types and traits. A personalized channel recommendation system
based on the personal preferences of the viewers was implemented in [23] for live streaming
platforms. This was implemented using user preference clustering and hybrid user pref-
erence clustering. Additionally, a widespread survey was conducted on the technologies
i.e., association rules, matrix factorization, hybrid recommendation, etc. for personalized
news recommendation systems [24]. A framework that consists of incremental feature
scanning with multiple windows and a hierarchical behavior structure was implemented to
associate the multiple modes of the transport system with the recommendation system [25].
A recommender system using a support vector machine was developed to facilitate the
tourists by providing support to their decision-making [26]. An item-to-item recommender
system based on k-means clustering was discussed in [27] to create image mosaicking. A
nutrient recommendation system based on an improved genetic algorithm was discussed
to suggest the appropriate nutrients based on the production and fertility of the crop [28].
A hierarchical recommendation system using item description and the review-based deep
sequential recommendation was presented in e-commerce applications to recommend
products to customers based on the given reviews [29]. A home energy recommendation
system based on deep reinforcement learning was developed based on user activities and
feedback [30]. A demand-side personalized recommendation system using a non-intrusive
appliance load monitoring technique was discussed in [31] to save the appliances’ energy in
the residencies connected to the smart grid. A thorough survey was conducted on the fea-
tures and challenges of recommendation systems while integrating them with blockchain
technology [32]. All the abovementioned recommendation systems were focused on the
likes of users and the recommendations functioned accordingly. However, it is also neces-
sary to focus on how to predict and prepare the users’ dislikes list. To predict this list, an
approach named signed network-based inference was discussed in [33]. Along with this,
it is also important to know the quality of recommendations, which reveals the working
condition of the recommendation system. In this aspect, a survey was conducted on the
metrics and strategies that are useful for the evaluation of recommendations further to
know the effectiveness of the recommendation system [34]. The abovementioned literature
works discussed recommendation systems related to various applications and fields. In
addition to the above, the literature works related to smart TV recommendation systems
are discussed as follows.

A thorough review of various opportunities, challenges, and directions for future
research in smart TV personalized content recommendation systems was conducted. Fur-
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ther, the limitations of various recommendation approaches i.e., content-based filtering,
collaborative filtering, contextual-based, etc., were discussed in [35]. Novel formula and
age-gender matrix methodology were implemented in [36] to generate user profiles for im-
proving the outcome of the recommendation system by detecting the users’ dominance in a
group. A neural network-based viewing environment model “deepTV” was implemented
in live TV recommendation systems to solve the issue of cold-start [37]. The combination
of genetic algorithms, hybrid broadcast broadband TV, and artificial neural networks was
implemented to record the users’ TV viewing habits and further create user profiles. Based
on these profiles, the recommendation of programs will be done [38]. A multiple-study
was conducted on the smart TV user experience factors to learn the user satisfaction and
the real-world challenges for TV manufacturers [39]. Further, [40] discussed the factors
such as history, feedback, etc. that affect the recommendation systems’ performance in
a smart TV environment. A content-based recommendation method was implemented
in [41] to calculate the content consumption calculation in smart TV program recommenda-
tions. A one-class classification technique was implemented to recommend personalized
programs [42]. The unification of two latent Dirichlet allocation models was employed to
recommend the programs to a similar group of TV users [43]. The novel research field suc-
cessfully combined the machine learning and swarm intelligence approaches and proved
to be able to obtain outstanding results in different areas [44,45].

1.2. Paper Contribution

From the above-described literature works, it is observed that several papers discussed
different applications of recommendation systems in recommending programs in the smart
TV environment. To the best of the authors’ knowledge, there is no such work that presents
the capturing and validation of user images through a smart TV camera module. Further,
the recommendation of personalized programs is based on the priority of the users and
their existing channel/program interests. With this motivation, this paper proposes a
CNN-based personalized program recommendation system for smart TV users. The key
contributions of the proposed work are summarized as follows:

n The CNN algorithm is trained on the datasets ‘CelebFaces Attribute Dataset’ and
‘Labeled Faces in the Wild-People’ for feature extraction and to detect a human face.

n The trained CNN model is applied to the smart TV user image that is captured by
the smart TV camera module. Further, this captured image is matched with the
smart TV user image that is already stored in the smart TV storage, i.e., ‘synthetic
dataset’. This facial information is stored in a local database along with the television
and used for further processing. Nowadays, smart TVs have in-built memory and
storage. For the proposed work, this storage is used for storing the facial information
of respective family members. Hence, there is no need to store the facial images in a
central repository. Since the facial information in terms of the derived features of the
respective family members instead of human faces is stored in their smart TV storage
itself, the possibility for security and ethical issues is very low.

n Based on this matching, the filtering techniques, namely content-based filtering, col-
laborative filtering, and hybrid filtering techniques are applied thereby to recommend
the programs from single-user and multi-user perspectives. During the collaborative
filtering process, the sparsity issue was faced in the feature vector. This issue was
addressed by using the matrix factorization technique across the user profiles.

n Among these filtering techniques, the hybrid filtering technique outperformed in
recommending the programs to both single-user and multi-user perspectives.

The remaining sections of the paper are organized as follows. Section 2 presents the
description of the datasets that are used in this paper. Section 3 presents the description and
implementation of the proposed methodology. Section 4 presents the comparative results
and discussion for the single-user perspective and the multi-user perspective program
recommendations. Finally, Section 5 summarizes the outcomes of the paper. It also mentions
the limitation of the proposed work and its potential future directions.
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2. Description of Datasets

To implement the proposed approach, the three datasets i.e., CelebFaces Attribute
Dataset (CelebA), Labeled Faces in the Wild (LFW), and the synthetic dataset is described
in Sections 2.1, 2.2, and 2.3, respectively.

2.1. CelebA Dataset

The CelebA dataset [46] consists of huge volumes of face attribute data (i.e., more than
200 K celebrity images). The characteristics such as huge pose variations and background
clutter in these images led this dataset to be considered for the proposed approach. Further,
the details of quantities, diversities, and annotations in this dataset are given as follows.
There are 10,177 identities, 202,599 face images, 5 locations of landmarks, and 40 binary
attribute annotations per image.

2.2. LFW-People Dataset

The LFW-People dataset [47] comprises photographs of faces intended for learning
the problem of unrestrained face recognition. In this dataset, there are 13,000 face images
gathered from the internet; further, the face in each image is labeled with the respective
person’s name. It also contains two or more distinct images of 1680 people. The summary
of the datasets CelebA and LFW-People are given in Table 1.

Table 1. Details of CelebA and LFW-People datasets.

Dataset Dataset Size

CelebA 202,599 images
LFW-People 13,000 images
Total no. of images 215,599 images

2.3. Synthetic Dataset

To implement the proposed approach, a synthetic dataset that contains the user data,
program data, and image data is used. The columns related to user data are ‘User ID’
and ‘User priority’ which represent the identity and priority of the users, respectively.
The columns related to program data are ‘Channels list’, ‘Programs list’, and ‘Duration
on each channel’. The columns ‘Channels list’ and ‘Programs list’ represents the list of
real-time channels and programs, respectively that are interesting for a user. The time spent
on a particular channel by a user is presented in the column ‘Duration on each channel’.
The column related to the image data is ‘Image’ which holds the facial image of the user.
The details of the synthetic dataset are given in Table 2, and the respective channels and
program details are given in Table 3.

Table 2. Synthetic dataset.

User ID Channels List Programs List Duration on Each Channel User
Priority Image

1001

n Sonypix
n Star Movies
n Star Sports
n India Today

n Cricket
n Football
n News
n Action Movies
n Reality Show

n Sonypix (70 min)
n Star Movies (120 min)
n Star Sports (132 min)

1 User1.png

1002

n Colors
n Star Plus
n Star World
n HBO
n Zee TV

n Action Movies
n Dance Programs
n Cookery Program
n Reality Show
n Cartoon

n Colors (62 min)
n HBO (98 min)
n Star Plus (122 min)
n Zee TV (121 min)

2 User2.png
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Table 2. Cont.

User ID Channels List Programs List Duration on Each Channel User
Priority Image

1003

n Star Gold
n Sony Max
n Utv Movies
n Sonypix

n Fantasy Movies
n Drama,
n Cookery Program
n Chat Show
n Game Show

n Star Gold (98 min)
n Sony Max (101 min)
n UTV Movies (72 min)
n Sonypix (126 min)

3 User3.png

1004

n Star Sports2
n Star Utsav
n Colors Infinity
n Big Magic
n Zee Bollywood

n Cricket
n Football
n Cartoon
n Documentary

n Star Sports2 (102 min)
n Star Utsav (68 min)
n Colors Infinity (72 min)
n Big Magic (58 min)
n Zee Bollywood (105 min)

4 User4.png

1005

n &Pictures
n Bflix Movies
n B4u Movies
n Colors
n Star Sports 2

n Action Movies
n Horror Movies,
n Reality Show
n Dance Show
n Cricket
n Golf

n &pictures (98 min)
n Bflix Movies (121 min)
n B4U Movies (112 min)
n Colors (73 min)
n Star Sports2 (109 min)

5 User5.png

Table 3. Identities for channels and programs.

Channel ID Channel Name Program ID Program Name

5001 Sonypix 6001 Cricket
5002 Star Movies 6002 Football
5003 Star Sports 6003 News
5004 India Today 6004 Action Movies
5005 Colors 6005 Reality Show
5006 Star Plus 6006 Action Movies
5007 Star World 6007 Dance Programs
5008 HBO 6008 Cookery Program
5009 Zee TV 6009 Reality Show
5010 Star Gold 6010 Cartoon
5011 Sony Max 6011 Fantasy Movies
5012 UTV Movies 6012 Drama
5013 Star Sports2 6013 Chat Show
5014 Star Utsav 6014 Game Show
5015 Colors Infinity 6015 Football
5016 Zee Bollywood 6016 Cartoon

3. Description and Implementation of the Proposed Methodology

The conceptual model of the proposed personalized program recommendation system
is shown in Figure 1.

As a preliminary step, the real-world datasets that contain face images are considered
as input. The image data in these datasets are trained using the CNN algorithm for feature
extraction. Once the image data are trained, the process proceeds to the capturing of user
images by using the smart TV camera module. The captured user image is verified with
the existing user image in the synthetic dataset. If the captured image is matched, then it
proceeds to feature extraction of the captured image. Further, hybrid filtering is applied
based on the user perspective, i.e., either single-user or multi-user. The list of personalized
programs is recommended as output after the filtering process.

The implementation flow of the proposed personalized program recommendation
system is shown in Figure 2. The process starts by reading the face image datasets i.e.,
CelebA and LFW-People discussed in Section 2. The preprocessing of these datasets is done
to remove the noisy data in the face images and make the datasets ready to implement
the proposed approach. The preprocessing of image data includes resizing images to
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the same size, morphological transformation, normalization, and augmentation. The
morphological transformation represents modification related to the image shape and size.
In this transformation, the steps i.e., erosion, dilation, opening, and closing operations will
be performed. Normalization is an important preprocessing step where the pixel values
are scaled to fit a specific range. Data augmentation solves the insufficiency of the data to
adequately accomplish the classification task.
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Figure 1. Conceptual model for the personalized program recommendation system.
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Figure 2. Implementation flow of the proposed personalized program recommendation system.
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Once the datasets are preprocessed, then convolution operation and pooling operations
are applied iteratively to the face image data for feature extraction. Here, during the
convolution operation, the important features of the dataset will be learned. Further, in the
next step, i.e., during the pooling operation, the dimensionality of those learned features is
reduced, consequently, it reduces the number of parameters to be learned in the network.

The classes in the considered datasets are ‘clear face’ and ‘unclear face’. It is noticed
that there is a class imbalance in the datasets. To handle this class imbalance in the datasets,
a method named synthetic minority oversampling technique (SMOTE) is applied. After
this, the classes in both datasets CelebA and LFW-People are balanced. In the CelebA
dataset, it is observed that the images related to the class ‘clear face’ are 112,343 and the
class ‘unclear face’ are 90256. Similarly, in the LFW-People dataset, it is observed that the
images related to the class ‘clear face’ are 6766 and the class ‘unclear face’ are 6234. Further,
the datasets are divided into a training set (70% of image data), a validation test (10% of
data from the training set), and a test set (30% of image data). Additionally, individually
consider the total images in both training sets and the total images in both testing sets
for the implementation. Apply the fully connected layer on the training set and train the
model on the image data. Similarly, apply the fully connected layer on the test set to detect
the face using the trained model. Besides, this trained model will be used for detecting the
features in the captured user image.

The user image is captured by the camera module of the smart TV. Further, the
captured image is preprocessed to remove noisy data in the image. This preprocessed
image is given to the trained model for feature extraction. Based on the features, the face
in the captured image is detected and then matches this image with the user image in the
synthetic dataset. If the image is not matched, then display the default list of the programs
and then stop the process. If the image is matched, check the type of the user, i.e., whether
single-user or multi-user. If the user is a single user, read the user profile from the dataset
and construct the feature vector.

Apply hybrid filtering on the feature vector and recommend the channels and pro-
grams. If the user is a multi-user, then extract the user’s priority. Based on the priority level,
the user is identified. Construct the feature vector and apply hybrid filtering on the feature
vector. However, before constructing the feature vector from the user profile, the prepro-
cessing of the user profiles is to be performed. This includes tokenization, stemming, and
stop word removal. Recommend the channels and programs. Additionally, the feedback
from the user is collected and the user profile is updated accordingly. Section 3.1 describes
the CNN algorithm and Section 3.2 describes various filtering approaches corresponding
to the recommendation systems.

3.1. CNN Algorithm

The task of the CNN algorithm is to reduce the size of the images into a simpler format
to analyze and make a reliable forecast while retaining information. The CNN architecture
for the proposed approach is shown in Figure 3. From this, it is inferred that the three
layers, namely, the convolution layer, pooling layer, and fully connected layer, act as the
building blocks to make up the desired convolutional neural network. The description of
these three layers and the CNN’s layer configuration is given as follows.

The convolution layer is CNN’s backbone and is in charge of carrying out convolution
operations. The element in this layer that does the convolution process is the kernel/filter
(matrix). The kernel makes horizontal and vertical changes based on the stride rate until
the entire image is scanned. Even though the kernel is smaller than a picture, it is deeper.
The kernel height and width will be spatially small if the image comprises three (i.e.,
Red-Green-Blue (RGB)) channels, but its depth will cover all three.

The basic functionality of the pooling layer is to decrease dimensionality. It helps to
lessen the computing power that is needed to process the data. Two categories of pooling,
such as maximum pooling and average pooling are considered, which can be classified.
Maximum (Max) pooling returns the highest value from the kernel-covered region of the
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image. Average pooling gives the average of all the values in the area of the picture covered
by the kernel.
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Figure 3. CNN Architecture.

The flattened input used by the fully connected layer means that each input is tied to
each neuron. The flattened vector is then transmitted via a few more fully connected layers,
where the usual mathematical functional operations are carried out. At this moment, the
classification process begins. If fully connected layers are present, they are often located
near the end of CNN architectures.

The configuration of layers of the proposed CNN is described in Table 4. In the
proposed method, three phases of convolution and pooling layer are used. In the first
phase, 64 different kernels of each size (4, 4) matrix are utilized for convolution operation.
In the second and third phases of the convolution operation, the same 64 kernels of each size
(3, 3) are utilized. The average pooling with size (3, 3) is utilized with every convolution
operation for reducing the size of the learned features.

Table 4. Layer configuration of CNN.

Layer Type Filter/Size Activation

Conv2D 64 (4, 4) ReLu
Maxpool (4, 4) Nil
Conv2D 64 (3, 3) ReLu
Conv2D 64 (3, 3) ReLu
Avgpool2D (3, 3) Nil
Conv2D 128 (3, 3) ReLu
Conv2D 128 (3, 3) ReLu
Avgpool2D (3, 3) Nil
Dense 1024 ReLu
Dropout Nil Rate = 0.28
Dense 1024 ReLu
Dropout Nil Rate = 0.28
Dense 2 Softmax

The rectified linear unit (ReLu) activation function is used to maintain non-linearity
in the output of each convolution operation. The features derived from the given image
through CNN are given to the dense neural network. A fully connected neural network is
used for detecting the faces from the learning. This neural network is set with two hidden
layers each containing 1024 neurons and one output layer with 2 neurons. The activation
functions ReLu and Softmax are used in the hidden and output layers, respectively to detect
the user faces on the captured image. Here, the learning rate is set as 0.28 to optimize the
process during backpropagation. The convolution operation and ReLu activation function
equations are given in Equations (1) to (2).
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n Convolution Operation:

Sij = (I ∗ K)i,j =
m−1

∑
a=0

n−1

∑
b=0

Ii+a,j+bKa,b (1)

where, Si,j = Output of convolution on the ith filter and jth input

I = Input image matrix
K = Kernel matrix
i = Filter number
j = Input grid number concerning neuron
a = 0 to m−1, and
b = 0 to n−1

n ReLu Activation:

y = max(0, x) (2)

where, x = Pixel value of convolution matrix, y = Normalized output.

3.2. Concepts of Filtering Techniques

The basic operation of filtering is to suggest the relevant items. The types of filtering
content-based filtering, collaborative filtering, and hybrid filtering are discussed as follows.
In content-based filtering, the channel vector is matched with the user profile vector. The
matching score is calculated by the dot product of the channel vector and user profile vector
as given in Equation (3).

SIM(ch, u) =
d

∑
i=1

chiui (3)

where, ch = Chanel vector with programs list, u = User profile vector, i = 1 to d.
In collaborative filtering, the matching profiles of users are considered for the program

recommendation. To match the profiles of users, the cosine similarity score between the
user profile vectors is calculated as given in Equation (4).

SIM(X, Y) = ∑n
i=1 Xi ∗Yi√

∑n
i=1 X2

i ∗
√

∑n
i=1 Y2

i

(4)

where, X and Y = Profile vectors of two users, namely X and Y, i = 1 to n.
The combination of content-based and collaborative filtering techniques is referred to

as hybrid filtering as shown in Figure 4. Once the captured image of the user is matched
with the existing image in the synthetic dataset, the profile details are retrieved and con-
verted as feature vectors. Collaborative filtering is applied to these feature vectors of
currently watching users and the available users to recommend the programs. During
the collaborative filtering process, the sparsity issue was faced in the feature vector. This
issue was addressed by using the matrix factorization technique across the user profiles.
The content-based filtering is applied between user profile vectors and channel vectors
of programs to recommend the programs. Hybrid filtering aggregates the results of both
collaborative filtering and content-based filtering to recommend the programs.

The algorithmic steps for the hybrid filtering process are given in Algorithm 1. The
input for this hybrid filtering is Cont_set (Content-based set) and Coll_set (Collaborative
set). The expected output is that the top k items set are denoted by Rk. Initially, arrange
the items of Cont_set and Coll_set in descending order based on the similarity score. The
similarity scores of items from both Content_set and Coll_set are to be compared and the
top k items are added to the set Rk.
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Algorithm 1. Hybrid filtering process.

Input: Cont_set, Coll_set
Output: top k items set, Rk
Begin
arrange items of Cont_set and Coll_set in descending order based on the similarity score
for each x ∈ Cont_set
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if(score(x) > score (y))
Rk = Rk Ux
else
Rk = Rk Uy
if size(Rk = = k)
End

However, if there is a situation that the facial information of the smart TV user in the
captured image is not properly matched with the existing facial information of the image in
the dataset, then the CNN model considers that user as a new user and the system proceeds
to the default program playlist without any recommendation.

4. Results and Discussion

The hyperparameters used for implementing the proposed approach are given in
Table 5. From this table, it is noticed that the total number of epochs used for the training is
60 with each batch size of 60. Besides, the binary cross entropy is used as a loss function to
find the error rate, and the adaptive moment estimation is used as the optimizer to tune
the weights during the backpropagation phase.

Table 5. Hyperparameters.

Hyperparameter Value/Name

Epoch 60
Batch size 60
Loss function Binary cross entropy
Optimizer Adaptive moment estimation

The results of the proposed implementation are presented in two sections. Section 4.1.
presents the results corresponding to the training CNN algorithm and Section 4.2. presents
the results corresponding to the recommendation system.

4.1. Results Corresponding to Training CNN Algorithm

This section presents the training performance of the CNN algorithm on CelebA and
LFW-People datasets for the detection of faces. The performance metrics such as precision,
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recall, and F-measure are computed and compared as shown in Figure 5. From this figure,
it is observed that the overall training performance is approximately 95% on both datasets.
This highest performance represents that the trained model is outperforming and fit the
image data for detecting a human face. A summary of these metrics is given in Table 6. In
this table, the Cohen Kappa score is added in addition to the existing measures. This score
is used to observe the agreement score between the actual and predicted classes. Usually,
this score ranges from −1 to 1. If this score is nearer to 1, then it represents that the trained
model is performing well. The Cohen Kappa scores calculated for CelebA and LFW-People
datasets are 0.856 and 0.889, respectively. As these scores are nearer to 1, the performance
of the trained model is good.
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Figure 5. Training performance of CNN algorithm.

Table 6. Performance metrics for training with CNN.

Dataset Precision (%) Recall (%) F-Measure (%) Cohen Kappa
Score (−1 to 1)

CelebA 95.35 94.21 94.77 0.856
LFW-People 94.85 93.12 93.97 0.889

The training accuracy, validation accuracy, training loss, and validation loss of the
CNN model on the datasets CelebA and LFW-People are given in Figures 6–9. In these
figures, the blue-colored line represents the CelebA dataset and the orange-colored line
represents the LFW-People dataset. Further, the number of epochs (0 to 100) is considered
on the x-axis and the loss score (0 to 1) is considered on the y-axis. From Figures 6 and 7,
it is observed that the accuracy scores of training and validation are gradually increased
when the number of epochs is increased. Further, it is observed that these accuracy scores
on both datasets are settled and no variation is seen after 60 epochs. From Figures 8 and 9,
it is observed that the loss scores of training and validation are gradually decreased when
the number of epochs is increased. Further, it is observed that these loss scores on both
datasets are settled and no variation is seen after 60 epochs. Hence, it is evident that the
performance of the trained CNN model is better after 60 epochs.
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Figure 8. Training loss of CNN model on CelebA and LFW-People datasets.
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4.2. Results Corresponding to Recommendation System

This section discusses the performance of the proposed personalized program recom-
mendation system. Various performance metrics, namely, the area under curve (AUC),
precision, and recall are used for the analysis. These metrics are computed from the
equations given in Equations (5)–(7).

AUC(X) =
1

|X|(m− |X|) ∑
x∈X

∑
x′∈({1,...,m})/X

δ(x < x′) (5)

Prec(X) =
|x ∈ X : x ≤ p|

p
(6)

Recall(X) =
|x ∈ X : x ≤ p|

|X| (7)

where,
X = relevant set
m = size of recommended set
p = top p recommended items
x = relevant channels from the recommended set
x’ = irrelevant channels from the recommended set.

if x > x’
then δ(x > x’) = 1

else δ(x > x’) = 0
Further, the program recommendation and performance comparison of filtering tech-

niques in a recommendation system for a single-user perspective and multi-user perspective
are discussed in Sections 4.2.1 and 4.2.2, respectively.

4.2.1. Personalized Program Recommendation and Performance Comparison of Filtering
Techniques: (Single-User Perspective)

The details of the program recommendation for single users are given in Table 7.
From this table, it is evident that the program preferences for user 1001 are 4, and the
recommended programs by the proposed recommendation system are 12. From this recom-
mendation, it is observed that 10 programs are matched with the programs of user interest.
The majority of users’ interests are correctly matching with the recommended programs.
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Table 7. Details of the personalized program recommendation for a single user.

User ID Program Preferences Recommended Programs Matching Programs

1001 4 12 10
1002 5 10 8
1003 5 11 7
1004 4 8 7
1005 6 13 11

Further, based on the programs recommended by the system from a single-user
perspective, the performance comparison of various filtering techniques (namely content-
based, collaborative, and hybrid) is given. From the comparison shown in Figure 10; it is
observed that the hybrid filtering technique outperformed the other two filtering techniques
(content-based and collaborative). The performance metrics computed with this hybrid
filtering are 83.78% of AUC, 86.78% of precision, and 85.32% of recall, which are superior to
other techniques. Similarly, the performance metrics computed with collaborative filtering
are 79.56% of AUC, 80.56% of precision, and 79.54% of recall. The performance metrics
computed with the content-based filtering are 78.32% of AUC, 79.32% of precision, and
77.43% of recall. A summary and comparison of these metrics are given in Table 8.
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Figure 10. Performance comparison of filtering techniques in single-user program recommendation.

Table 8. Performance comparison of filtering techniques in single-user program recommendation.

Method AUC (%) Precision (%) Recall (%)

Content-based filtering 78.32 79.32 77.43
Collaborative filtering 79.56 80.56 79.54
Hybrid filtering 83.78 86.78 85.32

4.2.2. Personalized Program Recommendation and Performance Comparison of Filtering
Techniques: (Multi-User Perspective)

The details of the program recommendation for multiple users are given in Table 9.

Table 9. Details of personalized program recommendations for multiple users.

Group ID Group Size Common Program
Preferences

Recommended
Programs

Matching
Programs

2001 5 6 15 10
2002 4 8 13 9
2003 6 12 19 16
2004 3 10 11 10
2005 7 8 21 18
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In this Table 9, it is observed that the users are assigned a group identity of different
sizes. Each group has some common program preferences. For example, the users with
‘Group ID’ 2001 and ‘Group size’ of five have six programs as a common preference. The
proposed recommendation system recommended 15 programs to this group and out of
them, 10 match with the users’ interests. Similarly, the programs are recommended to other
groups of users.

Further, based on the programs recommended by the system from a multi-user perspec-
tive, the performance comparison of various filtering techniques (namely content-based,
collaborative, and hybrid) is given. From the comparison shown in Figure 11, it is ob-
served that the hybrid filtering technique outperformed the other two filtering techniques
(content-based and collaborative). The performance metrics computed with this hybrid
filtering are 80.17% of AUC, 82.68% of precision, and 81.57% of recall, which are superior to
other techniques. Similarly, the performance metrics computed with collaborative filtering
are 75.36% of AUC, 76.21% of precision, and 74.91% of recall. The performance metrics
computed with the content-based filtering are 74.32% of AUC, 73.32% of precision, and
72.34% of recall. A summary and comparison of these metrics are given in Table 10.
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Table 10. Performance comparison of filtering techniques in multi-user program recommendation.

Method AUC (%) Precision (%) Recall (%)

Content-based filtering 74.32 73.32 72.34
Collaborative filtering 75.36 76.21 74.91
Hybrid filtering 80.17 82.68 81.57

5. Conclusions

This paper proposes a CNN-based personalized program recommendation system
for smart television users based on the type of user (single-user and multi-user) and their
priorities and interests. The overall training performance of the proposed CNN algorithm
on both the CelebA and LFW-people datasets is approximately 95%. This performance
showcases that the trained model effectively fits the image data in detecting the human
face. The significant observations made from this proposed approach are given as follows.

From a single-user perspective, the performance of the proposed hybrid filtering
technique outperformed the content-based and collaborative filtering techniques. The
performance of the proposed approach in terms of the metrics AUC (83.78%), precision
(86.78%), and recall (85.32%) are obtained as higher than the conventional content-based
and collaborative filtering techniques.

From a multi-user perspective, the performance of the proposed hybrid filtering
technique outperformed the content-based and collaborative filtering techniques. The
performance of the proposed approach in terms of the metrics AUC (80.17%), precision
(82.68%), and recall (81.57%) are obtained as higher than the conventional content-based
and collaborative filtering techniques.
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Hence, the proposed CNN-based personalized program recommendation system has
successfully helped in recommending the programs to smart TV users considering both
single-user and multi-user perspectives effectively.

5.1. Limitation

The limitation of the present work is the image processing of twins and the recommen-
dation of the programs to their interests. When there are twins before the camera module
with different program interests, it is difficult to recommend personalized programs.

5.2. Future Work

The future work of the recommendation systems will be a voice-based interactive
smart TV, which can interact with the user to run personalized programs based on the
user’s interests.
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AI artificial intelligence
AUC area under curve
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CNN convolutional neural network
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