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Abstract

:

The consumer confidence index is a leading indicator of regional socioeconomic development. Forecasting research on it helps to grasp the future economic trends and consumption trends of regional development in advance. The data contained on the Internet in the era of big data can truly and timely reflect the current economic trends. This paper constructs a conceptual framework for the relationship between the consumer confidence index and web search keywords. It employed six machine learning and deep learning models: the BP neural network, the convolutional neural network, support vector regression, random forest, the ELMAN neural network, and the extreme learning machine to predict the consumer confidence index. The study shows that the use of machine learning models has a better prediction effect on the consumer confidence index. Compared with other models, the BP neural network and the convolutional neural network have lower error indicators and higher model accuracy, which helps decision-makers forecast the consumer confidence index. Consumers search for various goods and prices, as well as macroeconomics, to understand the economic conditions of the market, which affects the consumer confidence index and consumption decisions. Therefore, web search data can be used to predict consumer confidence. Future research can be extended to other macro indicator-related prediction studies. It is important to promote market consumption and confidence, improve consumption policies, and promote national prosperity.
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1. Introduction


Over the past 40 years of reform and opening up, China’s consumer sector has undergone tremendous changes. The consumer market has continued to grow rapidly with consumption becoming the number one driver of China’s economic growth. The consumer confidence index (CCI) is a composite index of consumer satisfaction with current economic conditions and expectations of future economic trends in a country or region. It is a leading indicator for predicting future economic trends and consumer consumption tendencies. The CCI provides an important reference basis for national policy formulation, economic forecasting, and other applications. Therefore, a forecasting study of the consumer confidence index combined with the frontier methodology can help further interpret and understand the connotation and influencing factors. The interaction between the consumer confidence index and other macroeconomic time series variables in China could then be used to predict the macroeconomic trends and changes in China in depth. However, due to the time lag and low frequency of traditional statistical survey data, it is not conducive to accurate economic expectations and a timely grasp of consumers’ psychological state, which may lead to deviations in the implementation of corresponding policies. In order to compensate for the low frequency and poor timeliness of the monthly consumer confidence index, this paper proposes to use machine learning algorithms combined with web search data to forecast the consumer confidence index. The research could make accurate and effective predictions of consumer behavior and future consumer expectations.



Research on the consumer confidence index forecasting methods is still focused on traditional econometric methods. However, few studies have been conducted from the perspectives of machine learning and deep network learning models, or from the aspects of data space characteristics and time-varying information. Based on the existing studies, this paper applies various machine learning and deep network learning models to predict the consumer confidence index in China and analyzes its economic laws in depth in the context of the Chinese economy.



In order to improve the prediction effect, it is necessary to pay attention to the problem of data selection based on the selected model. In the context of big data technology, web search data has the characteristics of strong timeliness, convenience, and sensitivity to consumer behavior. It provides a new research perspective for the study of prediction problems by using it as a predictor variable. The introduction of web search data can effectively break through the shortcomings of traditional data, such as small volume and poor timeliness, which can help to improve the prediction performance and effect of forecasting models. Therefore, in response to the lack of existing research on the consumer confidence index, this paper is based on the BP neural network, support vector regression, the extreme learning machine, random forest regression, the ELMAN neural network, and the convolutional neural network, as models for comparative analysis. First, based on the existing research, we construct the keyword database of the web search data related to the consumer confidence index from macroeconomic factors. These macroeconomic factors include household financial situation, commodity supply, financial environment, and employment situation. We used Pearson cross-correlation analysis and stepwise regression method to obtain the final predictor variables. Secondly, we introduced the web search data into the BP neural network, support vector regression, the extreme learning machine, random forest, the ELMAN neural network, the convolutional neural network machine learning and deep learning models. We further optimized the parameter values in their models and explored the changing trend of the consumer confidence index. Thirdly, on the basis of several benchmark prediction models and evaluation indexes, we systematically compared and analyzed the prediction of multiple machine learning models.



Another contribution of this paper is to study the effectiveness of machine learning methods. It promotes the application of machine learning methods in macroeconomic forecasting and provides ideas for the intelligent and digital transformation of macroeconomic forecasting. As an up-to-date forecasting tool, the applications of machine learning in the economic field include helping scholars to obtain data that were difficult to obtain in the past. Machine learning tools could make full use of the value of big data, directly mine the relationship between the variables, and identify cause and effect.




2. Literature Review


2.1. Prediction Research Based on Deep Learning


Machine learning methods have improved socioeconomic, and there is a growing body of research on their application to macroeconomic forecasting. Research in the literature on forecasting models and machine learning forecasting models applied to the field of economic forecasting is still in the exploratory stage, but studies have shown that machine learning has significant advantages in the field of economic forecasting [1]. Two machine learning models, XGBoost and LightGBM, outperformed traditional GBDT models, among others, when studying the trend of monthly housing rent changes [2]. Li et al. [3] constructed a stock return prediction model in fundamental quantitative investment using techniques, such as recurrent neural networks and the LSTM model. Qing and Chenwei [4] used the model to forecast stock indices of different maturities, and their prediction results all showed more stable characteristics, and the LSTM model could effectively control the error fluctuations and have higher prediction accuracy compared with SVR, MLP, and ARIMA models.




2.2. Prediction Research Based on an Online Search Index


On the other hand, the introduction of web search data can effectively break through the shortcomings of traditional data, such as small capacity and poor timeliness [5], which helps to improve the prediction performance and effectiveness of the prediction model. Web search data were first applied to the prediction of influenza incidence when Eysenbach et al. [6] used the search volume of influenza-related keywords to synthesize a search index to study its relationship with influenza incidence. After that, web search data were applied to macroeconomic indicators. Askitas and Zimmermann et al. [7] and Smith [8] introduced unemployment-related keywords in Google Trends data into the unemployment rate prediction model and found through the study that there is a correlation between them, and the introduction of search index variables can improve the prediction accuracy. Zhang et al. [9] used web search keywords to construct the macro situation index and supply and demand index and found that changes in the attention of both types of search indices would cause changes in CPI, and the model constructed by web search data had good out-of-sample forecasting ability.



Web search data have been subsequently applied to financial market research. There is a correlation between the search index and annual stock returns from both theoretical and empirical perspectives [10]. Yang et al. [11] studied the correlation between unexpected events and stock market moving concept boards, and synthesized market and event search indices separately using web search data, and the results showed that event search indices can accurately capture the stock market volatility of the corresponding boards.



There has been a significant breakthrough in the field of research on the correlation between Internet searches and behavior. Xiong et al. [12] used a synthetic search index based on the number of people searching for influenza-related keywords on the Internet, which has a stable long-term relationship with the incidence of influenza, to predict the incidence of influenza and the mortality rate of influenza. Choi and Varian [13] conducted an in-depth study on the relationship between sales volume and web search data in four industries, including automotive and parts, retail, travel, and real estate, in the U.S. The study added keyword web search volume as a new influencing factor to the traditional autoregressive model and built a new sales volume prediction model based on the seasonal autoregressive model and fixed-effects model. The study by Zhang et al. [9] constructed a model to predict the national CPI from the obtained search data, and the model fitting effect was 0.978 with a one-month prediction lead time. Fang et al. [14] used the Baidu index to compile a search index, through which they constructed difficult-to-quantify indicators, such as investor sentiment, and studied its impact on exchange rate changes. For the real estate market, Tang et al. [5] used Baidu search data on second-hand houses in Beijing to forecast second-hand house prices in Beijing. In addition, web search data are also widely used for tourism indices, tourist volume forecasting, and hotel occupancy forecasting, as seen in the studies by Lijun [15] and Tang et al. [5].




2.3. Factors Influencing Consumer Confidence


Regarding the factors influencing consumer confidence, most of the research findings indicate that the consumer confidence index is mainly related to prices, income, employment, economic conditions, investment, real estate, and manufacturing. Yue Qiu [16] studied the relationship between changes in overall economic conditions and the CCI, and argued that the dynamic structural changes in the consumer confidence index are a reflection of changes in macroeconomic operating conditions. Shayaa et al. [17] found that changes in production prices bring about negative changes in the CCI, and the strength of the effect increases over time. SM Juhro et al. [18] studied the factors influencing the living conditions index; the results showed that prices are the most important factor influencing the living conditions index in the short term and consumers at all income levels are most concerned about price changes in the food and housing categories. The CPI is negatively related to consumer confidence, and among industry factors, changes in the composite indices of manufacturing and finance will have a positive impact on consumer confidence [19]. T Ekici et al. [20] examined the relationship between age, marital status, employment status, income, and gender and consumer confidence, and all factors except gender have significant effects on consumer confidence.



There has been a large amount of literature on the correlation between Internet searches and socioeconomic behavior. There is also a large literature on the use of machine learning methods to predict economic indicators. Additionally, researchers have conducted a lot of research about the factors that influence the consumer confidence index. However, there is no mature method for how to deal with keywords completely. Most of the studies on the synthesis of search indices are only a simple arithmetic average of all keyword data, and the weights that different keywords should occupy need to be further explored. There is also little literature on the in-depth analysis of consumer confidence indices from various aspects and fields of keyword search combined with the Chinese context.





3. Research Method


3.1. Research Model


Machine learning is a subfield of artificial intelligence. Machine learning refers to the general term for algorithms that identify patterns from data and use them to accomplish tasks such as prediction, classification, and clustering. In a practical sense, machine learning is a method that uses data to generate models and train them to perform tasks that typically include prediction, classification, or data generation. In operation, machine learning methods can be divided into supervised and unsupervised learning. Supervised learning refers to machine learning where the explanatory variables are known, while unsupervised learning refers to learning in which the explanatory variables are unknown.



The convolutional neural network is a class of feedforward neural networks that include convolutional computation and is one of the representative algorithms of deep learning [1,2], which can be applied to both supervised and unsupervised learning. Convolutional neural networks contain four different types of layers: input, output, convolutional, and pooling layers, and the overall structure is similar to that of fully connected layers, which are stacked by multiple layers. Compared with traditional neural networks, convolutional neural networks reduce the number of training parameters and computational effort for the same network size and are more adaptive, while reducing the complexity of the model and the risk of overfitting.



The convolutional and pooling layers can be arbitrarily combined and placed in the hidden layer to achieve the best model performance according to the specific task. The convolutional layers can share the parameters of the convolutional kernel, which greatly reduces the number of model parameters. The pooling layer can further extract useful features and reduce the model parameters again. Therefore, convolutional neural networks greatly streamline the model parameters compared to fully connected networks, making model training easier.



The CNN is essentially an input-to-output mapping, and the training process generally consists of two phases. Phase 1 is the forward propagation phase. The input convolutional network is fed and the actual output value corresponding to it is calculated. In this phase, information is transmitted from the input layer to the output layer through a step-by-step transformation. Phase 2 is the backward propagation phase. The convolution equation is as follows:


   γ t  =   ∑   k = 1  n   w k   x  t − k + 1   + b  



(1)




where    γ t    is the output feature data; wt is the convolution kernel;    x  t − k + 1     is the input data; b is bias; and  k  is data length.



The convolutional neural network, as a special multilayer neural network, uses the same backpropagation algorithm as other neural networks in neural network training, but the difference lies in the network structure. The network connection of a convolutional neural network has the characteristics of local connection and parameter sharing. A local connection is relative to the full connection of a normal neural network, which means that a node in this layer is only partially connected to a node in the previous layer. Parameter sharing means that the connections of multiple nodes in a layer share the same set of parameters. The core of a convolutional neural network is composed of a convolutional layer, a pooling layer, and a full connection layer. The three basic structures are combined to form a multilayer network structure. CNNs replace the matrix dot product between layers of traditional networks with convolutional operations in feedforward and backpropagation. Convolutional neural networks use a weight-sharing strategy that can significantly reduce the number of parameters that must be learned.




3.2. Variable and Data Source


The data for this study were obtained from CNKI for the period January 2014–July 2022. The predicted variable in this paper is China’s consumer confidence index. Since the consumer confidence index is monthly data, data collection frequency is low. It will cause training data to be insufficient and it is difficult to portray the dynamic process of consumer confidence change. Considering that there is no large or sharp fluctuation in the change of the CCI in China in recent years, the monthly data is processed into weekly data by interpolation. It presents the dynamic process of the Chinese consumer confidence index, marked as yt, Figure 1 shows the dynamics of the Consumer Confidence Index in China. The independent variables are Internet search keywords related to the consumer confidence index, data are from the Baidu search index, and the downloaded keyword search volume is presented in weeks. The data processing adopted in this study is as follows. After the basic operation of reducing the effect of noise, feature extraction is performed. The Pearson correlation coefficient is first used to calculate the correlation coefficient and then the stepwise regression method above econometrics is used to obtain the key features that can be used to predict the consumer confidence index.




3.3. Model Prediction Independent Variable Determination


Consumers often grasp the macro and micro economic status, price trend, commodity supply, and demand status through an online search. Online search behaviors will bring different consumer information to consumers, which will influence consumer decisions and consumer expectations. Therefore, we can use web search data to predict the relevant characteristics of consumer confidence. There are numerous web search keywords related to the consumer confidence index. In order to construct an effective set of predictive variables, we filter and screen past literature to identify keywords with good predictive power. In this paper, we will identify and select web search keywords through the following three steps:



3.3.1. Construction of Keyword Database


Based on the past academic literature and Baidu’s recommended terms, this paper selected 64 benchmark keywords related to the consumer confidence index from five aspects. They include macroeconomic factors, household financial situation, commodity supply, financial environment, and employment situation. These five aspects form a keyword database according to the principle of the consumer confidence index synthesis, as shown in Table 1 below.




3.3.2. Screening of Independent Variables


Since it is considered that some of the initial web search keyword data have large noise, thus affecting the predictive effect of the model, this paper first screens out keywords that may have predictive power with the help of econometric methods. This study uses utilizes Stata statistical software and uses Pearson cross-correlation analysis to identify the correlation effects among time series data variables. The correlation coefficient can reflect the correlation between the search volume of each keyword and the CCI. The larger the absolute value of the coefficient, the closer the linear relationship between the keyword and the CCI. Excluding the influence of noisy data, 18 keywords with potential predictive power were obtained, as shown in Table 2 below.




3.3.3. Final Model Independent Variable Determination


In the prediction model species, the marginal contribution of certain potential predictor variables is different from the model prediction. In order to screen out suitable predictor variables, a stepwise regression analysis was used to determine the final predictor variables, and the significance level was set at 1%. Finally, this paper obtains eight keywords with better predictive performance as predictor variables. They include house price, peanut oil price, air conditioner price, tourism, automobile, population, inflation, and oil price. The analysis results are shown in Table 3.





3.4. Model Input Set Construction


As shown in Table 3, consumers search for the house price, peanut oil price, air conditioner price, travel, car, and oil price through the Internet. This behavior to a certain extent reflects consumers’ concern about monetary purchasing power. On the other hand, consumers obtain different consumption information online, which affects consumers’ consumption decisions and consumption expectations. Additionally, consumers search for two macroeconomic factors, population and inflation, reflecting consumers’ concern about macroeconomic indicators, which has an impact on the consumer confidence index.



In summary, this study selected house price, peanut oil price, air conditioner price, tourism, automobile, population, inflation, and oil price as model input variables. It selected the consumer confidence index as the model output variable with a sample size of 448. In order to eliminate the interference of variables with different magnitudes and outliers on the prediction performance of the model, the data set was transformed by normalization using Sigmoil, and the data normalization is to some extent beneficial to the improvement of the prediction performance of the model [44]. According to the requirements of the prediction model, the normalized sample data are divided into the training set and the test set, and the prediction results are then processed by inverse normalization to obtain the prediction values after the model is predicted.





4. Results


Various machine learning and deep learning models for the consumer confidence index prediction are based on data from web search indices. Table 4 shows the true values of the consumer confidence index and the predicted values of the six machine learning models used in this study at different dates. In the short, the BP neural network and the convolutional neural network are the closest to the true values in predicting the consumer confidence index, and the models are more robust. Additionally, in the medium term, the CNN is the closest to the true values. In the long term, the BP neural network, the convolutional neural network, random forest regression, and support vector regression models have prediction performance.



Table 5 shows the errors of various machine learning and deep learning models for different periods. Both in the short term and long term, the BP neural network and the convolutional neural network have the least error over the prediction of the consumer confidence index, representing more accurate and robust models.



To compare the prediction performance of each machine learning and deep learning model, this study combines two model prediction performance metrics (the mean absolute error, MAE, and the root-mean-square error, RMSE, respectively) to evaluate the prediction effectiveness of each model. The mean absolute error (MAE) is the average of the absolute error, which can better reflect the actual situation of the error of the predicted value. The root-mean-square error (RMSE) is the root-of-mean-square error, open sign, and the root-mean-square offset represents the sample standard deviation of the difference between the predicted and observed values. Both MAE and RMSE are important indicators of the deviation of the predicted value from the true value. The smaller the two indicators of the model, the more accurate the prediction of the model. Table 6 shows the results of the error performance metrics of various models.



In terms of prediction accuracy, the MAE and RMSE of the BP neural network prediction model are 0.339169 and 0.193975, respectively. The MAE and RMSE of the convolutional neural network model are 0.363376 and 0.26007, respectively, which are smaller than those of the random forest model, vector support regression, the ELMAN neural network, and the extreme learning machine model. This proves that both the BP neural network prediction model and the convolutional neural network prediction model have higher prediction accuracy in predicting the consumer confidence index using search terms.



From the above analysis, it can be concluded that after the construction of the keyword database, the screening of indicators using correlation coefficients, and finally the construction of various machine learning and deep learning models, the prediction of the consumer confidence index based on search keyword data has a better prediction. Among them, the BP neural network and the convolutional neural network outperformed other machine learning models in terms of accuracy. The Chinese consumers understand the domestic market environment through goods with daily characteristics such as house price, peanut oil price, air conditioner price, travel, and automobile and their prices. Influencing consumer market confidence could affect the final decision on consumption. By searching and understanding the domestic macroeconomic and market environment through macro factors, such as population, inflation, oil prices, etc., consumers make judgments about the market economic situation and thus influence the consumer confidence index.




5. Conclusions


In this paper, we introduced various machine learning and deep learning methods for the non-linear variation characteristics of the consumer confidence index. Combining five aspects of consumer confidence including macroeconomic environment, commodity supply, household financial situation, employment situation, and financial environment, we built a keyword phrase database of web search data. Then, we constructed various machine learning and deep learning prediction models to conduct prediction research on the consumer confidence index. The following conclusions and insights were obtained.



First, the consumer confidence index is a key indicator of consumer confidence, which can provide a relatively comprehensive picture of consumers’ comprehensive judgment of the current and future economic situation and development. The results of this study show that consumers could use Internet searches to understand the macro and microeconomic status, commodity supply and demand, and price trends. The online information could affect their own consumption decisions and expectations. Therefore, we can use web search data to predict the relevant characteristics of consumer confidence.



Secondly, the BP neural network and the convolutional neural network models constructed in this paper can grasp the dynamics of consumer confidence in a more comprehensive and timely manner. These two models are more effective in predicting the confidence index than the traditional machine learning models of support vector regression, fandom forest, and the ELMAN neural network. Their error indicators, MAE and RMSE, are generally smaller than those of other models, which can help the Chinese government to make predictions on the consumer confidence index. It also could provide an effective reference for relevant departments to formulate and implement policy measures.



Again, in order to promote consumption upgrading and achieve high-quality development of Chinese industries, the government needs not only to accelerate the supply-side structural reform, but also to monitor the trend of consumer confidence in the economy and the market promptly. It also needs to understand and channel the factors that reduce consumer confidence. This paper is based on big data network search technology, and the BP neural network and the convolutional neural network models are constructed by machine learning, which incorporate several macroeconomic indicators. The BP neural network and the convolutional neural network models constructed by machine learning are incorporated into the model to enhance the prediction of consumer confidence trends and other macroeconomic indicators.



Finally, the BP neural network and the convolutional neural network models constructed in this paper can provide practical experience for the prediction of other macroeconomic indicators. Based on the same principles and forecasting methods, the model can also be extended to other macro-indicator-related forecasting studies. It is also a research direction worth exploring in the future.



Machine learning algorithms can help to better predict the Chinese consumer confidence index, and there are many ways to improve the consumer confidence index. In the future, it is important to promote market consumption and confidence based on the prediction of the consumer confidence index based on machine learning models to improve consumption policies and promote national prosperity.
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Figure 1. Consumer confidence index for 448 periods. 






Figure 1. Consumer confidence index for 448 periods.
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Table 1. Benchmark keywords related to the consumer confidence index.






Table 1. Benchmark keywords related to the consumer confidence index.





	Macroeconomic factors
	Taxes, Prices, Investment [21], Economic Growth [22], Economic Situation [23], Money Supply, Monetary Policy, Inflation [24], Macroeconomic Control, Employment [25], International Trade [26], International Settlement, National Economy [27], Expenditure [18], Industrial Value Added, Import and Export [28], Economy [23], US Dollar



	Family financial situation
	Population, Income [29], Quality of Life [30], Retirement [31], Family Economic Status [32], Commercial Housing [33], Utility Bills, Rent, Social Security [34], Medical Care, Savings, Deposit Rates, Housing Prices



	Commodity supply [35]
	Car [36], Air Conditioner Price, Food Price, Washing Machine Price, Pork Price, Decoration Material Price, Refrigerator Prices, Peanut Oil Prices, Cosmetics, Oil Prices [37], Vegetable Prices, Gasoline Prices [37], Travel, Tourist Attractions, Smart TV Prices, Liquid Petroleum Gas Prices [37], Culture



	Financial environment
	Interest Rate Cut [38], Financial Markets [39], Financial Investment [40], Financing, Central Bank, Interest Rate [38], Stock market [41], RMB Exchange Rate [42], Bank of China, Foreign Exchange Rate Rrid, Stocks



	Employment situation
	Unemployment Rate [43], Employment Situation [25], Employment Rate [25], Age
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Table 2. Correlation analysis of independent and dependent variables.






Table 2. Correlation analysis of independent and dependent variables.





	Variables
	Correlation Coefficient
	Variables
	Correlation Coefficient





	House price
	0.3500
	Car
	−0.4535



	National economy
	0.4093
	Gasoline price
	0.3345



	Macro-control
	−0.4440
	Population
	0.3537



	Peanut oil price
	−0.3061
	Unemployment rate
	0.3087



	Cosmetics
	−0.3820
	Inflation
	0.3520



	House price
	−0.3500
	Washing machine price
	−0.3246



	Air conditioner price
	−0.3817
	Oil price
	0.4585



	Tourism
	−0.3952
	Smart TV price
	−0.3441



	Tourist attractions
	−0.3159
	Age
	0.4772
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Table 3. Correlation analysis of independent and dependent variables.






Table 3. Correlation analysis of independent and dependent variables.





	CCI
	Coefficient
	Std. Err
	t
	p > |t|





	House price
	−0.0003103
	0.0000488
	−6.36
	0.000



	Peanut oil price
	−0.0035622
	0.0012912
	−2.76
	0.006



	Air conditioner price
	0.0015601
	0.0002707
	−5.76
	0.000



	Tourism
	0.000177
	0.0000492
	3.60
	0.000



	Automobile
	−0.0000403
	0.0000121
	−3.34
	0.001



	Population
	0.0011956
	0.0003957
	3.02
	0.003



	Inflation
	0.0003821
	0.0001415
	2.70
	0.007



	Oil price
	0.0000423
	0.0000559
	7.57
	0.000



	Cons
	105.3676
	0.5075212
	207.61
	0.000
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Table 4. Comparison of true values and predicted values from different models. The second column is the true value and the next six columns are the predicted values from each model.






Table 4. Comparison of true values and predicted values from different models. The second column is the true value and the next six columns are the predicted values from each model.





	DATE
	TRUE
	BPNN
	RFR
	SVR
	ELMAN
	ELM
	CNN





	August 2021
	108.309
	108.394165
	107.8359
	107.2346738
	106.218712
	106.74613
	107.572832



	September 2021
	108.9626
	108.605077
	108.2389
	107.7928709
	106.6612107
	106.94792
	108.130195



	October 2021
	109.4258
	109.454897
	109.2639
	108.7083261
	106.9071076
	107.92557
	109.395235



	November 2021
	109.7463
	109.03774
	109.3563
	108.3975876
	106.8571451
	107.96292
	109.009328



	December 2021
	109.815
	109.942503
	109.4511
	108.545021
	106.6652814
	107.60155
	109.68998



	January 2022
	109.6322
	108.729639
	108.1444
	107.6673171
	106.8873609
	107.64436
	108.533012



	February 2022
	109.2735
	109.065115
	108.8455
	108.9324908
	110.2593407
	108.99475
	109.12965



	Match 2022
	108.8485
	108.800697
	108.8
	108.7563591
	108.4962227
	109.13962
	108.8893175



	April 2022
	108.3104
	108.716093
	108.2861
	108.589573
	107.5439924
	108.25041
	108.450708



	May 2022
	107.7686
	107.58529
	107.5692
	107.6994682
	108.3479212
	108.35107
	107.6327675



	June 2022
	107.3337
	107.616705
	107.2682
	107.5320267
	108.0668133
	108.38024
	107.497395



	July 2022
	107.1
	107.831361
	107.3091
	107.5510443
	109.1909602
	109.7658
	107.27576
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Table 5. Error values predicted by different methods. The error value is the difference between the predicted value and the true value.
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	ERROR BP
	ERROR RFR
	ERROR SVR
	ERROR ELMAN
	ERROR ELM
	ERROR CNN





	0.085212163
	−0.4731
	−1.07428
	−2.09024
	−1.56282
	−0.73612



	−0.35756486
	−0.72379
	−1.16977
	−2.30143
	−2.01472
	−0.83245



	0.029133199
	−0.16185
	−0.71744
	−2.51866
	−1.50019
	−0.03053



	−0.70855535
	−0.39003
	−1.34871
	−2.88915
	−1.78338
	−0.73697



	0.127486923
	−0.3639
	−1.27
	−3.14974
	−2.21347
	−0.12504



	−0.90252581
	−1.48776
	−1.96485
	−2.7448
	−1.98781
	−1.09915



	−0.20841109
	−0.42806
	−0.34104
	0.985814
	−0.27877
	−0.14388



	−0.04779769
	−0.04852
	−0.09214
	−0.35227
	0.291121
	0.040823



	0.405707295
	−0.02432
	0.279187
	−0.76639
	−0.05998
	0.140322



	−0.18330337
	−0.19939
	−0.06913
	0.579328
	0.582477
	−0.13583



	0.282965945
	−0.06551
	0.198287
	0.733074
	1.046502
	0.163656



	0.731360881
	0.209056
	0.451044
	2.09096
	2.665804
	0.17576
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Table 6. Model accuracy comparison.






Table 6. Model accuracy comparison.














	
	BP
	RFR
	SVR
	ELMAN
	ELM
	CNN





	MAE
	0.339169
	0.381273
	0.747988
	1.766822
	1.332254
	0.363376



	RMSE
	0.193975
	0.295483
	0.89833
	4.061642
	2.457531
	0.26007
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