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Abstract

:

It is important to classify academic papers in a fine-grained manner to uncover deeper implicit themes and semantics in papers for better semantic retrieval, paper recommendation, research trend prediction, topic analysis, and a series of other functions. Based on the ontology of the climate change domain, this study used an unsupervised approach to combine two methods, syntactic structure and semantic modeling, to build a framework of subject-indexing techniques for academic papers in the climate change domain. The framework automatically indexes a set of conceptual terms as research topics from the domain ontology by inputting the titles, abstracts and keywords of the papers using natural language processing techniques such as syntactic dependencies, text similarity calculation, pre-trained language models, semantic similarity calculation, and weighting factors such as word frequency statistics and graph path calculation. Finally, we evaluated the proposed method using the gold standard of manually annotated articles and demonstrated significant improvements over the other five alternative methods in terms of precision, recall and F1-score. Overall, the method proposed in this study is able to identify the research topics of academic papers more accurately, and also provides useful references for the application of domain ontologies and unsupervised data annotation.
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1. Introduction


In recent years, with the rapid growth in the number of academic studies and the continuous refinement of scientific research fields, higher requirements have been proposed for the accuracy of automatic subject indexing of scientific and technological literature [1,2]. Automatic indexing of literature topics is an effective means of organizing digital resources. Indexing quality directly affects the quality and utilization of digital resources. This is also a key problem to be solved in knowledge-based services. It has important research significance and comparatively high practical value [3,4].



Fine-grained indexing of academic resources by means of research themes offers numerous benefits, including the enrichment of academic resource metadata, increased accuracy of semantic retrieval, and more precise content recommendations. For the general public, fine-grained theme indexing allows for a quicker comprehension of a paper’s content and a clearer understanding of its key information, facilitating its evaluation and comprehension. For researchers, this type of indexing facilitates the speedy extraction of crucial information from a paper, improves the evaluation of its quality, and enhances the efficiency of research work. It also helps researchers easily reference relevant information in the course of their research, thereby improving the readability and credibility of the research paper. Most scholars use the topic detection method. Blei et al. (2003) developed the latent Dirichlet distribution algorithm, which can identify topics hidden in text from a large amount of unstructured text [5]. LDA topic modeling technology has been widely used in research topic extraction, research trend analysis, text classification and other tasks [6,7,8]. However, LDA tends to produce noisier and difficult-to-interpret results, and its parameter specification setting is also a significant problem. Other state-of-the-art approaches either classify papers in a top-down fashion, taking advantage of pre-existent categories from domain vocabularies, such as Medical Subject Headings (MeSH), and Library of Congress Subject Headings (LCSH) [9,10]. The advantage of this method is that it relies on a set of artificially predefined research subject vocabularies and then uses trained machine learning classifiers to transform the labels of the nearest neighbors into predicted terms. Note that the machine learning approach relies on a large amount of labeled data to predict new abstracts.



To address the limitations, this study proposes a method for fine-grained topic classification of academic papers combined with a climate change ontology. Ontology is an ideal choice for network information organization and retrieval. The purpose of information organization is to facilitate information retrieval and utilization. The introduction of ontology can promote the transformation from information organization to knowledge organization. Information organization can better provide people with information retrieval and utilization services. “A Handbook of Climate Change Domain Ontology” is a large-scale and fine-grained research domain ontology which systematically organizes the knowledge system and domain terminology in the climate change domain, including 2028 research topics and 2386 semantic relationships after our supplement [11]. On this basis, we processed it electronically to form a climate change ontology (CCO) that can be easily annotated and utilized.



In this paper, subject indexing of academic papers in the field of climate change using CCO is a new approach. Since the CCO is not yet routinely used by researchers, it is not possible to adopt supervised machine learning algorithms that would require a good number of examples for all the relevant categories. For this reason, we focus instead on unsupervised solutions.



The present study takes the title, abstract and keywords of CCO and academic papers as input, and returns the concept words extracted from the CCO as the research topic of the paper through three steps of word similarity calculation, semantic similarity calculation and ranking model calculation. Finally, we evaluate the results produced by our algorithm on human-annotated research papers and demonstrate a significant improvement over alternative methods.



The major contributions of this paper are as follows:




	
Create an ontology in the field of climate change. We manually digitized and formatted “A Handbook of Climate Change Domain Ontology”, and supplemented its different levels according to emerging research directions, climate change assessment reports, and online public datasets in recent years.



	
Construct a dataset of academic papers in the field of climate change. We collected 306,211 pieces of data from WOS, and formed a standard climate change field database after data cleaning, filtering and sorting.



	
A set of algorithmic process frameworks is proposed, which uses the CCO to label academic papers with fine-grained topics in the climate change dataset, and the results are verified.









2. Literature Review


2.1. Automatic Subject Indexing


Topic modeling is a type of statistical approach for discovering topics that occur in a collection of documents. One of the most acclaimed approaches is the latent Dirichlet analysis developed by Blei et al. (2003) [5]. This technique can be used as an unsupervised model for extracting underlying or hidden topics from large amounts of unstructured text. Since its introduction, LDA topic modeling techniques have been widely used in many fields such as software engineering, political science, medicine, and language science [12]. Jacobi et al. (2016) propose the use of LDA topic modeling for the quantitative analysis of a large amount of journalistic texts [13]. Fang et al. (2018) use LDA models to identify research themes and trend evolution from a large number of research abstracts [6]. Qiang et al. (2022) proposed a short textual topic modeling technique to analyze short texts using a Dirichlet polynomial mixture-based approach [14]. Other approaches that fall within the topic modeling category are the latent semantic analysis (LSA) and the probabilistic latent semantic analysis (pLSA) [15,16]. The advantage of these methods is that no training data is required using an unsupervised approach. However, the resulting topics usually require validation by domain experts and contain a large amount of noise. As a result, the number of topics is small and the classification is not fine-grained enough.



The second category of approaches aims to develop a multi-classification model in which each class deals with a research topic. Mai et al. (2018) propose a method for topic classification based on deep learning techniques and apply it to large-scale datasets in the fields of medicine (PubMed) and economics (EconBiz) [9]. Wartena and Franke-Maier (2018) studied the possibility of assigning LCSH automatically by training classifiers for terms used frequently in a large collection of abstracts of the literature on hand and by extracting headings from those abstracts by combining both methods [17]. Kazi et al. (2021) use web-scraping techniques to extract keywords from article sets in the Literature Analysis and Metrics Portal, and map these keywords to biologically relevant LCSH names to develop a gold standard dataset that demonstrates the feasibility of this approach for predicting LCSH of scholarly articles [10].



Another approach to literature classification uses citation networks, most of which are based on the principle of clustering scientific literature through co-citation analysis. Boyack and Klavans (2014) used co-citation technology to create an article-level scientific model and map to address planning-related problems such as the identification of emerging topics and determining which areas of science and technology are innovative and which are simply persisting [18]. Shiau et al. (2017) used the methods of co-citation analysis and cluster analysis to analyze the literature on social network-related topics published between January 1996 and December 2014, and verified seven factors about social networks [19]. Hou et al. (2018) analyzed emerging trends and new developments that emerged from 7574 articles published in 10 IS journals between 2009 and 2016 using a document co-citation approach [20]. The main drawback of the citation-based approach is that only one topic can be assigned to each document, and the documents are rarely monolithic.




2.2. Climate Change Ontology


Domain ontology can establish the knowledge structure of a specific field, make information knowledgeable and practical, and finally provide accurate and reliable knowledge and information for researchers, decision makers and general audiences. Climate change is a complex phenomenon, and it is impossible to fully define it using a standard or a single ontology, which needs to be formulated using multiple methods from different disciplines [21]. Over the years, researchers have developed ontologies covering different aspects of climate change. Chang et al. (2005) proposed a climate change seed ontology that uses data mining techniques to extend and refine the ontology system semi-automatically [22]. Kontopoulos et al. (2018) provide a more comprehensive lightweight ontology that focuses on climate crisis management and provides decision support [23]. Pileggi and Lamia (2020) developed a knowledge base of climate-change-related facts organized chronologically using their CCTL ontology [24]. Fonou et al. (2021) built a knowledge-based ontology for the Climate Smart Agriculture domain with a logic-based ontology representation [25].



In addition, Brugger and Crimmins (2013) use ontology to model the relationship between climate change adaptation and everyday life, particularly in a rural setting in the southwestern United States [26]. Kontopoulos et al. (2016) developed an ontology-based decision support tool to facilitate the use of domestic solar water-heating systems in buildings [27]. Bonacin et al. (2016) used ontologies to study the impact of agriculture and climate change on water resources [28]. However, ontologies related to climate change are mostly used in daily life and industry applications, and how to carry out subject indexing on climate change literature is seldom studied.




2.3. The Application of Automatic Subject Indexing in Climate Change Research


In practical applications, topic indexing is similar to topic extraction, text classification and other tasks, and it is to label an article with words or phrases that can express its related research topics. Dahal et al. (2019) used data analysis and text-mining techniques, such as topic modeling and sentiment analysis, on a large dataset of geotagged tweets containing certain keywords related to climate change to compare and contrast the nature of climate change discussions between countries and over time [29]. Li et al. (2020) analyzed bibliometrics, co-word biclustering, and strategy diagrams based on two decades of PubMed data to assess global scientific production, hot spots, and trends regarding climate change and infectious diseases [30]. Zeng (2022) studied the Chinese public’s discussion about climate change on the social media platform Weibo during the last six years through data mining and text analysis [31]. The analyses include volume analysis, keyword extraction, topic modeling, and sentiment analysis. In addition, Coro et al. (2016) used the AquaMaps model to automatically classify the effects of climate change on the distribution of marine species in 2050 [32]. Piaser and Villa (2022) compared machine learning techniques for aquatic vegetation classification using Sentinel-2 data [33].





3. Climate Change Ontology


In this paper, we use CCO for experiments and validation due to the accumulated data and modeling methods in the climate change domain. The ontology from “A Handbook of Climate Change Domain Ontology” is authoritative and provides a sufficient number of topics and hierarchical structure for fine-grained topic representation of academic papers. Future work will involve experiments with data from other domains to test the transferability of our findings.



3.1. Source of Ontology


This study uses the climate change domain ontology from the second edition of “A Handbook of Climate Change Domain Ontology”, edited by Wang Qinglin and Zhang Jiutian and published by the Beijing Institute of Technology Press. The book is based on the IPCC research report and other authoritative sources, and uses open data from the internet, such as encyclopedias, websites, news, and scientific papers, as the corpus for term and relationship analysis [11]. The handbook contains 1907 climate change-related terms, including superordinate, subordinate, antonym, and correlative terms, organized in a tree structure. The root node is “climate change,” which is divided into five categories: the physical science basis; impact, adaptation and vulnerability; mitigation of climate change; negotiations on climate change; capacity building.



To facilitate data transfer and computation in later experiments, we processed the book to create two versions of formatted CCO data in both Chinese and English, comparing the Chinese and English domain knowledge structures. We used the ontology editing and knowledge acquisition software Protégé 5.2.0 for storage and visualization of the ontology [34]. Protégé uses the OWL language for semantic description, which is user-friendly and supports efficient conceptual reasoning. The OWL format is also easily convertible to other formats [35,36]. Figure 1 shows a partial structure of the CCO stored in Protégé.




3.2. Ontology Extension


Since the publication of the second edition of “A Handbook of Climate Change Domain Ontology” in 2015, new conceptual terms have emerged in the field of climate change. Additionally, some related work has been carried out in the field of climate change in early stages, such as “Climate Change Scientific Data Knowledge Integration and Sharing Platform” (http://dakcc.llas.ac.cn, accessed on 13 July 2022), “Integrated Service Portal in Climate Change Domain” (http://gcip.llas.ac.cn, accessed on 20 August 2022), “Climate Change Disaster Management and Service System” (http://gcip.llas.ac.cn/disaster, accessed on 15 July 2022), and “Encyclopedia-based Knowledge Map of Climate Change”. A significant amount of public news data, policy data, and scientific data from the field of climate change was accumulated. However, some domain terms that do not exist in the books were also selected for supplementation, e.g., carbon peaking, ecological anxiety, climate refugees, net zero emissions, net negative emissions, hurricanes, tornadoes, and avalanches. To address this, we have added 21 new terms from the 2021 IPCC report (https://www.ipcc.ch/report/ar6/wg3/downloads/report/IPCC_AR6_WGIII_Full_Report.pdf, accessed on 25 May 2022), 36 terms from the public dataset in OpenKG (http://openkg.cn/, accessed on 4 May 2022), and 64 terms from our self-built database to the ontology, resulting in a total of 2028 conceptual terms. This updated ontology provides a more accurate semantic representation of the recent academic papers in the field of climate change [37].





4. Ontology-Based Automatic Indexing of Topics


Ontology indexing is a technique that allows the mapping of conceptual terms in an ontology to academic resources, such as academic papers. In the case of academic papers, the title, abstract, and keywords are usually used as the input, whereas a set of related conceptual terms are extracted from the ontology as the output. As the CCO covers thousands of research topics, there may be further updates and extensions in future. If a supervised machine learning algorithm is used, it would require a large amount of data annotation, which is labor-intensive and costly. Each time a new topic is added, it is necessary to re-label the data and train the model. Therefore, in this study, we propose an unsupervised approach, which only needs pretrained word embeddings and does not need to annotate the corpus in advance to automate the entire indexing process. When there are updates and expansions to the ontology, retraining the model and modifying the algorithm is not required. As the processes of automatic indexing of Chinese and English ontologies in this experiment were similar, we only described the automatic indexing of the English ontology. The entire indexing process includes three modules: structural module, semantic module, and selection module. The algorithm flow framework is shown in Figure 2.



To illustrate the algorithm flow, we use the study conducted by Huq (2011) as example data [38].



4.1. Structural Module


Words or phrases similar to ontology concepts are extracted from the paper and their similarity to the ontology is calculated to obtain a tailored set of ontology concepts for the paper.



4.1.1. Data Preprocessing


The text is preprocessed to keep relevant words/phrases only. Syntactic dependencies are identified and organized in a syntax tree with the root node (often an irrelevant verb) removed. Stop words are then removed, and the text is divided into phrases using stop words as separators.




4.1.2. Text Similarity Calculation


The obtained lists may include words/phrases or short sentences. An n-gram language model is used to compute their similarity to the ontology concepts (unigrams, bigrams, trigrams) [39]. Levenshtein distance, which is used to compute the minimum number of editing operations between two strings to convert from one to the other, also known as the edit distance, was chosen as the similarity algorithm [40]. Based on actual tests, the similarity threshold was set to 0.92. When the calculation result is greater than or equal to 0.92, it is considered to be similar to the current ontology concept term, and this ontology concept term is used as a topic candidate for the structure module.



The structure module generates candidate topic phrases: ”Adaptation”, “Climate Risk”, “Vulnerability”, “Economic Development Model”, “Infrastructure”, “Investment”.



We observed many instances of the same topic appearing at different levels in the ontology. As shown in Figure 3, “Infrastructure” is a hyponym of “Rural Areas” and “Networked infrastructure, including transportation, energy, water, and sanitation”. The structural module can only determine the similarity between phrases based on syntactic structure and cannot verify their hierarchy. Therefore, if there is a word with multiple topics, the results of the structure module need to be further verified with the semantic module.





4.2. Semantic Module


The paper’s content is analyzed for terms similar to those in the ontology, and their semantic similarity is calculated. This results in a selected set of ontology conceptual terms as topics for the paper.



4.2.1. Concept Extraction


The preprocessed text is filtered to create a list of candidate words. Based on statistical analysis, the conceptual terms in the ontology typically consist of combinations of nouns, adjectives and nouns, verbs and nouns, and some combinations with conjunctions and punctuation. To filter out irrelevant words, the parts of speech in the preprocessed text are annotated and only words or phrases that conform to the rule are kept to form a set of candidate phrases [41].




4.2.2. Pretraining Model


	
The goal of utilizing a pre-trained language model is to transform text into vector representations for semantic similarity calculation. We chose two models, Word2vec and Phrase-Bert, and fine-tuned them for better performance [42,43].






Word2Vec was selected as the first method for the experiment due to its low dependence on system hardware and fast training and prediction speeds. The training data was collected from 306,211 climate-change-related academic papers published by WOS between 2005 and 2021, using keywords as the retrieval method. After removing duplicates and articles without abstracts, 293,205 data points were used to train the Word2Vec model. Both paper titles and abstracts were used as training data since there were no restrictions on text length for pretraining the model. The algorithm and parameters used are listed in Table 1.



	
Phrase–BERT






The experiment also tested the BERT pretraining model, which is currently the most effective tool. However, the native BERT model struggles to represent the semantics of phrases accurately. Thus, the Phrase–BERT model, a BERT variant with better phrase semantic representation, was used. The Phrase–BERT pretrained model provided in the study is the result of pretraining on a general corpus, which performs averagely when applied to a specific domain. Using the principle of continuous training, the abovementioned 293,205 academic papers in the English climate change domain were introduced to improve it. The model was trained using only the abstracts of these papers, as they contain a lot of information about the paper’s topic and the model’s maximum sentence length is 512 words. Based on our statistics, as shown in Figure 4, 99.6% of the training data met this length requirement and the rest was truncated [44]. The model was trained on a Linux (Ubuntu 20.04.4) server with two NVIDIA TITAN RTX 24GB GPUs connected by NVLink and took 8.1 h [45]. The training parameters are listed in Table 2.



The continuous training process transformed the generic Phrase–BERT model into the Climate Change Phrase–BERT (CC–Phrase–BERT), which has better representation of phrase diversity and enhanced semantic understanding of phrases in the climate change domain. Further optimization of the pretrained model can improve model predictions, as reported by Sun et al. (2019) [46].



Table 3 shows the performance of the Word2Vec model, Phrase–BERT model, and CC–Phrase–BERT model in calculating phrase similarity.



The CC–Phrase–BERT model surpasses the other two models and delivers the desired results in the experiments. It outperforms expectations, as seen in Table 3. CC–Phrase–BERT is able to identify not just synonymous phrases, but also implicit and disciplinary correlations between some phrases, with just a few relevant words. However, the similarity threshold needs to be raised when using the CC–Phrase–BERT model, as only article-related words are needed in this study.




4.2.3. Semantic Similarity Calculation


The CC–Phrase–BERT model is utilized for vectorizing the semantic representation of each phrase in the set of extracted phrases and ontology concept terms. The cosine similarity algorithm is then applied to calculate the similarity between the two phrases. After manual validation, the algorithm sets the threshold value to 0.95, and if the result is greater than or equal to 0.95, it is considered similar to the current ontology’s concept term and included in the final set of topic candidates. In case there are multiple topics for the same phrase, the similarity between the hypernym and the candidate set is re-calculated, and the final determination of the topic is based on the highest similarity. The candidate topics for the sample papers, calculated by the semantic module, include “Climate Risk”, “Economics of adaptation”, “Addressing Climate Change”, “Impact and vulnerability”, “Adaptation decision”, “Infrastructure”, “industrialization development”, “Urbanization challenges and opportunities for climate change mitigation”, “Mitigation and adaptation, sustainable development”, “Climate Policy”, “Economic Development Model”, “Natural Calamities”.





4.3. Topic Ranking


Aggregating the results derived from the structural and semantic modules often yields a large number of topics, but some of these topics may be only marginally relevant to the article, or not precise to the most accurate topic hierarchy. Therefore, in this study, we construct several filtering strategies using weighting formulas to calculate and rank the weight of each ontology concept term as a topic of the paper. The filtering strategies are as follows:




	
If a topic is directly mentioned in the text, its weight is set to 1;



	
If a topic is identified multiple times, its weight is set to the probability of the word plus 0.1n, where n is the number of times identified;



	
If a topic is identified by both the structural module and the semantic module, its weight is set to 1;



	
The path calculation is performed according to the hierarchical structure of the ontology, and topics that are farther apart or have the longest paths tend to be less relevant. Therefore, the path calculation and weighting are performed on all topic words in pairs, and its weight is set to its reciprocal; the farther the topic is, the lower the weight.








After calculating and sorting according to the above rules, the topic collection obtained using the sample data is “Mitigation and adaptation, sustainable development”, “Climate Policy”, “Climate Risk”, “Impact and vulnerability”, “Adaptation decision”, “Economic Development Model”.





5. Experimental Verification and Analysis


5.1. Creation of the Gold Standard


Since there is no dataset that uses CCO to label the literature, we invited nine experts in the field of climate change to manually annotate 150 papers according to the topics in CCO, thus establishing a gold standard. From the climate change dataset we constructed, we selected 150 papers published in 15 fields including mitigation and adaptation, sectoral reduction, international agreements, and extreme weather. Each article is annotated by three different experts, that is to say, nine experts equally labelled fifty times. If a topic is considered relevant by at least two experts, it is added to the gold standard.




In order to simplify the process of data labeling, we use doccano (https://github.com/doccano/doccano, accessed on 10 August 2022) to support domain experts. Doccano is an open source text annotation tool for humans. It provides annotation features for text classification, sequence labeling and sequence-to-sequence tasks. We organized the papers and CCO in Doccano and loaded the processed data into the tool. Doccano displays each paper’s title, abstract, keywords and suggested tags to the annotators. Each paper is tagged with three–eight topics based on expert judgment, and experts can also add missing CCO topics to the tags if needed.






5.2. Experimental Setup


We evaluate the method proposed in this study against five common alternative methods for the task of annotating papers in the gold standard according to the topics in CCO. The results of the experiment are shown in Table 4. All experiments were implemented using Python 3.8.



The TF-IDF algorithm is a classic text keyword extraction algorithm. The TF-IDF score is calculated for each paper, and a set of sorted word lists is returned. Among them, the IDF is calculated on a dataset of 290,000 climate change domains we constructed.



During the process of training the LDA model, setting the number of topics will directly affect the recognition effect of the model. Therefore, we trained two versions of LDA on the same corpus, with the difference being that they have different number of topics. LDA-50 is trained on 50 topics, while LDA-100 is trained on 100 topics. Then, the two models were tested in practice and compared with the gold standard to determine the optimal threshold for selecting the number of topics for LDA and the number of words for the prediction result.



Word2vec is the method introduced in Section 4.2.2, which provides a vector with a fixed representation for each word, with the aim of establishing semantic relations between words. Similar to the method using CC–Phrase–Bert, the retrained Word2vec model is used to vectorize the predicted text and CCO, respectively, and the concept phrases similar to the window embeddings are then calculated through the cosine similarity algorithm. TF-IDF, LDA and Word2vec were implemented using Gensim and can be installed from PyPI (https://pypi.org/, accessed on 11 September 2022) using the following command: pip install gensim.



Bertopic is a deep learning topic modeling technique that combines bert embeddings and c-TF-IDF. The advantage of Bertopic is that it uses a pre-trained transformer-based language model to generate document embeddings with contextual semantic relations [47]. Bertopic can be installed using the command: pip install bertopic.



Finally, CCO-A is the default implementation of the CCO annotator presented in this paper.



Since the results returned by TF-IDF, LDA and Bertopic use the vocabulary from the paper, it is necessary to map these vocabularies to the CCO. Calculate the Levenshtein similarity between the returned result and the CCO subject, and the CCO subject with a calculated score higher than 0.75 is the subject of the paper. Levenshtein can be installed using the command: pip install python-Levenshtein.



We assessed the performance of these six approaches by means of precision, recall and f-score (F1). When indexing a given paper’s  p  subject, the value of precision   p r ( p )   and recall   r e ( p )   are computed as shown in Equation (1):


   p r ( p ) =     M ( p ) ∩ N ( p )       M ( p )         r e ( p ) =     M ( p ) ∩ N ( p )       N ( p )       



(1)




where  M  identifies the topic returned by automatic indexing using the algorithmic model, and  N  is the gold standard obtained for that paper. The F1 is the harmonic mean of precision and recall.




5.3. Analysis of Results


As shown in Table 4, CCO-A obtained the highest values regarding precision, recall and F1 score in the subject-indexing task. Among all the models, it produced the best results. The methods based on TF-IDF and LDA perform poorly. Although higher precision can be obtained by increasing the Levenshtein similarity threshold for term to CCO topic mapping, the recall rate will also be reduced. Analysis of the topics returned by TF-IDF and LDA showed that most of these subject terms were domain-related words but could rarely express the research topic of the paper. In addition, these subject terms contain more generic terms. The results returned by Word2vec indicate that the problem of multiple meanings of words cannot be solved. Most of the results returned by Bertopic do not consider multiple topics in a single document; rather, they only consider the contextual representation of the document, while the subject words are still derived from the document; therefore, there will be a certain redundancy due to the possible high similarity of words in the topic. Despite a minor drop in computational efficiency, CCO-A delivers improved outcomes. This is achieved through its integration of expertise from the climate change domain, which enables it to efficiently condense contextual information in texts, grasp domain-specific language features and semantics, and overcome challenges faced by alternative approaches.





6. Conclusions


At present, the output of scientific research papers on the Internet is growing explosively, and the process of acquiring and analyzing data generates a large amount of interference. It is an important research task to filter out data information that is irrelevant to the topic to the maximum extent and realize the accurate analysis of scientific research trends. In this paper, we build a climate change ontology utilizing the “Climate Change Domain Ontology Handbook”, which is an authoritative and fine-grained ontology in the research field. Moreover, we propose a framework for automatic subject indexing of academic papers using a refined subject vocabulary in the ontology. Under this framework, we create a climate change dataset for model training and integrate NLP techniques such as syntactic dependencies, pre-trained language models, and similarity computation to form an unsupervised method for automatically indexing academic papers based on the ontology. The use of ontologies for topic labeling enhances the metadata of academic papers, making it easier for users and researchers to swiftly filter information and conduct multi-dimensional topic analysis. The study was evaluated using a gold standard of 150 human annotations and achieved improved precision, recall, and F1 scores compared to other algorithms. However, this study also has some limitations. For example, we will continue to study methods such as natural language processing and deep learning to propose better solutions to improve the accuracy and performance of CCO indexing. Second, we only used the field of climate change as the experimental object in this study, and did not test the feasibility in other fields. We plan to extend this research method to other research fields, such as medicine, economics and other fields with mature ontology structures.
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Figure 1. Ontology part structure in the field of climate change. 
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Figure 2. Ontology-based topic automatic indexing method. 
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Figure 3. Same topic at different levels. 






Figure 3. Same topic at different levels.



[image: Sustainability 15 03919 g003]







[image: Sustainability 15 03919 g004 550] 





Figure 4. Paper abstract length. 
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Table 1. Word2vec model training parameters.
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	Method
	Embedding Size
	Window Size
	Min Count Cutoff





	Skipgram
	128
	10
	10
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Table 2. Phrase–Bert model training parameters.
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	Hyperparameter
	CC–Phrase–Bert





	max_seq_length
	512



	learning_rate
	2 × 10−5



	train_batch_size
	64



	num_train_epochs
	3



	eval_batch_size
	64
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Table 3. Model accuracy comparison.
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	Model
	Word2vec
	Phrase–Bert
	CC–Phrase–Bert





	“Natural Disasters” and “Natural Calamities”
	0.5674
	0.7128
	0.9707



	“Drought” and “Water Saving Irrigation”
	0.6433
	0.6278
	0.9207



	“Precipitation” and

“Flood Season Rainfall”
	0.8473
	0.7781
	0.9552



	“climate change projections” and

“Near-term climate change: projections and predictability”
	0.7283
	0.8114
	0.9016
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Table 4. Precision, recall and f-score values of different methods. In bold are the best results.
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	Method
	Description
	Prec.
	Rec.
	F1





	TF-IDF
	TF-IDF
	28.5%
	25.0%
	26.6%



	LDA-50
	LDA with 50 topics
	11.7%
	14.6%
	13.0%



	LDA-100
	LDA with 100 topics
	16.0%
	21.3%
	18.3%



	WORD2VEC
	Word2vec (Section 4.2.2)
	47.5%
	39.5%
	43.1%



	BERTOPIC
	BERTOPIC
	60.1%
	63.2%
	61.6%



	CCO-A
	The CCO Annotator
	74.5%
	76.1%
	75.3%
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