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Abstract

:

Real-time road quality monitoring, involves using technologies to collect data on the conditions of the road, including information on potholes, cracks, and other defects. This information can help to improve safety for drivers and reduce costs associated with road damage. Traditional methods are time-consuming and expensive, leading to limited spatial coverage and delayed responses to road conditions. With the widespread use of smartphones and ubiquitous computing technologies, data can be collected from built-in sensors of mobile phones and in-vehicle video, on a large scale. This has raised the question of how these data can be used for road pothole detection and has significant practical relevance. Current methods either use acceleration sequence classification techniques, or image recognition techniques based on deep learning. However, accelerometer-based detection has limited coverage and is sensitive to the driving speed, while image recognition-based detection is highly affected by ambient light. To address these issues, this study proposes a method that utilizes the fusion of accelerometer data and in-vehicle video data, which is uploaded by the participating users. The preprocessed accelerometer data and intercepted video frames, were then encoded into real-valued vectors, and projected into the public space. A deep learning-based training approach was used to learn from the public space and identify road anomalies. Spatial density-based clustering was implemented in a multi-vehicle scenario, to improve reliability and optimize detection results. The performance of the model is evaluated with confusion matrix-based classification metrics. Real-world vehicle experiments are carried out, and the results demonstrate that the proposed method can improve accuracy by 6% compared to the traditional method. Consequently, the proposed method provides a novel approach for large-scale pavement anomaly detection.
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1. Introduction


Road pothole detection is essential in enhancing the transportation system’s resilience. Different types of road surface damage, such as bumps and potholes, not only affect the driving experience, but also increase the tear and wear of vehicle components, such as tires and suspension systems, thereby increasing the possibility of road accidents [1]. According to the American Society for Civil Engineers (ASCE) 2021 report card on America’s infrastructure, 43% of major roads in the United States are rated as poor. Driving on such roads, costs an additional USD 130 billion a year in vehicle maintenance. Hence, efficient and low-cost detection of road anomalies on a large scale, can improve fuel efficiency and driving safety, and reduce the costs of vehicle and road maintenance.



Many methods have been proposed for detecting road surface anomalies in the past. Existing road detection methods can be broadly divided into five categories: (i) manual detection based on subjective experience [2]; (ii) modeling road profiles using three-dimensional light amplification by stimulated emission of radiation (3D LASER) scanners [3,4,5]; (iii) specialized multifunctional road inspection vehicles [2]; (iv) detection methods based on vehicle vibration information [6,7]; and (v) computer vision-based detection methods [8,9,10,11]. The manual collection method is subjective, inefficient, and impractical, while detection vehicles and 3D scanners are expensive. Furthermore, pavement conditions are slowly changing, with potential cracks developing into potholes. Therefore, it is preferable to achieve real-time detection of road potholes. However, none of these methods is suitable for large-scale, real-time detection. To this end, it is essential to find a cost-effective and sustainable method to detect road anomalies [12].



To meet current pavement maintenance needs, detecting road anomalies with high spatial and temporal coverage has been widely researched. The vibration of the vehicle is the most obvious response to the potholes on the road, and it has been demonstrated that road anomalies can be detected by establishing a relationship between some vibration signatures and road surface characteristics [7,13,14,15]. For example, Andren [15] proposed that a road roughness spectrum could be derived from the vehicle vibration spectral density. Accelerometers are widely used for measuring vehicle vibrations, and can show variations when a vehicle passes over a pothole. The vibration-based method involves studying how to accurately identify abnormal acceleration data segments from a series of acceleration data. With the growing popularity of smartphones and the development of sensing technology, smartphone sensing is becoming increasingly widely used in research [16]. Early methods used various thresholds to filter out abnormal acceleration segments. However, they were susceptible to noise and drift. Machine learning methods have improved the accuracy of road pothole detection, but large-scale, high-frequency detection is still not feasible [17,18,19]. In general, road pothole detection based on acceleration data, may be confused between road potholes and other vertical discontinuities (such as road junctions). Some other studies utilize computer vision technology to detect anomalies, from road images recorded during driving [20,21,22,23,24]. However, the accuracy of this approach is greatly affected by the environment, e.g., brightness. If appropriate associations can be made between visual and acceleration data, the fused information from the two can be used, allowing the two to complement each other and increase the accuracy and scale of detection.



On the other hand, the widespread popularity of smartphones has made it possible for the public to contribute a wealth of perceptual resources regarding the surrounding environment. This has become a major research direction for large-scale pothole detection [25]. A significant number of studies have been carried out using public data, such as route planning and traffic density estimation [25,26,27,28]. With regard to road anomaly detection, it is not unrealistic to assume that drivers and passengers are traveling with their smartphones onboard. This makes it possible to collect vibration data through participating mobile devices. By combining smartphone-measured acceleration data with camera data, road detection can be improved in accuracy and scale. On this basis, crowdsourcing public sensing data through smartphones, allows data collection from many perceptual resources, and thus can improve effective sampling rates. This allows for real-time updates and early detection of road potholes, making it possible to inform road maintenance in time, thus preventing further damage. The low cost and comprehensive coverage of crowdsourced data, also make it a feasible solution to large-scale pavement pothole detection.



To facilitate large-scale and low-cost road pothole detection, this study proposes a road pothole detection system based on crowd-sensing data, which includes multiple mobile clients and data processing servers (see Figure 1). The system first uses the threshold method, to exclude data representing normal road segments. Then, two alternative detection modules can be employed, depending on whether the environment brightness is adequate. Specifically, when in good light conditions, video and acceleration data are fused (module 1). On the other hand, in poor light conditions, only acceleration data are used (module 2). In the first module, video frames and accelerations are encoded into real-valued vectors. The vectors are then projected into a common space. On this basis, pothole detection is carried out by learning from the common space. In the second module, pothole detection is performed using our proposed recognition model based on the long short-term memory (LSTM) algorithm. Finally, the system crowdsourced detection results are generated by different vehicles equipped with smartphones and onboard cameras, to optimize the detection results and realize real-time road detection.



The main contributions of the paper are as follows:




	
A data-driven automatic classification model, based on the LSTM network, is used to realize road pothole detection. The LSTM network is capable of creating a nonlinear relationship between the output of the previous signal and the input of the current signal, thus conveying the information in the time series without information loss.



	
The ordering points to identify the clustering structure (OPTICS) clustering method, is used to improve the accuracy of road anomaly detection. Compared to the well-established k-means algorithm, the OPTICS algorithm does not require a preset number of clusters, and can cluster data with an arbitrary shape of the sample distribution. Compared to the increasingly widely used density-based spatial clustering of applications with noise (DBSCAN) algorithm, OPTICS can accurately detect each cluster in the sample points with different densities, making it more suitable for integrating crowd-sensing results and further improving detection accuracy.



	
A road pothole detection system, involving data fusion between acceleration measurements and video frames, is developed. The data fusion features encoding video and acceleration data into real-valued vectors and then projecting them into a common space, to facilitate further adoption of learning-based approaches.








The organization of this study is as follows: Section 2 reviews the existing research for road pothole detection. A detailed description of the proposed road pothole detection system is given in Section 3. Section 4 describes the procedure of the experiment. Section 5 analyses the results of the experiment. Section 6 summarizes the work of this study.




2. Related Work


Manual detection, lidar detection, and detection based on special equipment vehicles, are inefficient and costly. Current research dedicated to finding large-scale and low-cost road pothole detection methods can be roughly divided into the following two categories: detecting potholes encountered in driving, based on vehicle vibration, and computer vision-based techniques, to identify potholes in images. At the same time, attempts to use crowdsourced public data to achieve large-scale detection, have emerged in research on both of the above-mentioned detection methods.



The detection method based on vehicle vibration, detects vehicle vibrations through sensors, establishes the relationship between vibrations and road surface potholes, and then measures the road surface potholes. The vibration-based road anomaly detection method, involves using an accelerometer to detect vehicle vibrations. When a vehicle passes over a pothole, the accelerometer data will show a significant change. The goal of this method is to identify any abnormal acceleration data from a sequence of acceleration data. With the rapid development of smartphones in recent years, the technology of road detection using the built-in sensors of smartphones has become an important supplement to road pothole detection. Many studies have demonstrated that the built-in accelerometers of mobile phones can be used to detect road anomalies [7,13,15]. Vaiana et al., investigated young drivers’ driving behavior on horizontal curves, by analyzing speed and acceleration data collected via smartphones. They created a centralized database containing the entire spatial information and vehicle GPS data. A behavioral model based on objective safety conditions and subjective safety perceptions, was used to explain the drivers’ adaptation to different road conditions. Gillespie et al. [29] were the first to develop methods for the indirect detection of road anomalies. Botshekan et al. [13] estimated road roughness from the power spectral density (PSD) of acceleration, based on stochastic vibration analysis of a semi-vehicle mechanical model of roughness-induced road-vehicle interaction, and demonstrated that the location of the mobile phone in the vehicle only slightly affects the detection of road roughness. On the basis of using the PSD of acceleration to reflect the road profiles, Daraghmi et al. [7] used blind source separation technology to separate the vehicle model from the measurement of acceleration, so as to reduce the influence of the vehicle model on the detection results. However, the road surface roughness reflects the vertical deviation of the road surface relative to the ideal plane, and the road surface roughness index reflects the overall fluctuation of a section of the road, rather than the specific location of potholes.



The methods of road anomaly detection based on acceleration data, can be divided into the following three methods: threshold-based methods, machine learning-based methods, and the method based on wavelet transform. Eriksson et al. [30] proposed a threshold-based pothole patrol system, in which each experimental vehicle was equipped with an external global positioning system (GPS) and accelerometer. Five thresholds: speed, high-pass, z-peak, xz-ratio, and speed vs. z-ratio, were then used to filter out the non-pothole data. Mednis et al. [18] found that the acceleration in all three axes converges to zero at the moment a vehicle passes over a pothole. Based on this finding, they proposed the G-ZERO algorithm and compared it with three other commonly used threshold-based algorithms, showing that their algorithm could achieve an accuracy rate of 85%. However, this accuracy only indicates that the majority of the potholes identified are correctly identified and does not indicate what proportion of the potholes can be identified from those that actually exist. Li et al. [31] used the root mean square of the z-axis acceleration for each segment of the road, to calculate a proxy for IRI, to measure the roughness of the road segment. Carlos et al. [32] developed a platform for creating road datasets, and contrasted six of the most popular threshold-based heuristics on datasets of road conditions assembled using the platform. The best-performing method was the STDEV (Z) method proposed by Mednis et al. [18], who detected potholes by calculating the standard deviation of accelerometer measurements along the z-axis. In that study, they incorporated the features used by these heuristics into feature extraction, to provide new feature vectors for SVM, and the results were better than STDEV (Z). Although the threshold-based approach is relatively simple to implement, it has the following two disadvantages: it is difficult to remove noise present in the data, from situations such as emergency braking, sharp turns, etc., which cause large fluctuations in the acceleration data; secondly, reliable thresholds have to be obtained based on a large number of experiments, but due to differences in road types, equipment sensor performance, and mechanical properties of vehicles, the thresholds generally need to be adjusted or even retested. The workload is large, and it is difficult to apply to large-scale road surface detection.



Besides finding thresholds directly in the time domain, machine learning is another commonly used approach. At the same time, in order to meet both accuracy and efficiency requirements, smartphones with built-in sensors, such as accelerometers and GPS, are widely used for road condition detection. Kalim et al. [33] extracted a series of statistical features, such as mean, maximum, minimum, etc., from in-vehicle smartphone data. Then, machine learning methods such as support vector machines (SVM), decision trees, and naive Bayes, were used to classify the segmented acceleration samples, to identify road anomalies. Vehicle acceleration is characterized by a stationary random signal, so its frequency-domain features are more stable than its time-domain features. For example, Perttunen et al. [17] used fast Fourier transforms to extract signal features from the frequency domain, and then used support vector machines to detect road anomalies. Basavaraju et al. [19] not only considered the features of the signal in the time and frequency domains, but also extracted the features after wavelet transformation. After that, the extracted feature matrices were input into SVM, a decision tree, and a neural network, respectively, for road anomaly recognition. The proliferation of smartphones has made vehicles for public use, potentially intelligent rovers, that can sense the condition of the entire road network by crowdsourcing onboard smartphone data. Some researchers have attempted to design a crowd-aware system, that can continuously and massively detect changes in road conditions [33,34,35,36]. After identifying road anomalies through machine learning, Kalim et al. [33] identified those potholes reported by more than five different users, as road anomalies. Lima et al. [34] achieved crowdsourcing by setting a series of thresholds to identify road quality, simply averaging the perception results. Li et al. [35] analyzed the acceleration data through continuous wavelet transform, to identify road anomalies and estimate their magnitudes. They then used spatial clustering to cluster multiple vehicle test results according to spatial density, to obtain optimized detection results. However, the crowdsourcing method they adopted is not suitable for the uneven density of the dataset, and because the number of road anomalies detected is inconsistent, the density of each class is also different, so this method is not suitable for crowdsourcing of multi-vehicle results. Vibration-based methods are more economical and convenient than manual and laser-based inspections. However, it is difficult to detect some cracks that are likely to develop into potholes and potholes at intersections. Because the former can hardly cause abnormal vibration of the vehicle, the latter is difficult to detect, because the speed is generally slow when passing by.



With the development of computer vision technology, many researchers have begun to explore methods that rely on image recognition technology, to detect road images taken during vehicle driving. Akagic et al. [22] proposed a vision-based unsupervised method for pothole detection. The method only targets asphalt pavements and extracts asphalt pavement information by analyzing the color space features of red, green, blue (RGB) images, then performs image segmentation, followed by image processing and spectral clustering, to detect potholes on the segmented asphalt pavements. Zhang et al. [23] trained a supervised deep convolutional neural network (CNN) to learn discriminative features directly from their images, enabling the classification of road surface images captured by mobile phones. Similarly, Fan et al. [37] used CNN to determine whether there were cracks in the pavement image, and then used an adaptive threshold method to extract cracks from the pavement image, smoothed by bilateral filtering for images with cracks. Liu et al. [20] proposed the YOLOv3-FDL model with four scale detection layers (FDL), achieving the detection of hidden pavement cracks from B-scan and C-scan views of ground penetrating radar images with different features. The model employs the efficient intersection over union loss function for bounding box regression, and the k-means++ clustering algorithm to create new anchor sizes assigned to the four scale detection layers, further enhancing the detection performance. Ruan et al. [21] proposed a method for the detection of negative obstacles on mining roads. The method used a Yolov4 network with a RepVGG backbone and a channel attention mechanism for feature extraction, and a non-maximum suppression algorithm for post-processing. The proposed method achieved a 96.35% detection rate for negative obstacles on mining roads, demonstrating its effectiveness in identifying road anomalies in the complex context of open pit mines. Salaudeen et al. [24] proposed a two-part system that used an enhanced super-resolution generative adversarial network to improve image quality, and two object detection networks, YOLOv5 and EfficientDet, to detect potholes in the images. Experiments show that the method proposed in this paper outperforms state-of-the-art methods for pothole detection on a variety of datasets. Wang et al. [10] improved the accuracy of measuring potholes on pavement surfaces using the YOLOv3 model. They used color adjustment and data augmentation to enhance images, and optimized the YOLOv3 model by using a residual network and complete IoU loss, and modified the anchor sizes using the k-means++ algorithm. The proposed model had an accuracy of 89.3% and an F1 score of 86.5%. Zhang et al. [11] described a multi-level attention mechanism, called multi-level attention block, to strengthen the utilization of essential features by the YOLOv3.



Computer vision-based detection methods are not sensitive to speed, and can identify cracks and potholes at intersections that are less likely to cause vehicle vibration. However, they are greatly affected by the environment and light. It is difficult to detect a pothole in the field of vision through pictures or videos in a dim environment. It can be observed that the vibration-based method and the computer vision-based method have complementary advantages. The vibration-based method is limited by the contact position between the tire and the road surface; driving through a road, intelligently detects a limited area of the road surface. At the same time, the detection results are greatly affected by the speed, and it is challenging to realize the detection in the low-speed position, such as intersections and turns. However, it has the advantage of not being affected by the light environment. However, the detection range based on computer vision is the entire visual field of the moving vehicle, and the detection results are also not affected by the speed of the vehicle. Chen et al. [14] proposed a reflectometry method, to realize real-time potholes observation, with vibration signals analysis and spatio-temporal trajectory fusion. Akshatha et al. [38] used a cloud-based collaborative approach, to fuse the results of acceleration-based detection and vision-data-based detection. So we propose a method to identify potholes by fusing acceleration data with video data, inspired by the work of Dong et al. [39].




3. Methodology


In this study, a multi-sensor information fusion system is proposed, to detect road potholes by using machine learning. In this system, data is collected from the built-in accelerometer and GPS of the smartphones, through a dedicated mobile app developed by us, and video recordings of road conditions are acquired through the camera. The whole system mainly includes two levels of data fusion. One level is the fusion of data from a single vehicle’s built-in sensors of smartphone and in-vehicle cameras. Another level is multi-vehicle data fusion. In environments with clear weather and good illumination, the single-vehicle road detection is completed by the module based on the acceleration sensor and video data fusion, while on cloudy and rainy days, and nights with low visibility, it is performed by the recognition module based on acceleration sensors. After that, the results are optimized by clustering the crowd-sensing data.



3.1. Data Collection


An Android app was developed, using React Native, to collect real-time acceleration, GPS, and timestamp data from smartphones. The smartphone could be placed in a position such as a phone stand or cup holder when collecting the data. The accelerometer was sampled at 100 Hz, and the GPS was sampled at 1 Hz. Onboard video was recorded by a dashcam or an onboard camera. Figure 2 shows the user interface of the application, containing a dynamic chart showing the triaxial acceleration and GPS at the corresponding position. The application organized the current three-axis acceleration, timestamp, longitude, and latitude into JSON format, and uploaded it to the remote database in real-time. A live database, provided by Firebase, was used, and the ID of each phone was used as the key, so that the data of different phones could be stored separately. In-car video was recorded by a phone or an onboard camera, and then stored with data from the phone in the same car.




3.2. Data Preprocessing


3.2.1. Resampling


Although the sampling frequency for the mobile phone accelerometer was set to 50 Hz, the actual sampling frequency fluctuated within the range of 40 to 50 Hz. This resulted in inconsistent time intervals between sample points, and one problem with this, was that it was impossible to perform fast Fourier transforms on such time series. Therefore, in order to extract features from the frequency domain using the fast Fourier transform, the acceleration data was resampled using interpolation at 50 Hz. The SciPy library in Python provides functions that can resample acceleration data. As shown in the left-plot in Figure 3, a one-dimensional B-spline curve was first fitted with the original discrete data points. This was then uniformly sampled from the fitted 1D curve at a frequency of 50 Hz, as shown in the right-hand plot in Figure 3.




3.2.2. Accelerometer Reorientation


The built-in accelerometer of the mobile phone, could measure the change in velocity, i.e., the value of acceleration, along the three axes. These axes were based on the coordinate system of the phone itself, with the center of the phone as the origin. However, road potholes directly caused the vibration of the vehicle, which in turn caused the vibration of the mobile phone. It was difficult to place the smartphones in such a way that the coordinate system of the smartphone coincided exactly with the coordinate system of the vehicle. In addition, this direction might change over time, as the phone moved. On the other hand, the vehicle has a change in acceleration in the horizontal direction due to regular acceleration and deceleration. To avoid this change being mistaken for a road anomaly, the smartphone axis should be aligned with the vehicle axis.



This coordinate transformation can be achieved by means of Euler angles [40]. Starting with a known standard orientation, any orientation can be achieved by combining three element rotations. The transformation equation for coordinating transformation is shown in Equations (1) and (2).


       a  x  ″       a  y  ″       a  z  ″      =      Z ( γ )     Y ( β )     X ( α )           a x       a y       a z       



(1)






       a  x  ″       a  y  ″       a  z  ″      =      cos γ     − sin γ    0      sin γ     cos γ    0     0   0   1          cos β    0    sin β      0   1   0      − sin β    0    cos β          1   0   0     0    cos α     − sin α      0    sin α     cos α           a x       a y       a z       



(2)








3.2.3. Data Smoothing


The accelerometer measured the acceleration force applied to the sensor built-in into the device, including the force of gravity, in m/s2. The signal generated by gravity is a low-frequency component, while the component caused by the vehicle passing road anomalies is a high-frequency component. In addition, certain driving conditions unrelated to road quality, such as regular acceleration, deceleration, turning, and lane changes, also produced low-frequency signals. The acceleration data could therefore be filtered using a high-pass filter to remove the low-frequency components that generated interference and retain the high-frequency components related to road anomalies.




3.2.4. Labeling


This study employed supervised machine learning models for road detection. To train the model, the data needed to be labeled first. Acceleration data was labeled according to road conditions recorded by onboard video, to obtain ground truth values for supervised machine learning algorithms. As illustrated in Figure 4, the acceleration segments marked in red were the anomaly signals generated when the vehicle passed through a road anomaly. The start time, end time, and anomaly type of the acceleration segment passing through the road anomaly, were recorded and used to generate a labeled dataset during data segmentation.




3.2.5. Dataset Construction


A sliding window was utilized, to segment the continuous acceleration sequence into data segments, and the window size was set to cover the acceleration data for a 10 m driving distance. The length of the sliding window could be calculated from the speed of the vehicle. For example, when the vehicle speed was 40 km/h, the approximate driving time was 1 s, after passing through a 10 m long road. The sampling frequency of the mobile phone accelerometer was 50 Hz, corresponding to 50 sample points. Fragments of acceleration data should correspond one-to-one with video frames, so the Python OpenCV module was used to extract video frames at one-second intervals. In the recognition module based on the fusion of acceleration data and video data, segments of acceleration data should correspond to video frames one-to-one. The Python OpenCV module was used to extract video frames at one-second intervals.



Most road surfaces passed during vehicle travel were intact, and uploading this data would not only waste client traffic but also be detrimental to the subsequent operation of the model. Therefore, in forming the dataset, a threshold was applied, to eliminate data segments that were almost certainly not potholes. When the vehicle passed through the road abnormally, the performance of the acceleration data was the violent fluctuation of the amplitude, so a sum of the root mean square of the three-axis acceleration was set as the threshold. When the root mean square (RMS) sum of the three-axis acceleration of a window was less than this threshold, the acceleration segment and the corresponding video frame were filtered out. After many attempts, a threshold of 3 m/s2 was finally set. After the above data processing, a dataset for subsequent model training was obtained. Each sample in this dataset contained a segment of acceleration data, the corresponding video frame, the corresponding road surface condition label, and the corresponding GPS coordinates. In the case of poor light conditions, such as at night and cloudy and rainy days, the resolution of photos was low, and the recognition based on the fusion of photos and acceleration data could not be carried out. At this time, the dataset did not need to contain the photo dataset, and such a dataset was input to the module for recognition based on the acceleration data only.





3.3. Detection Module Based on Acceleration Data


In this module, only the acceleration data, GPS, and timestamp data collected from the mobile phone were used for pothole detection. Two traditional machine learning models and an LSTM-based pothole recognition model, built via the PyTorch framework, were employed to implement road detection.



3.3.1. Feature Extraction


Feature extraction is the process of converting raw data into digital features that can be supported by machine learning algorithms, while preserving the information in the original dataset. Feature extraction can be performed manually or automatically. Manual feature extraction involves identifying the features relevant to a given problem and then extracting these features from the data. Automatic feature extraction typically utilizes deep learning, to automatically extract features from a signal or image. In this study, feature extraction methods were also employed, since both traditional machine learning and deep learning were utilized to implement road detection.



Acceleration data was collected and processed in the form of time series. Time domain features effectively reflected abnormal vibrations that occurred during vehicle travel. The time domain features mainly depended on the probability density function of the signal amplitude, to extract some statistical indicators. In this study, feature extraction in the time and frequency domains was implemented on separate windows after segmentation. The 12 commonly used statistical variables mentioned by Taspinar [41] in his study, were used as features extracted in the time domain of this study, including mean value, root mean squares, 95th-percentile value, standard deviation, entropy, etc.



The time domain diagram illustrates how the signal varies over time, while the frequency domain diagram demonstrates how many signals are in each given frequency band over a range of free models [42]. Additionally, the Fourier principle demonstrates that any continuously measured time series can be an infinite superposition of sinusoidal signals of different frequencies. Therefore, the signal spectrum information can be accurately characterized by analyzing the frequency domain characteristics of the vibration signal.



Therefore, the frequency domain characteristics of the vibration signal can be analyzed, to characterize the signal spectrum information [43] accurately. The fast Fourier transform (FFT) is a common method of converting a time domain waveform into an individual sine wave in the frequency domain. When the amplitude of acceleration is represented in the frequency domain, anomalies in high amplitudes at specific frequencies become visible. Since many vibration-related problems occur at specific frequencies, the location of a vibration can be identified based on variations in amplitude at a specific frequency. Fast Fourier transform is a common method for converting a time-domain waveform, into a series of discrete sine waves in the frequency domain. The power spectral density (PSD) can reveal the roughness of the pavement, so this method [15] was also adopted. With PSD, the vibration signal, reflecting the pavement quality, can be decomposed from the time domain into the frequency domain, to help identify the wavelength, amplitude, and phase of the spectrum. The autocorrelation function is an important concept in time series, describing the correlation between the values at one moment in the time series and the values at another. When a vehicle passes through a normal road surface, the autocorrelation function of acceleration decays rapidly and tends to zero, but often the vehicle will encounter more than one pothole during its journey, at which point the acceleration signal of the crowdsourcing will appear as a specific regular periodic anomalous pulse signal. The energy of these anomalous pulse signals is greater than the energy of the random signal, and through the analysis of the autocorrelation function, these anomalous signals are preserved.



The FFT, PSD, and autocorrelation functions were utilized, to convert the acceleration signal from the time domain to the frequency domain. For a detailed description of the implementation, reference is made to the work of Taspinar. As illustrated in Figure 5, the horizontal and vertical coordinates of the waveform peaks in the signal spectrum plot, represent the frequency and magnitude of the main components of the signal, respectively. In this study, the six highest peaks of each window after three separate transformations, were selected as features to be extracted.




3.3.2. Traditional Machine Learning


The road anomaly detection problem can be addressed by formulating it as a multi-classification problem, and applying traditional machine learning and deep learning methods to the time series. To evaluate the performance of the proposed method, support vector machine (SVM) and random forest (RF) classifiers were used separately [44]. The results of these classifiers were compared, to assess the effectiveness of the proposed method.



Support vector machine, is a supervised learning model used for classification and regression analysis. It constructs a hyperplane or set of hyperplanes, in a high or infinite dimensional space, to classify data points. If the data is not linearly separable, the original input vector is mapped to a high-dimensional space, to maximize the inter-class space, and then the SVM is used to classify the data in the feature space. In this study, an SVM classifier with a Gaussian radial basis function kernel was employed. The kernel was one of the most widely used kernels in applications and is suitable for a variety of signal classifications.



Random forest, is an integrated learning algorithm that is used in problems such as classification and regression, by constructing a large number of decision trees in the training period [45]. The algorithm randomly selects multiple new training sets from the original training set with replacement, and then trains a decision tree individually using random feature selection on each new training set. For classification problems, each decision tree will output a classification result, and each classification result will be voted to obtain the final result. This makes FR less prone to overfitting and provides good noise immunity.




3.3.3. Deep Learning Approach


Deep learning is an end-to-end learning approach, where the network is given raw data and a task to perform, such as classification. It automatically learns how to do this by starting directly from the raw data and automating the feature extraction and model learning process through the network. This eliminates the need for manual feature design and allows for more complex functions to be fitted and more complex models to be expressed, using fewer parameters. Long short-term memory (LSTM) is a recurrent neural network that provides a good way to model time series, by recursively applying a transition function to the input hidden state vector [46]. This method has been increasingly used in recent years for classification and estimation involving time-dependent sensor data. As road anomaly detection requires the identification of anomaly windows from a series of acceleration windows, and the data is time-dependent, the LSTM was considered suitable for identifying road surface quality conditions.



The following section will focus on the process of building the model. It consists of three input parameters and two outputs. The input parameters include preprocessed tri-axial acceleration. The network has two output indicators, label 1 for normal pavement, and label 2 for abnormal pavement. The Adam optimizer for cost minimization, and softmax as the activation function, were used in each LSTM cell, and a dropout regularization with a value of 0.5 was added, to prevent overfitting. As a result of the test experiments, the best results were provided when the learning rate was set to 0.001. The output of the LSTM layer is then transferred to the fully connected layer, which converts it into the identified types. As the pavement quality is divided into two categories, the fully connected layer has a size of 2.



Road anomaly detection is a highly unbalanced classification problem, where the number of normal pavement classes is still greater than the number of abnormal pavement classes, even when a large number of normal road windows have been removed using the threshold method. This class imbalance can lead to inaccurate predictions and reduce the performance of the classification model. To address this issue, the widely used synthetic minority over-sampling technique (SMOTE) is employed, to perform data augmentation on the training data, thus balancing the different number of examples for each class [47].





3.4. Fusion of Acceleration Data with Video Data on the Individual Vehicle


Both video and acceleration data are essentially a series of items, which can be frames or values. This property motivates the design of a dual-coding network to handle these two different modalities. Specifically, given a video, and acceleration data collected simultaneously with the video, the proposed method was used to encode them in parallel, and then the encoded results were concatenated. Deep learning was then applied to the merged results to achieve road anomaly detection. In what follows, we first describe the network on the video side. The corresponding method is then described on the acceleration data side. The overview of the model is illustrated in Figure 6.



3.4.1. Video Side


A sequence of n frames is extracted evenly for a given video, with a pre-specified interval of 1 s. For each frame, depth features are extracted using an Image-Net CNN, typically used for video content analysis. The image is taken from the windshield view of the vehicle, and it can be observed that the periphery of the image contains almost no road surface information. To prevent the performance of the model from being affected by regions with weak correlation, 0s were used for padding at the boundary position of the picture. Thus, for each time interval t, we have an image   X t  , stored as a tensor. The CNN takes   X t   as input and feeds it into k convolutional layers. The formula for calculating extracted depth features for each frame is as follows:


   x  t  k  = f   ∑  t = 1  T   x  t   k − 1   ∗  w  t j  k  +  b  j  k    



(3)




where the essence of the multiplication operation is to let the convolution kernel   w  t j    perform the convolution operation on all the associated feature maps at the k − 1 layer, and add a bias parameter   b j   after summing. Through convolution, the features of the data points around the point are extracted for each data point, so as to obtain the implicit spatial features of the image. After that, the sigmoid function is taken as the activation function, which is


  S  ( x )  =  1  1 +  e  − x     .  



(4)







To prevent overfitting, dropout regularization is employed, with a dropout rate of 0.25. After the convolutional layer,   X  k  t   is input to the pooling layer, which takes the maximum value of each local block on the convolution result to reduce the image size and increase the field of view of the convolution kernel. Finally, a fully connected layer is used, to reduce the dimensionality of the space. As a result, for each time interval t, we obtain   f t   as the representation of the road surface at time t. Then, the video is described by a series of feature vectors   {  f 1  ,  f 2  , ⋯ ,  f t  }  , where   f i   represents the feature vector of the i-th frame.




3.4.2. Acceleration Side


As mentioned above, LSTM can stably learn serial correlation, by setting memory cells at each time interval, so an LSTM network was used in this section. As shown in Figure 6b, the representation obtained from the visual view will be acquired by the corresponding acceleration component at the same time, and it will be connected with the context features. For the corresponding acceleration and image at each time, we define the following:


   g t  =  f t  ⊕  s t   



(5)




where ⊕ denotes the concatenation operator.




3.4.3. Detection


Note that the output   g t   of the LSTM, contains both visual and acceleration effects. Then, we feed   g t   into the fully connected layer to get the final detection result, which is defined as follows:


    y ^  t  = g   w  f c   ·  g t  +  b  f c     



(6)




where   w  f c    and   b  f c    are learnable parameters. The output of the model is in [0, 1], which indicates the probability of whether it is a pothole or not.





3.5. Fusion of Multi-Vehicle Detection Results


Detecting the entire road surface quality cannot be achieved using information from individual vehicles. On the one hand, the road detection results based on vehicle vibration information are related to the position of the vehicle tires in contact with the road surface during actual driving and the speed of the vehicle when passing over road anomalies. On the other hand, results based on image information can only cover a single lane. In addition, noise points may occur in either of the above detection methods. Crowdsourcing vehicle information can increase the sampling rate, improve detection coverage, remove the interference of noise, obtain more discriminative data, and improve detection accuracy [48]. Therefore, this study uses a cloud storage service to integrate contributions from the public and feed the results back to the users. We applied a spatial clustering algorithm to the detection results contributed by numerous individual vehicles, then calculated the average center of each cluster, thus synthesizing multiple contributions into one point, which represents the optimized position of a detected road pothole.



In this study, the ordering points to identify the clustering structure (OPTICS) algorithm was implemented, to achieve clustering of the crowd-sensing data by finding density-based clusters in the spatial data. In contrast to the k-means algorithm, the OPTICS algorithm does not require a predetermined number of clusters and can cluster data with an arbitrary shape of the distribution [49]. Moreover, the algorithm can discover noise points in the dataset while clustering, and the algorithm is insensitive to noise. Its basic idea is similar to density-based spatial clustering of applications with noise (DBSCAN) [49], but it solves one of the main weaknesses of DBSCAN: the problem of accurately detecting individual clusters in data with different densities. Due to vehicle and road heterogeneity, and the noise of the sensors and GPS devices themselves, there are inevitably noise points in the single-vehicle detection results. Secondly, for the same road anomaly, the results of multiple single-vehicle detections are spatially distributed in arbitrary shapes. As traffic volumes vary from road to road, the number of recognitions of each pothole is also different, which is reflected in the clustering as a different density for each cluster. Therefore, the OPTICS algorithm is more suitable for crowdsourcing multi-vehicle detection results.



OPTICS is an algorithm for finding density-based clusters in spatial data. OPTICS borrows the concept of core density reachability from DBSCAN. DBSCAN requires two parameters,  ϵ  and minPts:  ϵ  describes the critical distance to be considered, and minPts describes the number of points needed to form a cluster. A point x is a core point,    N ϵ   ( x )   , if at least minPts points are found within  ϵ -neighborhood. On this basis, two more concepts need to be introduced in the description of the OPTICS algorithm: core distance and reachable distance. The following is the definition associated with OPTICS (assuming the sample set is   X = {  x 1  ,  x 2  , ⋯ ,  x n  } )  :




	
Core distance: Set x ∈ X. For a given  ϵ  and minPts, the minimum neighborhood radius that makes x a core point is called the core distance of x. The mathematical expression is


  c d  ( x )  =       undefined        N ϵ   ( x )   <  minPts        d  x ,  N  ϵ   M i n P t s    ( x )         N ϵ   ( x )   > =  minPts       



(7)




where    N  ϵ  i   ( x )    represents the nodes in the set    N ϵ   ( x )   , that is the i-th nearest neighbor to node x. For example,   N  ϵ  1   ( x )    denotes the nearest node to node x in the set    N ϵ   ( x )   .



	
Reachable distance: Set    x 1  ,  x 2    ∈ X, for a given  ϵ  and minPts, the reachable distance of   x 2   with respect to   x 1   is defined as


  r d  (  x 2  ,  x 1  )  =       undefined        N ϵ   ( x )   < minPts       max { c d  ( x )  , d  (  x 1  ,  x 2  )  }       N ϵ   ( x )   > = minPts       



(8)












The steps of the OPTICS Algorithm 1 are as follows:



In this study, the OPTICS algorithm was applied to cluster the crowd-sensed vehicle detection results spatially. Each class was considered a separate road anomaly. Then, the center point of each cluster was calculated, and multiple contributing points were synthesized into a point, which represented the optimized location of the detected road anomaly. In this study, the center point was defined by finding a point in each cluster that had the closest distance to the other points in that cluster. The k-means algorithm was used to find the minimum distance point, and k-means was applied to each cluster formed by OPTICS, and the K value was set to 1.






	Algorithm 1 The steps of the OPTICS.



	Input: sample set   X = {  x 1  ,  x 2  , ⋯ ,  x n  }  , neighborhood parameters ( ϵ  = inf, minPts)

	1.

	
Initialize the set of core points.




	2.

	
Iterate over the elements of X. If the currently traversed element is a core point, add it to the set of core points.




	3.

	
If all the elements in the core point set have been processed, the algorithm ends; otherwise, go to step 4.




	4.

	
In the core point set, take any unprocessed core point   x i  , put   x i   into the ordered list p, then store the unvisited points in the  ϵ -neighborhood of the seed set seeds in order, according to the size of the reachable distance, and at the same time, mark   x i   as processed.




	5.

	
If the seed set seeds =  ϕ , skip to 3; otherwise, pick the seed point seeded with the closest reachable distance from the seed set seeds, first mark it as visited, mark seeds as processed, and at the same time put seeds into the ordered list p, then determine whether seeds is a core object, if so add the unvisited neighbor points in seeds to the seed set and recalculate the reachable distance. (Calculate the reachable distance of the distance points in the seed set.) Jump to 5.
















4. Experiments


To verify the feasibility of the proposed system, we conducted two groups of experiments: the experimental group and the verification group. The devices used in the experimental group were smartphones, while high-precision devices—the ETNA accelerograph and handheld GPS-UG908—were used in the verification group. The sampling rate of the smartphone accelerometer was 50 Hz, while the GPS sampling rate for both was 1 Hz. In an attempt to simulate a naturalistic driving scenario, three smartphones were simultaneously used for collecting data, which were placed at different locations as shown in Figure 7: the windshield, the copilot’s door, and the dashboard. The ETNA accelerograph and handheld GPS locator were attached to the floorboard, near the center axis of the vehicle. Some supervised learning models were used to identify the potholes, so we used a camera to record the road conditions, as the ground truth to label the acceleration data. The camera was attached to the windshield.



To enhance the range of application of the detection algorithm, we set up two-speed ranges, and chose the two most popular models as our experiment vehicles. Table 1 shows the specific experiment settings. We had four different driving scenarios. The experiment was performed on an urban road in Hangzhou city (China), with potholes and cracks. Figure 8 illustrates the driving trajectory and corresponding road quality conditions. The driving track mainly contained four roads: Yuhangtang Road, Jiangdun Road, Shixiang W Road, and Zijinhua N Road. There were many potholes, manhole covers, and cracks on Yuhangtang Road and Jiangdun Road, which represent the severely damaged road conditions. Shixiang W Road had a small number of potholes and folds, representing the condition of most road surfaces. There were almost no road anomalies on Zijinhua N Road, which represented good conditions. We drove along this trajectory 10 times in each scenario, separately, to simulate crowdsourced crowd data in real applications.



These road anomalies were located with high positioning accuracy (decimeter level accuracy) by handheld GPS-UG908. Many studies have proved that the positioning accuracy of smartphone GPS receivers is between 5 and 10 m. Therefore, the accuracy of the GPS-UG908 was sufficient to evaluate the performance of the built-in sensor in the smartphone used in this study. The continuous data in real-time, including the acceleration data and the GPS positions, were uploaded to a database provided by Firebase. The road surface information contributed by different crowdsourcers would then be downloaded for processing.




5. Result and Discussion


5.1. Comparison with State of the Art


To demonstrate the performance of the proposed system in this study, we compared the system with current machine learning methods and thresholding methods, widely used in road anomaly detection. A multi-classification model cannot use accuracy alone to assess the quality of the model, as accuracy does not reflect how accurately the model judges each classification, especially when the training data is unbalanced. Therefore, in this study, we used classification indicators based on the confusion matrix, including precision, recall, and F1 score, to evaluate the performance of our system. The confusion matrix is defined in Table 2, where true positive represents the number of correctly detected anomalies; false positives represent the number of detected errors in the detected anomalies; false negative indicates the number of road anomalies in the detected normal pavement; and true negatives represent the number of correct detections in the detected normal pavement. The classification index is calculated based on the statistics in the confusion matrix, and is given in Equation (9). The accuracy represents the proportion of all the correct results of the classification model in the total detection value. The recall represents the proportion of correctly detected anomalies, to the total detected anomalies. The sensitivity represents the ratio of the number of potholes correctly judged by the model, to the total number of natural potholes. The F1 score is the harmonic mean of precision and recall, and provides an overall measure of model precision. When training the model, the dataset was divided into a training set and a test set, in a ratio of 8:2. The training set was used to train the supervised model and tune the model parameters, and the test set was used to evaluate the effectiveness of the trained model. Also, as there is a random element in all machine learning algorithms, to avoid the final results being unstable, 100 iterations were performed and finally the average value is taken as the final result to measure the algorithm. Many current studies on machine learning-based road anomaly detection have used support vector machines and random forests. This study also compared these two methods, applied to the dataset with the proposed method. In addition to comparing with machine learning methods commonly used in road anomaly detection, we also compared with the widely used threshold-based approach proposed by Mednis et al. In their study, a Z-THRESH threshold was proposed, i.e., a road anomaly was considered here when the z-axis acceleration exceeded 0.4 g m/s2. Table 3 shows the evaluation results of the proposed method against existing methods. The results show that the detection accuracy of the proposed method based on the LSTM network, and the method based on acceleration and video data fusion, is far better than that of the traditional machine learning and threshold methods.


       precision  =   T P    T P  +  F P            recall  =   T P    T P  +  F N             F 1   score  =   2 ×  precision  ×  recall     precision  +  recall            accuracy  =    T P  +  T N     T P  +  F P  +  T N  +  F N        



(9)








5.2. Optimized Detection Results by Mining Crowd-Sensing Data


The server processes newly submitted data files at intervals in this system, to optimize and update the crowd-sensed pavement conditions. Figure 9A illustrates the results of 10 driving tests obtained on the study route. The graph shows that most of the detected anomalies are concentrated near the ground truth points. However, there are still a certain number of anomalies that are distant from the ground truth. This also proves that the detection results of a single drive are unreliable, as we described earlier. The 10 detections were first clustered, to optimize the results using the OPTICS algorithm, which can classify sample points into clusters or noise based on their spatial density. Noisy points are considered low-quality contributing points and are removed from the detection results before calculating the centroids of each cluster. Figure 9B shows the result after clustering. For ease of observation, in the right-hand sections in Figure 9B, we use different colors to distinguish the different clusters separately. Circles of the same color are considered to be the same pothole detected. Then, for each cluster, we calculate the center of the points belonging to the same cluster, and use it to indicate the location of the final detected road pothole. As can be seen in Figure 9C, the optimized detection results largely match the true value points.




5.3. Comparison of Accelerations Measured at Different Phone Positions


In order to verify the performance of the proposed method, different detection scenarios were set during the experiments, as described in the previous section. The detection accuracy in each scenario was evaluated, to ensure that the proposed detection method and the developed mobile phone application performed consistently under various conditions, such as different car models, phone placement locations, and vehicle speeds.



It was first verified whether the performance of the proposed method was affected by the different positions of the mobile phone in the car where the data was collected. One phone was placed in the car door storage compartment, and the other was fixed to the holder, as shown in Figure 7. Figure 10 visually compares the preprocessed acceleration data from the two different positions. The amplitude of the acceleration measured by the two mobile phones is different, and the amplitude of the signal measured by the mobile phone fixed on the phone holder is larger. This is mainly due to the fact that the mount is a cantilever mount, which makes the smartphone on the holder more prone to shaking during abnormal vehicle vibrations than a smartphone placed directly in the door storage compartment. The orange part in the figure is drawn according to the actual time of passing the ground truth point, and it can be observed that both phones have a clear response to almost every pothole. The blue part is the acceleration of the vehicle when it passes through the normal road surface, but it can be seen from the figure that there are still abnormal acceleration segments in the blue part. This is because there is indeed an abnormal vehicle vibration at that moment in time, it is just that this abnormal segment is not caused by the vehicle passing over the pothole, but it can be observed that both phones respond almost identically to these other causes of abnormal vehicle vibration as well. This indicates that the acceleration data after preprocessing is not sensitive to the position of the phone, which also proves that the proposed method is suitable for performing crowdsourcing. As shown in Table 4, observing the two sets of experimental results, it can be found that good detection results are achieved no matter where the phone is placed. However, regardless of the detection method, the results of the second group are slightly better than those of the first group. This is because the amplitude of the second group is more prominent, and the gap between the abnormal and normal vibrations is more significant, making the data more discriminative. Therefore, in practical applications, better results can be obtained if the phone can be placed on the phone holder. Still, the results detected in other positions are also acceptable, especially since these detection results will be further crowdsourced. Similarly, we analyzed the effects of different car models and speeds, to validate the method. We found that when the speed is greater than 20 m/s, the detection results are almost unaffected by the vehicle type and speed.





6. Conclusions


This paper proposes a road anomaly detection system that leverages multi-source sensor fusion for detecting road potholes. Specifically, the system collects data from vehicles equipped with smartphones and onboard cameras, using crowdsourcing. The collected data is then transmitted to different detection modules, according to the vehicle testing environment. Corresponding to the two modules, we propose a road anomaly detection method based on the LSTM network, and a fusion of acceleration and video data, respectively, for anomaly detection. Through data preprocessing, the noise interference is effectively reduced, and most of the non-abnormal road samples are removed. The proposed network, based on acceleration data and video data fusion, encodes video and acceleration into real-valued vectors, integrating features from both the spatial and temporal perspectives. It compensates for the drawback that acceleration-based detection methods can only detect potholes when the wheels pass through road anomalies, as well as the disadvantage that pothole recognition in pictures is heavily influenced by the environment when only computer vision techniques are used.



The multi-vehicle detection results are then clustered using the OPTICS algorithm, and the member points of each cluster are eventually synthesized into a single road anomaly. The feasibility of the proposed system is demonstrated through experiments conducted on road surfaces with varying levels of damage, in Hangzhou. During the research process, the system was operated offline, but the designed pipeline can be migrated online for practical use. The performance of the proposed methods was compared with that of widely used machine learning methods. The results indicate that both the LSTM-based method and the fusion-based method outperform traditional machine learning algorithms in identifying road potholes. Moreover, the method based on data fusion outperforms the method based on single-modal data identification.



The proposed system demonstrates the potential of mobile group sensing to monitor road conditions continuously, at a low cost. This approach could provide significant cost savings for local governments with limited financial resources. Overall, the proposed system represents a valuable contribution to the field of road anomaly detection and has significant implications for transportation infrastructure maintenance and planning.
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Figure 1. The overview of the road pothole detection system framework. 
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Figure 2. Interface for smartphone applications, that collects acceleration and GPS information. 
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Figure 3. Demonstration of the data resampling process. 
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Figure 4. Labelled acceleration sequence. 
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Figure 5. Spectrogram of a pothole signal waveform and its FFT, PSD, and autocorrelation function transformed. * indicates spikes in the spectrum. 
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Figure 6. Detection model based on acceleration and video data fusion. 
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Figure 7. Devices’ locations in the vehicle. 






Figure 7. Devices’ locations in the vehicle.



[image: Sustainability 15 06610 g007]







[image: Sustainability 15 06610 g008 550] 





Figure 8. The red line shows the experimental driving route and the corresponding road conditions. 
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Figure 9. The result of integrating crowd sensing data: (A) is the detection results of 10 driving tests; (B) shows the results of the clustering, where each color represents a cluster; (C) is the detection results after integrating the member points of each cluster. 
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Figure 10. Comparison of accelerations measured at different phone positions. 
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Table 1. Experiment scenarios.
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	Scenario
	Speed (m/s)
	Vehicle Type





	1
	30–45
	Passenger car



	2
	45–65
	Passenger car



	3
	30–45
	Sport utility vehicle



	4
	45–65
	Sport utility vehicle
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Table 2. Confusion Matrix.
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Predicted Value




	

	

	
Positive

	
Negative






	
True value

	
Positive

	
True positive

	
False negative




	
Negative

	
False positive

	
True negative
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Table 3. Performance of different classifiers.
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	Classifiers
	Accuracy for Training Set
	Accuracy for Training Set
	Precision
	Recall
	F1 Score





	SVM
	0.829
	0.818
	0.851
	0.734
	0.788



	RF
	0.859
	0.838
	0.885
	0.750
	0.812



	LSTM
	0.961
	0.957
	0.897
	0.813
	0.853



	Joint optimization model
	0.999
	0.965
	0.893
	0.821
	0.856
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Table 4. Performance of different classifiers in case of different positions of the phone.
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The Position of the Smartphone

	
Detection Method

	
Accuracy on Training Set

	
Accuracy on Testing Set

	
Precision

	
Recall

	
F1 Score






	
Smartphone placed in the holder of the phone

	
Threshold-based method

	
0.744

	
0.734

	
0.470

	
0.306

	
0.371




	
SVM

	
0.810

	
0.783

	
0.830

	
0.708

	
0.764




	
RF

	
0.882

	
0.875

	
0.875

	
0.706

	
0.782




	
LSTM

	
0.999

	
0.821

	
0.833

	
0.797

	
0.815




	
Joint optimization model

	
0.999

	
0.927

	
0.866

	
0.799

	
0.831




	
Smartphone placed in the compartment of the car door

	
Threshold-based method

	
0.755

	
0.738

	
0.474

	
0.336

	
0.394




	
SVM

	
0.812

	
0.779

	
0.824

	
0.705

	
0.706




	
RF

	
0.999

	
0.822

	
0.837

	
0.796

	
0.816




	
LSTM

	
0.999

	
0.875

	
0.863

	
0.815

	
0.838




	
Joint optimization model

	
0.999

	
0.886

	
0.865

	
0.808

	
0.836
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