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Abstract: Equipment failure is a common problem in mining operations, resulting in significant delays
and reductions in production efficiency. To address this problem, this paper proposes a dynamic
scheduling model for underground metal mines under equipment failure conditions. The model aims
to minimize the impact of equipment failures on production operations while avoiding extensive
equipment changes. A case study of the southeastern mining area of the Chambishi Copper Mine is
presented to demonstrate the effectiveness of the proposed model. The initial plan was generated
using the multi-equipment task assignment model for the horizontal stripe pre-cut mining method.
After equipment breakdown, the proposed model was used to reschedule the initial plan. Then,
a comparative analysis was carried out. The results show that the proposed model effectively reduces
the impact of equipment failures on production operations and improves overall mining execution at
a low management cost. In general, the proposed model can assist schedulers in allocating equipment,
coping with the disturbing effects of equipment failure, and improving mine production efficiency.

Keywords: dynamic scheduling; equipment failure; rescheduling plan; multi-equipment task assignment;
underground metal mine

1. Introduction

Underground mine scheduling is complex and challenging, and it involves coordi-
nating different equipment and tasks to achieve optimal production outcomes [1]. To
maximize production, mine operators must develop a scheduling plan that minimizes
operation time and increases the utilization of available equipment. The scheduling of
underground mining activities is influenced by a range of factors, including the availability
of equipment, geological conditions, and safety considerations. The efficient scheduling of
mining requires the use of advanced optimization techniques to develop optimal schedules
that minimize operational costs while maximizing productivity [2,3].

The scheduling optimization of intelligent mining equipment in underground metal
mines is a flexible production problem that involves generating different scheduling plans
by integrating various combinations of multiple stopes, processes, and equipment under
complex temporal and spatial constraints. The solution to this problem requires an intelli-
gent optimization algorithm to identify the optimal initial scheduling plan [4–6]. Research
on intelligent mining equipment scheduling optimization in underground metal mines is
critical to achieving high-efficiency, real-time operation, reliability, stability, and flexibility
in mine production scheduling. This problem exhibits several characteristics, such as com-
plexity, dispersion, parallelism, multiple constraints, multiple resources, and multi-target
coordination, making it a strong NP-hard (nondeterministic polynomial) problem [7,8].

In the actual production processes of the mine, the production environment is chal-
lenging, and the working procedures are complex and discrete. The working equipment
is difficult to coordinate, and the workplaces are scattered, which often results in a long
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production cycle. Furthermore, dynamic events such as equipment failures, rock collapses,
and ore pass blockages occur frequently [9–12]. Due to the highly dynamic and complex
production environment, the actual production process tends to deviate from the initial
scheduling plan gradually, reducing the feasibility of the initial scheduling plan. Therefore,
it is crucial to adjust the initial scheduling plan to prevent production interruptions or
delays and to quickly respond to dynamic events to minimize their impacts [13].

The dynamic scheduling of underground mining equipment aims to reduce the devi-
ation from actual progress by adjusting the initial scheduling plan, ensuring scheduling
stability, responding promptly to dynamic events, and optimizing equipment operation.
Consequently, research on the dynamic scheduling of underground mining equipment
under dynamic events has become a hot topic in production scheduling research field.

Several researchers have made significant contributions to the field of the dynamic
scheduling of underground mining equipment. Song et al. [14] developed a decision
support tool for underground mining equipment that assists miners in quickly reassign-
ing equipment to cope with dynamic events such as roadway blockages and equipment
failures. Hou et al. [15] built a dynamic scheduling optimization model for underground
mining equipment that considers the uncertain operation time of mining equipment, which
facilitates the rapid readjustment of scheduling plans. Hammami et al. [16] studied the
dynamic scheduling of mining equipment in underground mines, considering dynamic
events such as equipment failure, production interruption, and equipment movement.
Åstrand et al. [17] proposed an underground mining equipment scheduling model based
on constraint programming, considering dynamic events such as production interruptions
and delays. They also considered equipment movement time and proposed a simple neigh-
borhood search strategy with a fixed neighborhood size based on constraint programming
to study the scheduling problem of mining equipment in underground mines [18]. In
addition, they also put forward a large neighborhood search strategy, based on constraint
programming, that dynamically adjusts the size of the neighborhood to study the schedul-
ing problem of mining equipment in underground mines, enabling the quick adjustment of
the scheduling plan [19]. Feng et al. [20] proposed a rescheduling optimization model of
underground mine transportation equipment, considering equipment failure and adopting
the wolf colony algorithm to optimize the solution.

In summary, few research studies have been conducted on the dynamic scheduling
problem of mining equipment in underground mines. Most studies have focused on how to
generate new rescheduling plans after various dynamic events occur, but they lack a specific
analysis of dynamic events. Each type of dynamic event has its own dynamic characteristics,
such as the duration, severity and frequency. The dynamic scheduling characteristics
determine the dynamic scheduling mechanism and method, and they generate different
scheduling plans. In addition, previous studies have seldom considered deviations between
rescheduling plans and initial scheduling plans in combination with equipment changes,
and they have not been able to effectively evaluate the stability, real-time adaptiveness, and
robustness of dynamic scheduling.

At present, workshop dynamic scheduling has matured. Li et al. [21] considered
five types of workshop dynamic events, studying the dynamic scheduling problem of
flow shops, with the minimization of the maximum completion time and instability as the
optimization goals, using the DTLBO algorithm to optimize the solution, which greatly
improves the robustness, stability, and real-time performance of scheduling. Peng et al. [22]
considered three kinds of dynamic events simultaneously, studying the dynamic schedul-
ing problem of hybrid flow shops and using the MSVND algorithm to optimize the so-
lution with the goals of minimizing the maximum completion time and system insta-
bility. Ma et al. [23] proposed a dynamic scheduling optimization method for multiple
production-line workshops. The optimization goal was to minimize the deviation between
the rescheduling plan and the initial scheduling plan, and the genetic algorithm was used
as the solution generator. The results show that the method effectively solves the dynamic
scheduling problem of multiple production-line workshops.
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For underground mining, we must urgently analyze the characteristics of dynamic
events, study the dynamic scheduling mechanism and dynamic scheduling method, con-
sider the deviation between the rescheduling plan and the initial scheduling plan, consider
the change cost of mining equipment, and improve the stability, real-time robustness, and
adaptability of dynamic scheduling.

In the present research study, the dynamic characteristics of dynamic events (mining
equipment failures) were considered. The direct application of the available methods
to underground mines has certain limitations [24]. However, through the analysis of
the dynamic scheduling driving mechanism and method, we found it possible to solve
this problem via the reconfiguration of dynamic scheduling mechanisms and methods.
Therefore, we constructed a dynamic scheduling model to verify the dynamic scheduling
process. Consequently, we reconstructed a dynamic scheduling process for underground
mining, and then we constructed a dynamic scheduling model to verify it. The optimization
objective of the model considers the deviation between the rescheduled plan and the
initial plan, as well as the frequency of equipment changes. The optimization results
are objective, avoiding the subjective errors of traditional manual decision making. The
original contribution of this paper is to propose a dynamic scheduling process and to
construct a rescheduling optimization model for underground mines under equipment
failure conditions, and the optimization results can provide decision support for schedulers,
which provides a new perspective on mine scheduling in intelligent mines.

2. Dynamic Scheduling Process
2.1. Dynamic Scheduling Characteristics

The operating environment of underground mining equipment is dynamic, featuring
discrete operating locations, complex and harsh environments, and various operating pro-
cesses. Equipment failures can disrupt production and cause delays. Dynamic scheduling
characteristics mainly involve the type of the equipment failure, the failure frequency,
a severity assessment, the reasons for failure, the repair location, and the repair time.

The type of equipment failure can be classified as either an internal reason or an
external reason. Internal reasons for failures mainly include damage caused by fatigue due
to long operation times. External reasons for failures mainly include abnormal damage
caused by harsh operating environments. A detailed analysis of reasons for failure is shown
in Table 1.

Table 1. Reasons for failures of underground mining equipment.

Equipment Failure Reason Failure Type

Drilling rig

The components of the drilling rig have not been
maintained or replaced for a long time. Internal failure

Drill pipe damage caused by drilling hard rock or
the abnormal operation of a drilling rig caused by

a high-temperature and high-humidity environment.
External failure

Charging rig

The charging quality of the charging rig is not up to
the standard due to an unstable and insufficient

charging quantity that cannot meet the requirements
of subsequent blasting operations.

Internal failure

The charging rig cannot work normally due to the
deformation of the borehole, or the charging

operation is abnormal due to the high-temperature
and high-humidity environment.

External failure

Scaling rig

The components of the scaling rig have not been
maintained or replaced for a long time. Internal failure

The falling pumice caused damage to the mechanical
arm of the scaling rig. External failure
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Table 1. Cont.

Equipment Failure Reason Failure Type

LHD

The components of the LHD have not been
maintained or replaced for a long time. Internal failure

The high-temperature and high-humidity
environment led to the abnormal loading operation

of the LHD.
External failure

Bolter

The components have not been maintained or
replaced for a long time, the anchor rod is broken,

the air leg is jammed, and the positioning is
inaccurate, resulting in abnormal support operation.

Internal failure

The high-temperature and high-humidity
environment led to abnormal support operation. External failure

Equipment failures can be divided into low-frequency, medium-frequency, and high-
frequency failures, based the frequency of occurrence. When the frequency of equipment
failure is in (A, B), we call it a low-frequency failure. When the frequency is in (B, C), we call
it an intermediate-frequency failure. Otherwise, we call it a high-frequency failure. Here,
the values of A, B, and C need to be determined according to the experience portrayed in
the actual mining data.

In terms of severity, equipment failures can be classified as Class I, Class II, Class III, or
Class IV. If the equipment failure causes a particularly significant delay and a particularly
significant economic loss, it is considered a Class I failure. If the equipment failure causes
a major delay and a major economic loss, it is considered a Class II failure. If the equipment
failure, causes a large delay and a large economic loss, it is considered a Class III failure.
If the equipment failure causes a small delay and a small economic loss, it is considered
a Class IV failure.

The severity of the failure can affect the equipment repair time. When a Class III or IV
failure occurs, the repair time is usually short. However, when a Class I or II failure occurs,
the repair time is usually long, and this can cause significant production delays. Based
on repair time, equipment failure can be categorized as either short-term or long-term
failure. The maintenance location for the equipment is influenced by the above factors, and
it can be classified as on-site maintenance or off-site maintenance. The various types of
failures have been classified based on the five dimensions, and we analyzed the coupling
relationships between them, as shown in Figure 1. The higher the severity of the failure, the
lower the frequency of the failure, and the longer the repair time. Therefore, the repair time
is negatively correlated with the failure frequency, and it is positively correlated with the
failure severity. It is necessary to send equipment with long repair times to the maintenance
point for long-term maintenance. For equipment with short repair times, short-term, on-site
maintenance can be carried out directly.
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2.2. Dynamic Scheduling Mechanisms

The dynamic scheduling mechanisms are primarily aimed at determining when to
initiate adjustments to the initial scheduling plan. These mechanisms are categorized into
three types: event-driven, interval-driven, and hybrid-driven mechanisms [25,26].

For low-frequency, long-term, complex failures, an event-driven mechanism is em-
ployed. These failures have a significant impact on the production schedule, and the
immediate readjustment of the initial scheduling plan is required. To avoid production
interruptions or major delays, the operating site uses other available equipment, as shown
in Figure 2. The event-driven mechanism can respond to equipment failure events in
real-time, and it has high real-time performance, but it has poor stability.
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Figure 2. Event-driven mechanism.

For high-frequency, short-term, simple failures, a cycled, interval-driven mechanism
is employed. These types of failures occur more frequently, but they usually have less
of an impact. Frequent rescheduling would not be conducive to effective management.
Therefore, the scheduling plan is readjusted at regular intervals, as shown in Figure 3. The
cycled, interval-driven mechanism cannot respond to equipment failure events in real-time,
but it has high stability.
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Figure 3. Cycled interval-driven mechanism.

For medium-frequency, short-term failures, a hybrid-driven mechanism is employed.
This mechanism integrates event-driven and interval-driven mechanisms. The initial
scheduling plan is first adjusted at intervals using the interval-driven mechanism. If
a failure with serious consequences occurs during the interval, the event-driven mechanism
is immediately applied, as shown in Figure 4. The hybrid-driven mechanism not only
retains the real-time performance of the event-driven mechanism, but it also ensures the
stability of the cycled, interval-driven mechanism.
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2.3. Dynamic Scheduling Methods

Dynamic scheduling methods play a critical role in adjusting initial scheduling plans,
with complete adjustment, partial adjustment, and backward adjustment being the primary
approaches [27]. Figure 5 depicts an initial scheduling plan that includes the stope process,
equipment type, specific individuals, and process intervals.
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The complete adjustment method involves re-adjusting all unexecuted tasks at all
locations when equipment failure occurs. It identifies the interrupted tasks due to the
equipment failure and unstarted tasks, optimally adjusts the equipment involved, and
forms a rescheduling plan. This method is effective in reducing the impacts of interruptions
or significant delays and in quickly responding to equipment failures, but it requires
extensive schedule adjustments and multiple changes. As shown in Figure 6, a scaling rig
broke down at a certain time in Stope 3, and the dotted line indicates the initial scheduling
plan, which was adjusted to fit the task deadlines.
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Figure 6. The complete adjustment method.

In contrast, the partial adjustment method only re-adjusts unexecuted tasks at limited
locations. By identifying the interrupted tasks due to equipment failure and all other
unstarted tasks, it delineates the minimum number of stopes to be adjusted, and it makes
optimal adjustments within that area to obtain the rescheduled plan, as shown in Figure 7.
When the failure occurred, Block 3 and the adjacent Block 4 were adjusted, and the other
locations remained unchanged. While this method requires fewer equipment changes than
the fully adjusted method, it sacrifices some operating time.
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The backward adjustment method defers equipment repair time for global tasks
without changing the order of tasks or executors. The task execution equipment remains
unchanged, and all processes that have not started are moved backward without changing
the equipment arrangement, as shown in Figure 8. All tasks in each stope are delayed
for a certain amount of time to maintain the initial order when equipment failure occurs.
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However, since blasting in mines usually occurs at a fixed time, the backward adjustment
method requires a delay in the blast and ventilation process, and it is not applicable to
mine scheduling.
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2.4. Process Reconfiguration

The advantages and disadvantages of dynamic scheduling mechanisms and methods
are summarized in Tables 2 and 3. The hybrid-driven mechanism has been found to have
high real-time performance and scheduling stability. The comprehensive, complete adjust-
ment method and the partial adjustment method have been shown to maintain equipment
stability while ensuring the robustness, flexibility, and time stability of scheduling. How-
ever, the backward adjustment method is not applicable to mine scheduling as it requires a
delay in the blasting and ventilation process, which occurs at a fixed time.

Table 2. Advantages and disadvantages of the dynamic scheduling mechanism.

Dynamic Scheduling
Mechanism Advantages Disadvantages

Event-driven Responds to events quickly;
High real-time performance. Poor in scheduling stability.

Cycled, interval-driven High stability. Poor in real-time scheduling.

Hybrid-driven Responds to events quickly;
High stability. Complex in management

Table 3. Advantages and disadvantages of dynamic scheduling methods.

Dynamic Scheduling
Methods Advantages Disadvantages

Complete adjustment
High robustness;
High flexibility;
High completion time stability.

High equipment change cost.

Partial adjustment Low equipment change cost;
High equipment stability. Low robustness.

Backward adjustment High equipment stability.
Low robustness;
Low flexibility;
Low time stability.
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Mine scheduling is a shift-cycle process, which requires the cycled, interval-driven
mechanism. However, major events can disrupt the initial plan, and the scheduling
department must respond in a timely manner; thus, only the event-driven mechanism can
satisfy this condition. The appropriate mechanism for mine scheduling was determined to
be a hybrid-driven mechanism.

Mine scheduling adjustments are complex, and making limited adjustments of a partial
scope will not likely achieve the desired results. However, since the adjustment of large
equipment is costly, we also do not want to make too many equipment changes, which is
a contradiction. In addition, blasting and ventilation in mines need to be time-fixed, so
backward adjustment cannot be used. For this reason, it is necessary to construct a new
method for minimizing equipment changes while maximizing scheduling, which we call
the hybrid adjustment method for underground mines.

Figure 9 illustrates that, when the initial scheduling plan is established, its dynamic
scheduling characteristics are evaluated, and the appropriate dynamic scheduling mecha-
nism is selected. The dynamic scheduling method is then applied to adjust the plan, and
the algorithm is utilized to optimize the solution and create an optimal rescheduling plan.
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To meet multiple requirements at the same time and to improve the stability, real-time
robustness, and agility of scheduling, it is necessary to reconfigure the existing rescheduling
mechanisms and methods in combination with the mine characteristics. This process
is based on the hybrid-driven scheduling mechanism, partial adjustment method, and
complete adjustment method, and it aims to reduce the deviation of the new scheduling
plan from the initial one and to reduce the number of equipment changes. In summary,
we propose a dynamic scheduling process based on the characteristics, mechanisms, and
methods of dynamic scheduling.
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3. Dynamic Scheduling Modeling
3.1. Description of the Problem

The dynamic scheduling problem for intelligent mining equipment in underground
metal mines is an extension of the flexible production scheduling problem. Underground
metal mines are categorized into areas, strips, and blocks based on spatial fineness and
mine design, with the block being the smallest operational recovery unit. Each block
requires multiple processes, and each process can require multiple mining equipment types
with specific quantities and work efficiencies. The processes and corresponding equipment
of multiple blocks are arranged in a rational manner to form the initial plan. However,
equipment failures can occur, requiring the dynamic scheduling mechanism to activate,
rescheduling the process and the corresponding equipment to reduce negative impacts and
avoid serious lags, large production fluctuations, and efficiency reductions.

Based on the idea of a dynamic scheduling process as described in Section 2.4, we con-
structed the corresponding dynamic scheduling model. Due to the problem’s complexity,
the following assumptions were made to simplify the model and reduce computation:

(1) The available equipment was limited, and no backup was set. When a single piece
of equipment failed, other available equipment was selected for the current task.

(2) Equipment reverted to the repair state immediately after a failure and could not
function during the process, but it could be reselected after repair.

(3) Only one piece of equipment failed at a given moment. The rescheduling interval
began at the failure moment, and the repair time was known.

(4) After equipment failure, ongoing tasks were interrupted. The completed part
was excluded from optimization as a given fact, and the unfinished part was considered
a new task.

3.2. Mathematical Model
3.2.1. Symbol Definition

The indices and set definitions are shown in Table 4.

Table 4. Indices and sets.

Name Meaning

A Set of areas, A = {A1, A2 . . . , Ai}, i ∈ [1, I]
Bi Set of stripes, Bi = {Bi1, Bi2, . . . , Bik}, i ∈ [1, I], k ∈ [1, K], k 6= f
Cik Set of all blocks, Cik = {Cik1, Cik2, . . . , Cikn}, i ∈ [1, I], k ∈ [1, K], n ∈ [1, N], n 6= x
M Set of equipment, M = {M1, M2, . . . , Mh}, h ∈ [1, H], h 6= u

J Set of processes, J = {J1, J2, . . . , Jm}, m ∈ [1, 6], J1 = 1 (Drilling), J2 = 2 (Charging),
J3 = 3 (Blasting and ventilation), J4 = 4 (Scaling), J5 = 5 (Mucking), J6 = 6 (Bolting)

The decision variables are defined as shown in Table 5.

Table 5. Decision variables.

Name Meaning

TFiknmh In the initial plan, the starting time of Mh failure of Jm in Cikn, h, m 6= 3
TEiknmh In the initial plan, the ending time of Mh of Jm in Cikn, h, m 6= 3
TEifxmu In the initial plan, the ending time of Mu of Jm in Cifx, h, m 6= 3
TSiknmu In the rescheduled plan, the starting time of Mu of Jm in Cikn, h, m 6= 3
TWiknmu In the rescheduled plan, the operation time of Mu of Jm in Cikn, h, m 6= 3
TEiknmu In the rescheduled plan, the ending time of Mu of Jm in Cikn, h, m 6= 3

Mliknm
If the equipment selection of Jm in Cikn changes, the value is 1; otherwise,

it is 0, m 6= 3
Tven,ikn Blasting and ventilation time in Cikn

TMi f xu
iknu

Time of movement between Cifx and Cikn with Mu, h
Blsiknm Number of blasting and ventilation process for Jm in Cikn, m 6= 3
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3.2.2. Objective Function

The objective function aims to:
(1) Minimize the deviation between the ending time of the rescheduled plan and the

ending time of the initial plan.

min

(
I

∑
i=1

K

∑
k=1

N

∑
n=1

6

∑
m=1
|TEiknmu − TEiknmh|

)
(1)

(2) Minimize the frequency of equipment changes.

min

(
I

∑
i=1

K

∑
k=1

N

∑
n=1

6

∑
m=1

Mliknm

)
, m 6= 3 (2)

3.2.3. Equivalence Relations

The rescheduled plan uses replacement equipment when the process starting time is
related to the failure starting time, the process ending time of the replacement equipment
in another block operation, and the movement time between blocks.

TSiknmu = TFiknmh + TEi f xmu + TMi f xu
iknu (3)

The process ending time for the rescheduled plan is related to the process starting
time, equipment movement time, and blast and ventilation time.

TEiknmu = TSiknmu + TWiknmu (4)

3.2.4. Constraints

Constraint 1: The rescheduled plan should strictly follow the blasting and ventilation
constraint. Operations in violation of regulations cannot be allowed, even if progress needs
to be made up. When blasting and ventilation occurs, all processes must be suspended,
and the operation must be started after the blasting and ventilation are complete.

TEiknmu ≥ TSiknmu + Blsiknm × Tven,ikn + TWiknmu, m 6= 3 (5)

Constraint 2: The rescheduled plan should follow the process sequence of the initial
plan. That is, the starting time of the next process should lag behind the ending time of the
previous process.

TSiknm+1 ≥ TEiknm (6)

Constraint 3: The rescheduled plan should follow the mining sequence of the initial
plan. That is, the starting time of the next ore block should lag behind the ending time of
the previous ore block.

TSikn+1 ≥ TEikn (7)

3.3. Model Solving

In this study, we used a genetic algorithm to solve the dynamic scheduling problem of
intelligent mining equipment for underground metal mines. The main process is shown in
Figure 10.

(1) Encoding and Decoding
For chromosome encoding, we adopted a two-layer coding method [28]. The first

layer, Part A, includes block mining information, while the second layer, Part B, includes
available equipment information. The scheduling plan consists of both Part A and Part B,
as shown in Figure 11.
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(2) Population initialization
After equipment failure, the state of the mining system changes, and mining param-

eters require re-initialization. This includes removing completed processes, blocks, and
failed equipment. Multiple chromosomes are then randomly generated according to the
coding rules to form the initial population.

(3) Genetic Evolution
Genetic evolution includes selection, crossover, and mutation.
Selection generates the next generation of populations by calculating the objective

value based on the chromosome and generating the fitness value. Then, better individuals
are selected based on their fitness value to generate the offspring population. Nondomi-
nated sorting helps to select individuals closer to the optimal value of the target in the case
of multiple objectives, but it will reduce the diversity of the population and fall into the
local optimal solution. Adding the Monte Carlo method is an effective way to mitigate this
shortcoming. In this study, we used nondominated sorting and the Monte Carlo method
for selection.

Crossover recombines parental genes to create offspring with inherited traits. Uniform
crossover can better search the solution space, maintain good information exchange, and
make progeny generations more diverse. With long chromosomes, such as those here,
uniform crossover can ensure the adequacy of evolution. In this study, we used the uniform
crossover method to create a large variety of individuals.

Mutation introduces population diversity through genetic mutations to avoid entrap-
ment in local optimal solutions. Because the total number of processes was fixed, insertion
mutation was not applicable here. Therefore, we used swap mutation to swap gene po-
sitions in the block priority coding and to change the block priorities, or to swap gene
positions in the equipment selection coding and change the equipment selection, so as to
improve the sample diversity.

(4) Termination Criterion
We determined whether the set maximum number of iterations was reached. If not,

we continued the selection, crossover, and mutation operations until it was reached.
(5) Output Results
Finally, we decoded the optimal chromosome individuals into a rescheduling plan.
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4. Case Study

This paper presents a case study of the southeastern mining area of the Chambishi
Copper Mine. The multi-equipment task assignment model and GA algorithm [29–32]
were used to generate an initial plan, which was then rescheduled based on the proposed
model to analyze the interference and countermeasures of equipment failure.

4.1. Initial Plan and Basic Data

The zone consisted of eight stopes, and the initial plan, shown in Figure 12, was part
of the optimal plan created by a multi-equipment task assignment model for the horizontal
stripe pre-cut mining method [24].
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Figure 12. The initial scheduling plan.

The main technical parameters of the mining equipment, including the horizontal hole
drilling rig, medium–deep hole drilling rig, charging rig, scaling rig, LHD, and bolter, are
listed in Table 6.

Table 6. Main technical parameters of mining equipment.

Equipment Task Operational
Efficiency Number

Horizontal drilling rig Drilling horizontal holes 40 m/h 4
Downward drilling rig Drilling vertical holes 30 m/h 2

Charging rig Drilling holes for charging
with explosives 90 m/h 3

Scaling rig Exposed roof area scaling for
removing loosely attached rock 10 m2/h 1

LHD Ore mucking 1500 t·m/h 4

Bolter Anchor support for reinforcing
surrounding rock mass 10 anchors/h 3

4.2. The Rescheduled Plan

The initial plan was invalidated due to equipment failure and had to be rescheduled.
Specifically, a horizontal hole drilling rig in a stope broke down at 5:00, and the repair time
was 12.25 h. The algorithm parameters used were as follows: population size: 800; number
of iterations: 400; crossover probability: 0.2; and variance probability: 0.1. The simulation
was run on an Intel(R) Core(TM) i7-8550U CPU, 16 GB RAM, Python 3.7 @ Anaconda 3.
After the iteration of the genetic algorithm, the optimal solution was obtained with 79 h
and 11 equipment changes as objectives, as shown in Figure 13. The rescheduled Gantt
chart is shown in Figure 14, and a comparison between the initial and rescheduled plans is
presented in Figure 15. Delays occurred at five stopes in the rescheduled plan, with delays
generally ranging from 10 to 20 h.
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4.3. Discussion

To analyze the effectiveness of the proposed algorithm, a comparative analysis was
carried out. The control group included the execution results of the initial plan under
equipment failure. Specifically, after the equipment failure, it was still executed according
to the initial equipment allocation and stope priority, and the execution result of the initial
plan was obtained. The comparison with the initial plan, the execution result of the initial
plan, and the execution result of the rescheduled plan are shown in Table 7.

Table 7. The comparison with the initial plan, the execution result of the initial plan, and the execution
result of the rescheduled plan.

Name The Initial Plan The Execution Result
of the Initial Plan

The Execution Result of
the Rescheduled Plan

Improvement
(%)

Completion time (h) 255 312 284 8.97
The total time deviation (h) 0 183 79 56.83

The frequency of
equipment changes 0 0 11 — —

Total block interval (h) 337 647 420 35.09
Total process interval (h) 638 943 691 26.72

Ore grade fluctuation 0.04 0.83 0.42 49.40

The comparison results show that the dynamic scheduling model proposed in this
paper accomplished an improvement in overall mining execution at the cost of making
11 equipment changes. The execution result of the initial plan was significantly worse than
the rescheduled plan. The rescheduled plan is less different from the initial plan, which
avoided problems such as lags and production interruptions caused by equipment failures.

The proposed dynamic scheduling model effectively reduced the impact of equipment
failure on production operations, while avoiding the disadvantages of traditional complete
rescheduling with extensive equipment changes. This enabled the realization of reschedul-
ing with low management costs by reducing the frequency of equipment adjustments. The
model can reduce the adverse effects of equipment failure; ensure the stability, robustness,
and agility of scheduling; effectively assist schedulers to allocate equipment; cope with the
disturbing effects of equipment failure; and improve mine production efficiency.

5. Conclusions

In conclusion, this paper proposed a dynamic scheduling model to analyze the interfer-
ence of equipment failure in the southeastern mining area of the Chambishi Copper Mine.
The proposed model effectively reduced the impact of equipment failure on production
operations while avoiding the disadvantages of traditional complete rescheduling with
extensive equipment changes. The results showed that the rescheduling plan accomplished
an improvement in overall mining execution at the cost of making 11 equipment changes,
while the execution result of the initial plan was significantly worse than the rescheduled
plan. The proposed model can reduce the adverse effects of equipment failures; ensure the
stability, robustness, and agility of scheduling; and effectively assist schedulers to allocate
equipment, cope with the disturbing effects of equipment failure, and improve mine pro-
duction efficiency. Overall, this study provides valuable insights for mine scheduling and
equipment management. After equipment failure, the initial scheduling plan is quickly
adjusted, and the generated rescheduling plan is fed back to the scheduling center to assist
decision makers in scheduling and reducing the interfering effect of equipment failure
on production operations. This study provides a new perspective on mine production
scheduling, and it can be applied to other similar mining operations.

However, we have only completed the preliminary algorithm design and simulation
verification, and there is still a certain distance to implementation. It is necessary to develop
a scheduling management platform to assist personnel in decision making and efficiently
managing equipment. Future research will focus on the dynamic scheduling problem
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in the case of the simultaneous occurrence of multiple dynamic events and improve the
adaptability of the model to cope with real mining environments. In addition, future
research should focus on equipment operation and maintenance management, combine
equipment operation and maintenance data, carry out pre-scheduling research on mining
equipment, set up fault redundancy space in advance, and reduce the impact of fault
interference at the source.

Author Contributions: S.T. participated in data analysis and in the design of the study, drafted the
manuscript, and carried out the statistical analyses; S.F. and S.H. collected field data; L.W. and M.J.
conceived of the study, designed the study, coordinated the study, and helped draft the manuscript.
All authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by the National Key Research and Development Program of
China (2022YFC2904105) and the Fundamental Research Funds for the Central Universities of Central
South University (2021zzts0284).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: We thank the reviewers for their comments and suggestions for improving the
quality of the paper.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Chimunhu, P.; Topal, E.; Ajak, A.D.; Asad, W. A Review of Machine Learning Applications for Underground Mine Planning and

Scheduling. Resour. Policy 2022, 77, 102693. [CrossRef]
2. Liu, S.Q.; Kozan, E.; Masoud, M.; Li, D.; Luo, K. Multi-Stage Mine Production Timetabling with Optimising the Sizes of Mining

Operations: An Application of Parallel-Machine Flow Shop Scheduling with Lot Streaming. Ann. Oper. Res. 2022. [CrossRef]
3. Bao, Y.; Wang, Y.; Zhao, L.; Zhang, A. Optimization Production Scheduling of Underground Backfilling Mining Based on NSGA-II.

Min. Metall. Explor. 2022, 39, 1521–1536. [CrossRef]
4. Seifi, C.; Schulze, M.; Zimmermann, J. A Two-Stage Solution Approach for a Shift Scheduling Problem with a Simultaneous

Assignment of Machines and Workers. In Mining Goes Digital; CRC Press: London, UK, 2019; pp. 377–385.
5. Campeau, L.-P.; Gamache, M.; Martinelli, R. Integrated Optimisation of Short- and Medium-Term Planning in Underground

Mines. Int. J. Min. Reclam. Environ. 2022, 36, 235–253. [CrossRef]
6. Schulze, M.; Rieck, J.; Seifi, C.; Zimmermann, J. Machine Scheduling in Underground Mining: An Application in the Potash

Industry. OR Spectr. 2016, 38, 365–403. [CrossRef]
7. Wang, H.; Tenorio, V.; Li, G.; Hou, J.; Hu, N. Optimization of Trackless Equipment Scheduling in Underground Mines Using

Genetic Algorithms. Min. Metall. Explor. 2020, 37, 1531–1544. [CrossRef]
8. Lindh, E.; Olsson, K. Scheduling of an Underground Mine by Combining Logic-Based Benders Decomposition and a Constructive Heuristic;

Department of Mathematics, Linköping University: Linköping, Sweden, 2021.
9. Galvin, J. Critical Role of Risk Management in Ground Engineering and Opportunities for Improvement. Int. J. Min. Sci. Technol.

2017, 27, 725–731. [CrossRef]
10. Gul, M.; Ak, M.F.; Guneri, A.F. Pythagorean Fuzzy VIKOR-Based Approach for Safety Risk Assessment in Mine Industry. J. Saf.

Res. 2019, 69, 135–153. [CrossRef]
11. Jakkula, B.; Mandela, G.R.; Murthy, C.S.N. Reliability Block Diagram (RBD) and Fault Tree Analysis (FTA) Approaches for

Estimation of System Reliability and Availability—A Case Study. Int. J. Qual. Reliab. Manag. 2020, 38, 682–703. [CrossRef]
12. Odeyar, P.; Apel, D.B.; Hall, R.; Zon, B.; Skrzypkowski, K. A Review of Reliability and Fault Analysis Methods for Heavy

Equipment and Their Components Used in Mining. Energies 2022, 15, 6263. [CrossRef]
13. Framinan, J.M.; Fernandez-Viagas, V.; Perez-Gonzalez, P. Using Real-Time Information to Reschedule Jobs in a Flowshop with

Variable Processing Times. Comput. Ind. Eng. 2019, 129, 113–125. [CrossRef]
14. Song, Z.; Schunnesson, H.; Rinne, M.; Sturgul, J. Intelligent Scheduling for Underground Mobile Mining Equipment. PLoS ONE

2015, 10, e0131003. [CrossRef] [PubMed]
15. Hou, J.; Li, G.; Wang, H.; Hu, N. Genetic Algorithm to Simultaneously Optimise Stope Sequencing and Equipment Dispatching in

Underground Short-Term Mine Planning under Time Uncertainty. Int. J. Min. Reclam. Environ. 2020, 34, 307–325. [CrossRef]
16. Hammami, N.E.H.; Jaoua, A.; Layeb, S.B. Equipment Dispatching Problem for Underground Mine Under Stochastic Working

Times. In Computational Logistics; Mes, M., Lalla-Ruiz, E., Voß, S., Eds.; Lecture Notes in Computer Science; Springer International
Publishing: Cham, Switzerland, 2021; Volume 13004, pp. 429–441.

https://doi.org/10.1016/j.resourpol.2022.102693
https://doi.org/10.1007/s10479-022-05134-z
https://doi.org/10.1007/s42461-022-00606-z
https://doi.org/10.1080/17480930.2022.2025558
https://doi.org/10.1007/s00291-015-0414-y
https://doi.org/10.1007/s42461-020-00285-8
https://doi.org/10.1016/j.ijmst.2017.07.005
https://doi.org/10.1016/j.jsr.2019.03.005
https://doi.org/10.1108/IJQRM-05-2019-0176
https://doi.org/10.3390/en15176263
https://doi.org/10.1016/j.cie.2019.01.036
https://doi.org/10.1371/journal.pone.0131003
https://www.ncbi.nlm.nih.gov/pubmed/26098934
https://doi.org/10.1080/17480930.2019.1584952


Sustainability 2023, 15, 7306 18 of 18

17. Åstrand, M.; Johansson, M.; Zanarini, A. Fleet Scheduling in Underground Mines Using Constraint Programming. In Integration
of Constraint Programming, Artificial Intelligence, and Operations Research; van Hoeve, W.-J., Ed.; Lecture Notes in Computer Science;
Springer International Publishing: Cham, Switzerland, 2018; Volume 10848, pp. 605–613.

18. Åstrand, M.; Johansson, M.; Zanarini, A. Underground Mine Scheduling of Mobile Machines Using Constraint Programming and
Large Neighborhood Search. Comput. Oper. Res. 2020, 123, 105036. [CrossRef]

19. Åstrand, M.; Johansson, M.; Feyzmahdavian, H.R. Short-Term Scheduling of Production Fleets in Underground Mines Using
CP-Based LNS. In Integration of Constraint Programming, Artificial Intelligence, and Operations Research; Stuckey, P.J., Ed.; Lecture
Notes in Computer Science; Springer International Publishing: Cham, Switzerland, 2021; Volume 12735, pp. 365–382.

20. Li, N.; Feng, S.; Lei, T.; Ye, H.; Wang, Q.; Wang, L.; Jia, M. Rescheduling Plan Optimization of Underground Mine Haulage
Equipment Based on Random Breakdown Simulation. Sustainability 2022, 14, 3448. [CrossRef]

21. Li, J.; Pan, Q.; Mao, K. A Discrete Teaching-Learning-Based Optimisation Algorithm for Realistic Flowshop Rescheduling
Problems. Eng. Appl. Artif. Intell. 2015, 37, 279–292. [CrossRef]

22. Peng, K.; Pan, Q.-K.; Gao, L.; Li, X.; Das, S.; Zhang, B. A Multi-Start Variable Neighbourhood Descent Algorithm for Hybrid
Flowshop Rescheduling. Swarm Evol. Comput. 2019, 45, 92–112. [CrossRef]

23. Ma, Z.; Yang, Z.; Liu, S.; Wu, S. Optimized Rescheduling of Multiple Production Lines for Flowshop Production of Reinforced
Precast Concrete Components. Autom. Constr. 2018, 95, 86–97. [CrossRef]

24. Tu, S.; Jia, M.; Wang, L.; Feng, S.; Huang, S. A Multi-Equipment Task Assignment Model for the Horizontal Stripe Pre-Cut Mining
Method. Sustainability 2022, 14, 16379. [CrossRef]

25. Zhang, B.; Pan, Q.; Meng, L.; Zhang, X.; Jiang, X. A Decomposition-Based Multi-Objective Evolutionary Algorithm for Hybrid
Flowshop Rescheduling Problem with Consistent Sublots. Int. J. Prod. Res. 2023, 61, 1013–1038. [CrossRef]

26. Chen, C.; Li, Y.; Cao, G.; Zhang, J. Research on Dynamic Scheduling Model of Plant Protection UAV Based on Levy Simulated
Annealing Algorithm. Sustainability 2023, 15, 1772. [CrossRef]

27. An, Y.; Chen, X.; Gao, K.; Zhang, L.; Li, Y.; Zhao, Z. A Hybrid Multi-Objective Evolutionary Algorithm for Solving an Adaptive
Flexible Job-Shop Rescheduling Problem with Real-Time Order Acceptance and Condition-Based Preventive Maintenance. Expert
Syst. Appl. 2023, 212, 118711. [CrossRef]

28. Wen, X.; Lian, X.; Qian, Y.; Zhang, Y.; Wang, H.; Li, H. Dynamic Scheduling Method for Integrated Process Planning and
Scheduling Problem with Machine Fault. Robot. Comput.-Integr. Manuf. 2022, 77, 102334. [CrossRef]

29. Gu, Z.-M.; Wang, G.-G. Improving NSGA-III Algorithms with Information Feedback Models for Large-Scale Many-Objective
Optimization. Future Gener. Comput. Syst. 2020, 107, 49–69. [CrossRef]

30. Li, S.; Zhang, M.; Wang, N.; Cao, R.; Zhang, Z.; Ji, Y.; Li, H.; Wang, H. Intelligent Scheduling Method for Multi-Machine
Cooperative Operation Based on NSGA-III and Improved Ant Colony Algorithm. Comput. Electron. Agric. 2023, 204, 107532.
[CrossRef]

31. Hou, Y.; Wu, N.; Li, Z.; Zhang, Y.; Qu, T.; Zhu, Q. Many-Objective Optimization for Scheduling of Crude Oil Operations Based on
NSGA-III with Consideration of Energy Efficiency. Swarm Evol. Comput. 2020, 57, 100714. [CrossRef]

32. Liu, Y.; You, K.; Jiang, Y.; Wu, Z.; Liu, Z.; Peng, G.; Zhou, C. Multi-Objective Optimal Scheduling of Automated Construction
Equipment Using Non-Dominated Sorting Genetic Algorithm (NSGA-III). Autom. Constr. 2022, 143, 104587. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1016/j.cor.2020.105036
https://doi.org/10.3390/su14063448
https://doi.org/10.1016/j.engappai.2014.09.015
https://doi.org/10.1016/j.swevo.2019.01.002
https://doi.org/10.1016/j.autcon.2018.08.002
https://doi.org/10.3390/su142416379
https://doi.org/10.1080/00207543.2022.2093680
https://doi.org/10.3390/su15031772
https://doi.org/10.1016/j.eswa.2022.118711
https://doi.org/10.1016/j.rcim.2022.102334
https://doi.org/10.1016/j.future.2020.01.048
https://doi.org/10.1016/j.compag.2022.107532
https://doi.org/10.1016/j.swevo.2020.100714
https://doi.org/10.1016/j.autcon.2022.104587

	Introduction 
	Dynamic Scheduling Process 
	Dynamic Scheduling Characteristics 
	Dynamic Scheduling Mechanisms 
	Dynamic Scheduling Methods 
	Process Reconfiguration 

	Dynamic Scheduling Modeling 
	Description of the Problem 
	Mathematical Model 
	Symbol Definition 
	Objective Function 
	Equivalence Relations 
	Constraints 

	Model Solving 

	Case Study 
	Initial Plan and Basic Data 
	The Rescheduled Plan 
	Discussion 

	Conclusions 
	References

