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Abstract

:

Turkey is attempting to achieve carbon neutrality targets by implementing environmentally friendly techniques. This study aims to assess the short- and long-term relationships between Turkey’s annual carbon emissions and economic growth, as well as annual electricity generation from renewable fossil fuels. Data for this study were obtained from the World Bank and the official website of the Turkish Statistical Institute (TURKSTAT) from 1986 to 2020. The Autoregressive Distributed Lag Bound Test (ARDL) technique was used to estimate variable cointegration. The cointegration test shows a long-run relationship between the selected variables. A 1% increase in the GDP, COAL, and PTRLGZ variables increases CO2 emissions by 0.65%, 33%, and 7%, respectively. The RE variable was found to have a negative effect on CO2 emissions. The effect of the RE variable on CO2 emissions is −0.10. This result indicates that a 1% increase in the RE variable reduces CO2 emissions by 0.10%. Looking at the short-term data, the error correction coefficient (CointEq (−1)) was found to be negative (−0.832) and significant. Based on the error correction variable, it is expected that the short-run deviations from equilibrium will be corrected and that a long-run equilibrium will be reached in less than one year. The long-run results also suggest that the factors used in the model have a statistically significant effect on the dependent variable. While this effect is negative for annual electricity production from renewable energy sources, it is positive for annual electricity production from fossil fuels and gross domestic product (GDP).
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1. Introduction


At the global level, the primary objectives for a sustainable future are to optimize energy use, enhance energy efficiency, and reduce greenhouse gas emissions [1,2]. A low-carbon economy, which is a crucial method for achieving these objectives, is inextricably linked to the concept of an economy based on renewable green energy. An economy that is low-carbon provides a framework for achieving economic development goals by using sustainable energy resources. This framework includes the use of energy sources that are reusable and have lower carbon outputs, such as water, wind, and ocean currents [3]. It is well documented that the production of energy, particularly from fossil fuels, results in an increase in carbon dioxide (CO2) levels in the atmosphere [4,5,6,7] and contributes to climate change [8,9,10]. The substitution of clean and renewable energy sources for fossil fuels is a necessary condition for sustainable growth [11,12]. However, it is also a critical factor in reducing global carbon emissions [7]. In this context, the transition to an economy with lower carbon emissions is of paramount importance, particularly for developing countries, which rely heavily on fossil fuels and contribute significantly to global greenhouse gas emissions [13].



This study examines the long-run and short-run relationships between Turkey’s annual carbon emissions and economic growth and total annual electricity production from renewable and fossil resources between 1986 and 2020. The study used the ARDL bounds test to assess long-run cointegration. The study also used the Granger causality test to identify causal relationships between the variables. This study makes a significant contribution to the existing literature on Turkey’s green energy economy, low carbon economy, and sustainable development policy by analyzing the evolution of electricity production by energy source over a 34-year period and its relationship with carbon emissions.



In previous studies that have examined the relationship between the variables of energy use, economic growth, and the environment, it can be seen that research has been conducted in the context of environmental indicators (carbon emissions, ecological footprint), production indicators by energy source (renewable energy production, fossil fuel energy production, nuclear energy production), and economic indicators (economic growth, trade openness). These studies are summarized in Table 1.



Looking at similar studies on the topic, it can be seen that many comprehensive studies have been conducted on the relationship between carbon emissions as the dependent variable and economic development, renewable energy, and non-renewable energy sources. However, most studies examining the relationship between carbon emissions and energy focus on energy consumption [9,14,16,21,27], and very few studies [22] examined the impact of the type of energy generation (renewable and non-renewable) on carbon emissions.



Among these studies, Udeagha and Ngepah [9] examined the factors affecting CO2 emissions, with the ARDL simulation model in South Africa. This study estimated that the effect of hydropower consumption, nuclear energy consumption, and technical effect variables on CO2 emissions is negative, while scale effect, oil, coal, and natural gas consumption, along with the trade openness have a positive effect. In the study conducted by Mehmood [24], the relationship between the dependent variable (carbon emissions) and the independent variables, which are foreign direct investments, government effectiveness, GDP, and renewable energy use in South Asian countries, were investigated with the help of the Westerlund panel cointegration test along with the CS-ARDL model. While the Westerlund panel cointegration test revealed a strong relationship between the variables, the long-run estimation of the model results indicated that renewable energy and government activity had a negative effect on carbon emissions, and a positive relationship was found between GDP and FDI.



Noureen et al. [27] studied the relationship between macroeconomic policies and the quality of the environment in terms of monetary and fiscal policies. This study used ARDL, CCEMG, AMG, Westerlund cointegration, and Granger causality tests. Results of the study, in the long run, reveal that increasing energy use produced by renewable sources will cause a reduction in carbon emission levels. In contrary to this, increasing GDP will cause an increase in carbon emission levels. The Dumitrescu and Hurlin causality test results showed a unidirectional causality between energy from renewable sources and carbon emissions, specifically from renewable energy to carbon emissions. In Kartal [23], the relationship between fossil fuel energy, energy production from renewable resources, nuclear energy, and the carbon emissions caused by energy consumption has been investigated using the DYARDL model. In the long run, both ARDL and DYNARDL model results have shown consistency, revealing that energy production from fossil resources and energy produced by nuclear power plants causes an increase in carbon emissions from energy consumption. In contrast, renewable energy production has a decreasing effect. Jahanger et al. [22], in their study, estimated the relationship between carbon emissions and hydroelectricity production, economic growth, and urbanization using QARDL and Granger causality. The long-run cointegration parameter estimated that carbon emissions are affected positively by economic growth. The results of this study state that this relationship was found to be insignificant at lower carbon emission levels but significant at higher levels. The results showed that hydroelectric production decreased carbon emissions only at high quantile levels, while urbanization contributed significantly to carbon emissions. Granger causality test results between carbon emissions and hydroelectric production showed a two-way causality. In this context, existing studies provide evidence that electricity produced and consumed predominantly using fossil resources increases CO2 emissions while reporting that using renewable energy sources is effective in reducing carbon emissions.



Turkey is in the middle of this difficult transformation process as energy demand is rapidly increasing and energy production is dominated by fossil fuels. In Turkey, power plants dominate overall electricity production and account for more than 69% of total electricity production. According to the Ministry of Energy and Natural Resources of the Republic of Turkey [29], it was estimated that Turkey’s electricity consumption will increase by 8.74% to 332.9 billion kWh in 2021 compared to 2020 and electricity generation will increase by 9.14% to 334.7 billion kWh compared to 2020. According to TURKSTAT greenhouse gas emission statistics, the largest share of greenhouse gas emissions in CO2 equivalents in 2020 was caused by energy-related emissions, namely 70.2%. Emissions from the energy sector were calculated at 367.6 million tons of CO2 eq. for 2020, which corresponds to an increase of 163.3% compared to 1990 and an increase of 0.6% compared to 2019. The year 2020 also shows that 85.4% of Turkey’s CO2 emissions in 2020 will be caused by the energy sector, 31.6% of which will be caused by electricity and heat generation [30]. According to the forecasts of the Turkey Electric Energy Demand Projection Report [31], electricity consumption in the period 2020–2040 is estimated at 370 TWh in 2025 and 591 TWh in 2040. Considering the fossil fuel-based electricity generation in Turkey, it is of key importance to limit the negative effects of this situation and to use the generated electricity in a more efficient and environmentally friendly way.



In this study, the effect of annual electricity production amount according to energy source on Turkey’s annual carbon emissions between 1986 and 2020 is evaluated. For this purpose, the total amount of carbon emissions (million tons), GDP per capita (constant 2015 US$), the amount of electricity production produced by coal consumption (GWh), the total electricity production produced by oil and natural gas consumption (GWh), and the total amount of electricity production (GWh) from renewable energy sources (GWh) variables have been used. The aim was to determine the long-run and causality relationships between these variables.




2. Materials and Methods


Within the range of the study, the model presented in Equation (1) was created to analyze the association between carbon emissions and electricity production according to energy sources in Turkey. While creating the model, using past studies, the variables that have been empirically demonstrated to have an impact on carbon emissions in past studies and variables that affect carbon emissions were included along with variables that have the possibility of causing similar effects. The GDP per capita variable, whose effect on CO2 has been demonstrated by numerous studies [19,23,27], was used in the model as a control variable. Also, electricity production amounts from different sources (coal, oil, natural gas, and renewable) have been included in the model.


    C O   2   =   α   0   +   α   1     G D P   t   +   α   2     C O A L   t   +   α   3     P T R L G Z   t   +     α   4   R E   t   +   ε   t    



(1)







In the equation, CO2 is the total carbon emission amount (million tons); GDP is the gross domestic product per capita (constant 2015 US$); COAL is the total amount of electricity that was produced by using coal (GWh); PTRLGZ is the total amount of electricity that was produced by oil and natural gas amount (GWh); RE indicates the total electricity production amount (GWh) from renewable energy sources (including hydraulic, geothermal, wind, solid biomass, solar, biogas, and waste resources); and εt indicates the error terms. Annual data for Turkey were used in the study for the 1986–2020 period. Natural logarithms of all variables were taken to examine the elasticity of the relationships between variables.



Details about the variables used and the expected effect of the independent variables that were included in the model on the dependent variable are given in Table 2. Accordingly, all sources except electricity produced by renewable energy sources are expected to cause a statistically significant and positive effect on emissions. Current studies in the literature justify the expected directions. Descriptive statistics about the variables are presented in Table 3, and the graphs of the variables are given in Figure 1.



2.1. Unit Root Tests


The ARDL bound test approach and the Granger causality test, widely used in the literature for time series analysis, were used to investigate the relationship between electricity production and carbon emissions by energy source. Unit root tests are included because they are one of the first steps of both methods. These tests are used to estimate the degree of stationarity of variables, and the approach to be used in both cointegration and causality analysis is decided according to the results obtained. Augmented Dickey–Fuller (ADF) [33] and Phillips and Perron (PP) [34] tests were used, which are generally accepted unit root tests. The null hypothesis in both tests is that the variable under consideration has a unit root.




2.2. ARDL Bound Test


Looking at the literature, there are many cointegration tests to reveal the long-run relationships in time series. The first of these was developed by Engle and Granger [35], after which many alternative cointegration tests have been developed, most notably the multi-equation approach proposed by Johansen [36] and Johansen and Juselius [37]. These approaches, which are suitable for cointegration analysis for time series and possible economic situations, are not suitable for cointegration tests for equations with “I(0)” series that are stationary in the level state, due to the restrictions they have regarding stationarity. This constraint has been removed by the ARDL bounds test developed by Pesaran et al. [38]. Because of the ARDL bounds test approach, cointegration tests can be performed regardless of whether the stationarity levels of the series are I(0) or I(1). It should be noted, however, that the method can only be applied to I(0) and I(1) series, and the corresponding test cannot be applied to series that become stationary at I(2) or higher levels. Another important advantage of the ARDL bounds test is that it can produce successful results even with small samples. Narayan and Narayan [39] observed that the results obtained with the ARDL bounds test are more effective and unbiased compared to other cointegration tests and give more consistent results in small samples. Given these advantages, the analysis is carried out using the ARDL approach. In the study by Peseran et al. [38], alternative conditional error correction models were proposed that differ in the way the constant and trend terms are included in the model in the ARDL model equation. In this study, Case III, one of the conditional error correction models that includes the unrestricted constant and no trend, was used, and according to the corresponding model, the model presented in Equation (1) was formulated as follows (Equation (2)):


    ∆ l n C O   2 t   =   β   0   +   ∑  i = 1   p      β   1 i     ∆ l n C O   2 t − i     +   ∑  i = 1   p      β   2 i     ∆ l n G D P   t − i     +   ∑  i = 0     q   1        β   3 i       ∆ l n C O A L   t − i   +   ∑  i = 0     q   2        β   4 i       ∆ l n P T R L G Z   t − i   +    ∑  i = 0     q   3        β   5 i       ∆ l n R E   t − i   +   β   6     l n C O   2 t − 1   +   β   7     l n G D P   t − 1   +   β   8     l n C O A L   t − 1   +   β   9     l n P T R L G Z   t − 1   +   β   10     l n R E   t − 1   +   ε   t    



(2)







Equation (2) F-Bounds Test has been used to test the cointegration between the variables. The null hypothesis for this test states that no long-term relationship between the variables exists, “    H   0   =   β   6   =   β   7   =   β   8   =   β   9   =   β   10   = 0  ”. A long-run relationship between variables can be accepted if the resulting F-statistics is larger than the critical value H0 [40]. For the critical values utilized in the F-Bounds Test, reliance is placed on the values computed by Narayan [41]. The basic reason for using this choice is that the values by Narayan [41] can reach robust results even in small samples.



This approach uses the error correction model to understand the short-run relationships between variables. The error correction model for the equation created within the scope of the study (Equation (1)) can be formulated as follows (Equation (3)):


    ∆ l n C O   2 t   =   β   0   +   ∑  i = 1   p      β   1 i     ∆ l n C O   2 t − i     +   ∑  i = 0     q   1        β   2 i       ∆ l n G D P   t − i   +   ∑  i = 0     q   2        β   3 i       ∆ l n C O A L   t − i   +   ∑  i = 0     q   3        β   4 i       ∆ l n P T R L G Z   t − i   +    ∑  i = 0     q   4        β   5 i       ∆ l n R E   t − i   + ω   E C T   t − 1   +   ε   t    



(3)







In this formula, ECT represents the error correction term that shows whether deviations from the equilibrium in the short-run will converge to the long-run equilibrium. The system can be expected to converge to long-run equilibrium by correcting deviations if the error correction term’s coefficient is found to be both negative and statistically significant.




2.3. Causality Test


The Granger causality test is a method of investigation widely preferred to determine the flow of information between time series [42]. The Granger causality test, developed by Granger [43], enables the investigation of causal relationships between two variables and the detection of feedback relationships. The Granger causality relationship between a variable Y and X is determined by estimating the models presented below (Equations (4) and (5)).


    Y   t   =   ∑  i = 1   l      α   i     Y   t − i     +   ∑  i = 1   l      β   i     X   t − i   +   ε   t      



(4)






    X   t   =   ∑  i = 1   l      α   i     X   t − i     +   ∑  i = 1   l      β   i     Y   t − i   +   ε   t      



(5)







As the analysis is only possible with stationary data, differencing is applied until the variables become stationary. The Wald test is employed to ascertain the causal relationship between variables. If it is determined that both variables are Granger causes of each other, it can be inferred that a feedback link exists between the variables.





3. Results


3.1. Results of the Unit Root Test


To ascertain the stationarity of the variables to be analyzed, the Augmented Dickey–Fuller test (ADF) and Phillips and Perron unit root tests (PP) have been selected as the most appropriate statistical tools. The results are presented in Table 4. The ADF and PP tests indicate that all variables included in the model with constant terms can be considered stationary at the first difference [I(1)]. Since the ARDL bounds testing approach permits the variables to be stationary at I(0) or I(1), the data set has been confirmed to be suitable for the model.




3.2. ARDL Bound Test


To estimate the ARDL model, it is necessary to determine the most appropriate lag length among the available alternatives. Given the relatively limited number of observations in the study, 4 was identified as the maximum lag length. The most appropriate model was selected based on diagnostic tests and stability by reducing the lag numbers to 3, 2, and 1. The ARDL bound test results (1, 0, 1, 1, 2) are given in Table 5.



As indicated in Table 5, the F-statistic value exceeds the critical value at a 1% level of significance. In this instance, the null hypothesis, H0 = β1 = β2 = β3 = β4 = β5 = 0, can be rejected. Consequently, the alternative hypothesis (H1), which posits the cointegration of the variables, must be accepted. As an unconstrained conditional error correction model (Case III) was employed in the study, the T-Bounds Test was also conducted in addition to the F-Bounds Test. The results demonstrated the existence of a cointegration relationship between the variables, with the T-Bounds Test indicating a statistically significant result at the 1% significance level. Once the cointegration relationship had been confirmed, the short- and long-run coefficients of the variables were estimated. The estimation results are presented in Table 6.



Upon examination of the short-run estimations presented in Table 6, it was found that the error correction coefficient (CointEq (−1)) was both negative and statistically significant. According to the model, deviations from equilibrium in the short run will be corrected, and the system will converge to long-run equilibrium. Again, in Table 6, where the long-run estimation results can be observed, all the independent variables that have been utilized in the model have a statistically significant effect on the dependent variable in the long run. The relationship between the total annual electricity production from renewable sources and energy sources is negative, whereas that between the electricity produced from fossil fuels and the same variables is positive. Furthermore, this relationship is positive for economic growth.




3.3. Diagnostic Tests for the Model


To ascertain whether the model is functional or not, diagnostic tests are performed. Table 7 presents the results of the diagnostic tests, which indicate that the test statistics for the automatic association, normality, varying variance, and modeling error tests are within an acceptable range for the predicted model in this study.



To test the stability of the model, CUSUM and CUSUMSQ tests were also conducted for the structural stability in the estimated long-run model. Figure 2a shows the ARDL model’s CUSUM test plots, and Figure 2b shows the model’s CUSUMSQ test plots. Since the test statistics for CUSUM and CUSUMQ are within the 5% critical value range, it can be said that the coefficients are stable in the long run, and in the long run, the model does not have a break.




3.4. FMOLS Test


The robustness and accuracy of the ARDL bounds test results were analyzed with the help of the FMOLS test as an alternative model. Table 8 includes FMOLS test results. And FMOLS test results are similar to ARDL test results.




3.5. Granger Causality Test


To ascertain whether a causal relationship exists between the variables in question, a causality test developed by Granger was employed to analyze the data. The results of this test are presented in Table 9. The results indicate that there is a unidirectional causal relationship between carbon emissions and LNGDP per capita and LNCOAL. A feedback relationship has been identified between LNRE and LNCOAL. Additionally, a unidirectional causality relationship was identified between the LNRE and LNCOAL variables and the LNPTRLGZ variables.





4. Discussion


In the context of this study, the ARDL model was employed to estimate the elements that exert a long-run effect on carbon emissions, while the Granger causality test was utilized to ascertain the existence of a causal relationship between the variables. The estimated long-run results for the model were evaluated and found to be largely consistent with existing literature. A total of 69.31% of the electricity produced in Turkey between 1986 and 2020 was generated using fossil fuels, with coal-based electricity accounting for 30.87%, oil-based electricity for 4.5%, and natural gas-based electricity for 35.3%. Given that fossil fuel resources are used more intensively in electricity production, it can be expected that variables in the model, which are the annual electricity production amount produced by coal consumption (lnCOAL) and the annual total electricity production amount produced by oil and natural gas consumption (lnPTRLGZ), will have a positive effect on carbon emissions. Furthermore, studies demonstrating that the consumption of fossil fuels (non-renewable energy sources) has a positive effect on carbon emissions in the long term also support this view [9,16,23,27].



Renewable energy sources represent another category of energy utilized in the production of electricity. Approximately 30.69% of the electricity produced in Turkey between 1986 and 2020 was obtained from renewable energy sources, with hydraulic sources accounting for 26.09% and other renewable sources contributing 4.59%. Upon examination of the estimated results, it can be observed that there is a negative correlation between renewable energy sources and carbon emissions. Previous studies that have yielded comparable outcomes lend support to this perspective [14,16,21,23,24,25,27,44]. These findings indicate that the development of sustainable green energy sources (renewable energy sources) should be prioritized over the use of fossil fuels to reduce CO2 emissions.



Energy, which is the fundamental input for the production of goods and services that societies require, has a significant impact on the environment during the production, transformation, transfer, and consumption stages. Upon examination of these effects, the sustainability of non-renewable resources becomes a matter of significant importance. The extraction of a clean energy source from nature and its subsequent utilization as an input in the economic system have the potential to mitigate the pollution problem caused by the return of harmful wastes and emissions to the ecological system during the production and consumption of energy. The relationship between the economy, energy usage, and the environment cannot be denied. The increasing consumption opportunities of rapidly developing societies in many areas, coupled with economic development, have led to a significant increase in energy demand. The harmful wastes resulting from obtaining and consuming most of this energy demand from fossil fuels have the potential to seriously threaten human health and the ecosystem. The search for new energy sources has intensified in response to the changing environmental impact and increasing energy needs, which depend on the source and technology of energy production and consumption. Energy is derived from non-renewable sources, including oil, coal, natural gas, and nuclear materials.



Additionally, renewable resources, such as water, wind, and fusion, have been explored as potential alternatives in recent years. Nevertheless, the utilization of non-renewable energy sources does have an impact on the environment, with the emission of sulfur dioxide (SO2), nitrogen oxides (N2O4, N2O3, NO2, NO), methane (CH4), and carbon monoxide (SO2 and nitrogen oxides (N2O4, N2O3, NO2, NO)) all contributing to the formation of severe air pollution. Concurrently, these noxious gases give rise to global environmental issues attributable to the greenhouse gas effect, which continues to elevate global health to perilous levels and precipitate extreme weather conditions on a global scale. The development of energy resources as alternatives to fossil fuels may also have a negative impact on the environment. In addition to hydroelectric power plants, the construction of dams and reservoirs for the generation of electricity from water has resulted in the destruction of plant and animal communities beneath them, as well as the forced migration of local populations due to the disruption of their traditional habitats. While nuclear power plants, which have reached significant numbers in developed countries, are subject to intense debate regarding their reliability, the ability to store and dispose of nuclear waste without harming the entire ecosystem and people is viewed with suspicion.



In Turkey, which relies on fossil fuels as its primary source of energy (80%) and still exhibits a high level of dependence on fossil fuels, these carbon-based fuels have constituted a significant obstacle to green growth over the past 50 years. The growth of renewable energy sources is widely accepted as a clean energy solution. Furthermore, the beneficial impact on public health is also applicable to Turkey. Consequently, to achieve a complete transformation towards green growth in the country, it is essential to change the energy sources from a mix of fossil fuels to renewable energy. Although achieving this transformation in the short term is not straightforward, it may be possible to accelerate it with the implementation of certain policy measures. Among these are policies such as reducing foreign dependency on renewable energy technology, encouraging the private sector by shifting subsidies given to fossil fuel resources (especially coal) to renewable energy sources, introducing a mandatory carbon tax on businesses using fossil fuel energy, and increasing efficiency in energy use. In this manner, long-term measures can be implemented in the country to achieve green growth, combat climate change, and simultaneously achieve sustainable development goals.



It can be demonstrated that economic growth and development have a significant impact on CO2 emissions [45]. In general, during an economic recession, there is an increase in the unemployment rate, a decrease in purchasing power, a decrease in aggregate demand, an increase in interest rates, and an increase in inflation. Furthermore, businesses operating in such an environment encounter difficulty in investing in green energy sources. During these periods, governments often choose to relax environmental rules and regulations in order to increase the confidence of investors and economic activity. This encourages firms to use non-renewable or cheap energy sources, which in turn results in higher greenhouse gas emissions [44]. The ARDL model’s long-run estimation results indicate that GDP has a positive effect on carbon emissions. These estimations are consistent with those of other studies [9,20,22,24,26,28], which demonstrate a positive correlation between carbon emissions across various geographical regions.




5. Conclusions


The global population continues to grow, accompanied by an increase in per capita production. While expectations of underdeveloped countries to raise their living standards to the level of developed countries and the efforts of developed countries to have more of the world’s resources fuel the excessive consumption of raw materials, energy resources, and all kinds of natural resources, polluting economic activities, which are the source of harmful wastes and emissions released into the environment, continue to increase. The potential to prevent environmental harm is being continuously developed in response to new moral standards and emerging technologies. This process is driven by increasing environmental awareness and sensitivity, particularly in the context of environmental problems. Consequently, it seems inevitable that the issue of how to combat environmental problems in the context of growing economies and how to harmonize the priority of economic growth with the need to protect the environment will continue to be one of the most discussed problems of today and in the coming years. It is of great importance to gain an understanding of the factors that influence CO2 emissions to inform decision-making processes regarding climate change. Turkey has set a target of reducing carbon emissions by 21% by 2030. Nevertheless, the Climate Action Tracker has identified inconsistencies in Turkey’s approach to the Paris Agreement, describing the country’s commitment as “critically inadequate”. Despite Turkey’s commitment to reducing carbon emissions per the Paris Agreement, the country’s efforts to achieve a sustainable economy have not yielded the desired results. Turkey exhibits a high level of vulnerability concerning the majority of the climate vulnerability dimensions selected by the World Bank. This situation provides a compelling rationale for reducing carbon emissions in Turkey. In terms of environmental impact, the empirical results indicate that the generation of electricity in Turkey using both renewable and non-renewable resources has the following consequences: (i) The utilization of renewable energy sources in the generation of electricity results in a reduction in CO2 emissions. (ii) The consumption of fossil fuels for the generation of electricity has the effect of increasing CO2 emissions over the long term. This demonstrates that the generation of electricity using renewable energy sources results in a reduction in CO2 emissions compared to the use of fossil fuels (oil, coal, and natural gas).



For Turkey, which aims to achieve net-zero greenhouse gas emissions by 2053, the problem of dependence on fossil fuels for electricity generation needs to be addressed. According to the projection published by the Turkey Electric Energy Demand Projection Report [31], which forecasts energy consumption for the period 2020–2040, electricity consumption is estimated to be 370 TWh in 2025. In 2040, it will be 591 TWh. In 2022, electricity generation for Turkey will be from coal (34.6%), natural gas (22.2%), hydro (20.6%), wind (10.8%), solar (4.7%), geothermal (3.3%), and other sources (3.7%) [29].



Turkey is unable to fully exploit the potential of wind and solar energy, which is a significant advantage of its geographical location. To achieve its target of reducing greenhouse gas emissions to net zero by 2053, Turkey must first aim for an absolute emission reduction of at least 35% by 2030. In this context, policymakers should strive to achieve the technological innovation required to transition to renewable energy sources (such as wind, nuclear, biomass, solar, and hydroelectricity) instead of fossil fuels in electricity generation. Increasing renewable energy is possible with investment in green technologies. Given the high upfront costs associated with renewable energy projects and the necessity of government subsidies for both public and private sectors, it is recommended that Turkey strive to produce at least 75% of its electricity from renewable resources by 2030. This can be achieved by encouraging greater investment in the sector. In particular, the government should facilitate the gradual reduction in coal-based electricity generation. To attract investment, the government should provide incentives in the form of loans on favorable terms. Investment in green technologies will improve ecological quality by increasing renewable energy. The principal reason for the increase in greenhouse gas emissions is the consumption of fossil fuels, which causes immense environmental damage.



Turkey’s high dependence on non-renewable energy sources will pose an energy security problem for the economy in the future. Moving towards cleaner and renewable energy sources is also expected to reduce the risk of energy security. It is essential for the Turkish economy, which is largely dependent on imports for its energy needs, especially for non-renewable energy resources, and where foreign trade and current account deficits are increasing due to the import of such energy resources and where foreign exchange shortages are high, to increase the use of renewable energy in electricity generation and other areas.



The circular economy is attracting a lot of attention from researchers, policymakers, and entrepreneurs because of its importance in the process of achieving a balance between the economy, the environment, and society, contributing to the reduction in emissions and waste through more efficient reuse of resources and its expected impact on sustainability. With the understanding of sustainable development, the functioning of the linear economy has begun to be criticized. The idea that the circular economy, developed as a substitute for the linear economy, can effectively achieve sustainable development goals is gaining ground. Green growth is also seen as a practical stage in the realization of sustainable development.



Some fiscal measures are necessary to achieve the objectives of the above-mentioned policies. Budgetary policy instruments can therefore also be used to achieve climate and environmental objectives. A green budgeting system can be a useful tool to link budgetary policies with environmental objectives. The green budgeting system identifies the environmental impacts of budget elements and policies and assesses them based on certain performance indicators.



In this context, road tax for diesel and petrol vehicles must be based on their emission levels. Investments in renewable energy (wind, solar, etc.) and electric vehicles should be encouraged. Electricity should be generated from renewable sources and not from fossil fuels. To make efficient use of the energy generated by investments in renewable energy and to develop new ideas to increase productivity, it is necessary to promote R&D services.



The Turkish economy tends to grow, but this growth trend appears to be largely dependent on energy consumption. Increased electricity production is needed to meet the growing energy demand. As the increasing electricity demand is being met by increasing amounts of fossil (non-renewable) resources, environmental pollution is also increasing. This situation leads to climate change and drought in the long term and negatively affects agricultural production and human health. Agricultural development should be a priority agenda for Turkey, as the agricultural sector can be considered less energy-intensive than the industrial sector. The transition to a green economy is crucial for achieving sustainable development in Turkey. For this reason, preferential loans should be provided for investments in the agricultural sector that promote sustainability in energy use. Consequently, future research could benefit from extending the study, and better studies can be achieved if sub-sectors of renewable energy resources can be developed.
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Figure 1. Graphical representation of the variables in the model. 
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Figure 2. (a) CUSUM stability test and (b) CUSUMSQ stability test. 
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Table 1. Previous literature that used similar variables and models.






Table 1. Previous literature that used similar variables and models.





	
Author

	
Method

	
Variables Used

	
Dependent Variable

	
Relationship −/+ (Long Run)

	
Country/Period






	
Adebayo et al. [14]

	
QQ

	
CO2, GDP, REC, TO

	
CO2

	
GDP(−), REC(−), TO(−)

	
Sweden, 1965–2019




	
Alam [15]

	
ARDL, VECM, Granger Causality

	
CO2, GDP, EC, FD

	
CO2

	
-

	
Bahrain, 1980–2020




	
Ali et al. [16]

	
DYNARDL Simulations

	
CEI, RE, UR, NRE, RD, TI

	
CEI

	
RE(+), NRE(+), UR(−), RD(+), TI(+)

	
China, 1990–2019




	
Bouznit et al. [17]

	
ARDL, Granger Causality

	
ELEC, GDPC, P, IMP

	
Elec

	
p(−), IMP(+), y(+/non), y2(-/non), y3(-/non),

	
Algeria, 1970–2013




	
DElec

	
DP(−), DIMP(−), Dy(+/non), Dy2(-/non), Dy3(+/non)




	
Karadag-Albayrak et al. [18]

	
ARDL, NMGM

	
EFC, GDP, NRE, RE, TA

	
EFC

	
GDP(+), NRE(+), RE(+), TA(Non)

	
Turkey, 1980–2016




	
Hassan et al. [19]

	
AMG, CCEMG, FE, RE MG, also FMOLS and DOLS techniques were used along with the Causality test

	
ECFP, GDPP, REC, ENVTECH, EE

	
ECFP

	
EE (−), REC(−), ENVTECH(−), GDPP(+),

	
16 Countries, 1990–2020




	
Hossain et al. [20]

	
DARDL, Toda and Yamamoto Causality Techniques

	
CO2, GDP, MVA, EE, EE×MVA

	
CO2

	
GDP(+), MVA(+), EE(−), EEXMVA(+)

	
India, 1980–2019




	
Idris et al. [21]

	
ARDL, Johansen Cointegration test

	
NT, RE, CO2,

	
NT

	
RE(+), CO2(+),

	
34 OECD countries, 2000–2018




	
Jahanger et al. [22]

	
QARDL

	
CO2, G, Y, Urban

	
CO2

	
GDP(+), hydro G(−), Y(−), Urban(+)

	
Malaysia, 1965Q1–2018Q4




	
Kartal [23]

	
ARDL DYNARDL, KRLS, CCR, DOLS, FMOLS

	
CO2, FOSSIL, RENEWABLE, NUCLEAR

	
CO2

	
FOSSIL(+), RENEWABLE (−), NUCLEAR(+)

	
USA, 1973–2022




	
Mehmood [24]

	
CS-ARDL, Westerlund Cointegration Test

	
CO2, FDI, GOV, RE

	
CO2

	
RE(−), GOV(−), GDP(+), FDI(+)

	
4 neighboring countries, 1996–2019




	
Mehmood [25]

	
CS-ARDL

	
CO2, ED, FE, RE

	
CO2

	
FE(−), RE(−), ED(−)

	
4 neighboring countries,1990–2020




	
Mehmood et al. [26]

	
CS-ARDL

	
CO2, GDP, NAT, AG, EN, RD

	
CO2

	
GL(+), GDP(+), RD(−), AG(−), EN(+), NAT (NON)

	
Croatia, Jordan, Equator, El Salvador, Georgia, Honduras, Fas, Indonesia, Paraguay, Pakistan, Sri Lanka (G-11)




	
Noureen, Iqbal and Chishti [27]

	
CS-ARDL, CCEMG, and AMG

	
CO2, N2O, CH4, REC, FFC, GDP, MP, FP

	
CO2

CH4

N2O

	
REC(−), FFC(+), GDP(+)

REC(−), FFC(+), GDP(+)

REC(−), FFC(+), GDP(+)

	
16 developing countries, 1990–2017




	
Udeagha and Ngepah [9]

	
ARDL Simulations

	
CO2, SE, TE; HYD; NUC, OIL COAL, GAS, OPEN

	
CO2

	
SE(+), TE(−), HYD(−), NUC (−), OIL(+), COAL(+), GAS(+), OPEN(+)

	
South Africa, 1960–2019




	
Wen et al. [28]

	
ARDL, NARDL

	
CO2E, GDPPC, GDPPCSQ, L, TO, EU=, PGDP

	
CO2E

	
PCGDP(+), GDPPCSQ(−),

L(−), TO(+),

EU(+/NON)), PGDP(+)

	
China (Suzhou), 1998–2019











 





Table 2. Details about the variables.
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	Variable
	Expected Sign
	Justification





	CO2
	
	[9,20,24,28,32]



	GDP
	+
	[20,24,28]



	COAL
	+
	[9,32]



	PTRLGZ
	+
	[9,32]



	RE
	−
	[24,25,27]










 





Table 3. Descriptive statistics about the variables.
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	lnCO2
	lnGDP
	lnRE
	lnCOAL
	lnPTRLGZ





	Mean
	12.33840
	8.906880
	10.63816
	10.63654
	10.71237



	Median
	12.29756
	8.801491
	10.55524
	10.55127
	11.05527



	Maximum
	12.93820
	9.395577
	11.80095
	11.63856
	11.71960



	Minimum
	11.66892
	8.453614
	9.385008
	9.432903
	8.784876



	Std. Dev.
	0.388376
	0.298825
	0.553349
	0.580327
	0.898952



	Skewness
	−0.007269
	0.289515
	0.233873
	0.058485
	−0.692687



	Kurtosis
	1.777318
	1.771080
	2.867072
	2.155150
	2.102621



	Jarque–Bera
	2.180445
	2.691381
	0.344833
	1.060871
	3.973298



	Probability
	0.336142
	0.260360
	0.841629
	0.588349
	0.137154










 





Table 4. Results of the ADF and PP unit root tests (constant).
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Variables

	
ADF

	
PP




	
Level

	
1st Difference

	
Level

	
1st Difference






	
lnCO2

	
−0.826

	
−7.464 ***

	
−1.244

	
−11.511 ***




	
lnGDP

	
−0.186

	
−6.215 ***

	
−0.115

	
−6.349 ***




	
lnCOAL

	
−0.346

	
−7.355 ***

	
0.004

	
−8.153 ***




	
lnPTRLGZ

	
−2.035

	
−6.063 ***

	
−2.122

	
−6.058 ***




	
lnRE

	
−1.450

	
−7.437 ***

	
−1.370

	
−8.736 ***








Appropriate lag length according to the “Schwarz information criterion” (SIC) has been determined, and the maximum lag number was 9. For the PP test, the kernel method was determined by the “Barlett Kernel” and “Newey West Bandwidth” methods. P value presented in parentheses. denote statistical significance at the 10% level respectively. *** significant at 1%.













 





Table 5. ARDL bound test.






Table 5. ARDL bound test.





	
Cointegration

	
Significance

	
F-Value

	
F-Bounds Test

	
t-Value

	
T-Bounds Test




	
I(0)

	
I(1)

	
I(0)

	
I(1)






	
Yes

	
8.939 *

	
10%

	
2.696

	
3.898

	
−7.243 *

	
−2.570

	
−3.660




	
5%

	
3.276

	
4.630

	
−2.860

	
−3.990




	
1%

	
4.590

	
6.368

	
−3.430

	
−4.600








* significant at 10%.













 





Table 6. ARDL cointegration long- and short-run coefficients.
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Long-Run Analysis




	
Variable

	
Coefficient

	
T-Statistic

	
Prob.




	
LnGDP

	
0.650 ***

	
5.860

	
0.000




	
LnCOAL

	
0.338 ***

	
4.706

	
0.000




	
lnPTRLGZ

	
0.071 **

	
3.824

	
0.000




	
lnRE

	
−0.101 *

	
−1.755

	
0.092




	
Short-Run Analysis




	
Variable

	
Coefficient

	
T-Statistic

	
Prob.




	
C

	
2.707 ***

	
7.261

	
0.000




	
D(lnCOAL)

	
0.181 ***

	
4.177

	
0.000




	
D(lnPTRLGZ)

	
0.200 ***

	
5.853

	
0.000




	
D(lnRE)

	
0.084 **

	
2.303

	
0.030




	
D(lnRE(−1))

	
0.086 ***

	
3.714

	
0.001




	
CointEq(−1)

	
−0.832 ***

	
−7.243

	
0.000




	
Sensitivity Analysis




	
R2

	
0.778

	

	




	
Adjusted R2

	
0.736

	

	




	
F-statistic

	
18.931

	

	




	
Prob (F-statistic)

	
0.000

	

	








***, **, and * significant at 1%, 5%, and 10% levels, respectively.













 





Table 7. ARDL diagnostic test results.
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	Test
	F-Stat
	Probability
	Result





	Breusch–Godfrey serial correlation LM test
	0.176
	0.839
	No problem with serial correlations



	Breusch–Pagan–Godfrey heteroscedasticity test
	0.441
	0.898
	No problem with serial correlations



	Jarque–Bera test
	0.255
	0.880
	The estimated residual is normal



	Ramsey test
	0.001
	0.969
	The model is specified correctly










 





Table 8. FMOLS cointegration test results.
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	Variable
	Coefficient
	T-Statistic
	Prob.





	lnGDP
	0.501 ***
	3.963
	0.000



	lnCOAL
	0.113 **
	2.379
	0.024



	lnPTRLGZ
	0.060 **
	2.669
	0.012



	lnRE
	−0.003 *
	−0.105
	0.916



	C
	5.836 ***
	4.758
	0.000



	@TREND
	0.012 **
	2.263
	0.031







***, **, and * significant at 1%, 5%, and 10% levels, respectively.













 





Table 9. Granger causality analysis.
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	Null Hypothesis:
	F-Statistic
	Prob.





	D(LNGDP)/D(LNCO2)
	0.305
	0.739



	D(LNCO2)/D(LNGDP)
	1.571
	0.226



	D(LNRE)/D(LNCO2)
	1.477
	0.246



	D(LNCO2)/D(LNRE)
	0.487
	0.619



	D(LNCOAL)/D(LNCO2)
	0.076
	0.926



	D(LNCO2)/D(LNCOAL)
	3.994
	0.030



	D(LNPTRLGZ)/D(LNCO2)
	0.447
	0.643



	D(LNCO2)/D(LNPTRLGZ)
	0.420
	0.660



	D(LNRE)/D(LNGDP)
	1.808
	0.183



	D(LNGDP)/D(LNRE)
	0.528
	0.595



	D(LNCOAL)/D(LNGDP)
	2.444
	0.105



	D(LNGDP)/D(LNCOAL)
	6.450
	0.005



	D(LN PTRLGZ) D(LNGDP)
	2.034
	0.150



	D(LNGDP)/D(LNPTRLGZ)
	0.065
	0.936



	D(LNCOAL)/D(LNRE)
	2.754
	0.081



	D(LNRE)/D(LNCOAL)
	5.370
	0.010



	D(LNPTRLGZ)/D(LNRE)
	0.846
	0.440



	D(LNRE)/D(LNPTRLGZ)
	4.183
	0.026



	D(LNPTRLGZ)/D(LNCOAL)
	0.418
	0.662



	D(LNCOAL)/D(LNPTRLGZ)
	5.173
	0.012
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