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Abstract

:

In the accommodation field, reasonable pricing is crucial for hosts to maximize their profits and is also an essential factor influencing tourists’ tendency to choose. The link between price prediction and findings about the causal relationships between key indicators and prices is not well discussed in the literature. This research aims to identify comprehensive pricing determinants for sharing economy-based lodging services and utilize them for lodging price prediction. Utilizing data retrieved from InsideAirbnb, we recognized 50 variables classified into five categories: property functions, host attributes, reputation, location, and indispensable miscellaneous factors. Property descriptions and a featured image posted by hosts were also added as input to indicate price-influencing antecedents. We proposed a price prediction model by incorporating a fully connected neural network, the bidirectional encoder representations from transformers (BERT), and MobileNet with these data sources. The model was validated using 8380 Airbnb listings from Amsterdam, North Holland, Netherlands. Results reveal that our model outperforms other models with simple or fewer inputs, reaching a minimum MAPE (mean absolute percentage error) of 5.5682%. The novelty of this study is the application of multimodal input and multiple neural networks in forecasting sharing economy accommodation prices to boost predictive performance. The findings provide useful guidance on price setting for hosts in the sharing economy that is compliant with rental market regulations, which is particularly important for sustainable hospitality growth.
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1. Introduction


Over the last decades, the world of accommodation has been experiencing an unparalleled shift towards a sharing economy [1,2], as exemplified by the accommodation website Airbnb [1,2], which has been at the forefront in connecting owners of idle accommodation assets with travelers [3]. The sharing economy has played a disruptive role in the hospitality sector as it changed the accommodation paradigm from one that was provided by businesses to one offered by individuals [4,5]. Such a more private management pattern enables hosts to offer an extensive array of costs, property attributes, and flexibility [3], as well as a more diversified experience for consumers than traditional hotel lodging [6,7]. Peer-to-peer networks also posed a challenge to the hotel ecosystem’s capacity to support itself financially [7]. For example, Texas’s plentiful supply of Airbnb forced hoteliers to decrease their rates in response [3], which reduced their profits. Sharing economy lodging is therefore intimately associated with sustainability.



It is well known that price is one of the key factors affecting the long-term success of the lodging industry [8,9], as fair pricing influences consumers’ propensity to choose shared products and is crucial to hosts making a profit. Several studies have predicted rental prices using data-mining algorithms on Airbnb listings [8,10,11,12], while other scholars have excavated the variables influencing Airbnb room pricing [2,7,9,13,14,15]. Although a plethora of influential variables related to the listing price on peer-to-peer platforms have been investigated, price prediction has been understudied. First, most research on predictive models for rental prices is based on data from a single source [5,16]. Seldom have other sources, such as textual or graphic materials, been included. Second, the true potential of the deep learning models in resolving peer-to-peer residential rental problems has not been fully exerted. Efforts from [17,18] are notable exceptions; nevertheless, both of them focused mainly on time-series forecasting. Integration of state-of-the-art deep learning (DL) paradigms for granular predictive analytics of listing prices is scarce [19]. Third, important elements that have been highlighted in previous empirical research have not been employed to support the performance evaluation’s causal theory. Airbnb offers a wide range of attributes, from trivial features to beautiful photos, which are linked to rental performance in the shared marketplace [20]. Rarely is such crucial data put into a forecast model.



Our investigation was driven by the above knowledge gaps. We used multimodal input (i.e., influential metadata, texts, and images) and multiple DL approaches to predict a static-time-point listing price on Airbnb. Results show that the proposed model outperforms other models with simple or fewer inputs, reaching a minimum MAPE (mean absolute percentage error) of 5.5682% and an approximate 4.6% decrease against any subset. This study offers a few novel insights. First, as far as we know, this is the initial empirical attempt to apply multimodal input to price prediction. Second, we concentrate on constructing a conjoint DL framework based on bidirectional encoder representations from transformers (BERT) and MobileNet in the sharing economy accommodation field. Our goal is to predict accommodation listing prices by expanding the branches of predictors and applying a separate neural network to illustrate each branch’s distinctiveness. Third, we used the text description and images provided by hosts as supplementary input, truly acknowledging the hosts’ marketing initiatives. Findings offer insightful information on how hosts in the sharing economy should set their prices and how consumers can identify listings with arbitrary pricing. Platform administrators are thus able to keep the Airbnb platform’s listings valued sustainably.



The remaining portions of this research are arranged as follows: Section 2 reviews the literature, Section 3 briefs the architectural framework, Section 4 depicts the empirical results, and Section 5 and Section 6 present the discussion and conclusion.




2. Literature Review


2.1. Peer-to-Peer Residential Rentals


The sharing economy places immense value on the idea that everyone has the willingness to lend their products, resources, or services to those in need [21,22]. The sharing economy provides a fresh approach to resource exchange. Additionally, the swift growth of information and communication technologies, whether in the form of software or hardware, has made it possible for users to create and share their content, work together, and transact through online platforms at anytime, anywhere. The industry of peer-to-peer residential rentals has grown astronomically due to the increased demand from travelers. These accommodations are listed by people who have the legal authority to use the space on online marketplaces like Airbnb, 9flats, and HomeAway. Such peer-to-peer residential rentals can compete with hotels in the lodging sector since they provide a range of accommodations, including private rooms, complete homes, or even castles, which are offered by hosts [23]. In terms of operating and leasing contracts, some hosts kept living in their properties alongside tenants, whereas in most cases tenants lived alone. From the timely dimension, some hosts practice short-term rentals while others run permanent rental businesses.



Airbnb is one of the most well-known home-sharing sites, specializing in residential rentals. It differs from conventional lodging establishments in basic amenities, customer support, website layout, and reservation methods. While it may be perceived as direct competition in areas with more developed tourism industries, Airbnb may also be seen as an addition to the present hotel room supply [24]. Prior studies have focused on Airbnb’s advantages, threats [3,25], and impacts on the tourism-related industries [25,26,27]. For instance, scholars emphasized that the advantages of Airbnb stemmed from its more affordable rates in comparison to traditional lodging, such as hotels, resorts, and clubs [3], and the advantages of living locally emanated from a sociocultural perspective [6,28]. Both suppliers and customers profit financially from this sharing consumption business model [3]. Fang et al. revealed that employment can increase thanks to the sharing economy, particularly in small- and medium-sized marketplaces [29]. What is the most threatening is that the concept of the sharing economy is gradually ignored as managers transition to seek commercial-style development. An increasing number of investors purchase homes and apartments to rent out permanently on websites like Airbnb. As a result, entire apartment buildings or even neighborhoods are converted into hotel-like vacation rentals [30]. For peer-to-peer platforms to continue operating lawfully and maintaining the initial convenience they brought about, a regulatory framework must be put in place. The boosting of Airbnb has some impact on traditional accommodations. According to Zervas et al., Texas hotel revenues fell by 0.05% for every 1% rise in Airbnb listings [3]. However, this impact may differ in regions. For instance, Nakamura et al. suggested that the total hotel occupancy rates in Japan were not significantly affected by the quantity of Airbnb listings [31].




2.2. Price Determinants in the Sharing Economy


Determining factors that affect rental prices are the key to tourism accommodation management [32], as they may assist hosts in recognizing the service gaps and adjusting the price to a reasonable level for their products to some extent [33,34]. There are various studies aimed at identifying classification methods for influential factors of listing price. Chen and Xie categorized attributes into intrinsic and extrinsic factors; intrinsic factors include functionality and hosting effort, and extrinsic factors include consumer reviews and competition [35]. Zhao et al. classified the influential factors into three attributes: functional attributes, location attributes, and host status attributes [8]. Wang and Rasouli discussed the determinants from structural variables, reputational attributes, and positional variables [36]. Five groups of variables have been recognized as influential factors: host attributes, location attributes, property attributes, review attributes, and miscellaneous attributes [37]. Following the above studies [8,37], we classified the influential factors into the following five categories: function factors, host factors, reputation factors, location factors, and miscellaneous factors.



Functionality has been considered in almost all accommodation price studies. Several studies have shown that functional characteristics associated with accommodation demand, particularly the quantity and capacity of bedrooms, positively affected listing prices [32,35,38,39]. Other function-related features such as the property type and room type were also greatly related to Airbnb room prices [8]. In particular, compared to a shared room, the cost was relatively high for private rooms or independent homes [40].



Another category is host attributes. “Superhost” and “professional host” status (i.e., managing more than two listings) are examples of the most utilized variables [9,35,38,39]. Numerous studies have shown that “Professional hosts” or “Superhost” command a higher room rate than their nonprofessional counterparts [32,39,40,41]. For instance, experienced landlords charged a premium of about 9% over inexperienced landlords, according to Voltes-Dorta and Inchausti-Sintes [40]. Wang and Nicolau revealed that hosts who have more Airbnb listings command a higher lodging fee [7]. However, some scholars claimed that regional heterogeneity existed. For example, it has been discovered that professional landlords in either Hong Kong or New York charge lower fees than amateur ones [41].



Reputation is also a significant indicator of influential factors. The most representative attributes within this category are reviews and ratings [5,16,39]. Price boosting has been verified to be associated with high ratings. For instance, Wang and Nicolau found that each additional star can boost premiums by around 0.87% [7]. Gyódi et al. also noted that hosts should pay attention to cleanliness rating [32].



Another notable price determinant of Airbnb is location. The most direct way to represent location was latitude and longitude, which have been included as predictive indicators in previous studies [16,37]. The majority of the literature has shown that other factors, such as the distance from the city center, positively affect price. For instance, Önder, Weismayer, and Gunter discovered that in Tallinn, Estonia, the quantity of points of interest (POIs) in the neighborhood was positively correlated with the cost of Airbnb listings [5,16,39]. Gyódi et al. also suggested that hosts should revise the property textual content to better underline the positional features [32].




2.3. Price Prediction in Accommodations


Pricing is significant for hotel managers and private hosts as it affects the profit of the supply side and subliminally influences regional development. Price forecasting has been a significant academic issue in the accommodation industry over decades, with diversified predicting models and methods tested by scholars [10,11,12]. Earlier studies focused on conventional lodgings, like price prediction for hotels [42,43]. With the concept of the sharing economy proposed, a novel accommodation appeals to worldwide attention and thus inspires price-related studies [11,37]. These approaches can be generally divided into two categories: statistical analysis and machine learning techniques.



Using a standard binomial Probit model, Mohammed et al. evaluated the impact of various factors representing the tangible, reputational, and contextual attributes of hotels along with market conditions on the probability of price increase or decrease in order to identify the indicators that are related to dynamic price adjustments [44]. Tong et al. developed a hedonic pricing model with data gathered from three cities. The study showed that overall ratings and an emphasis on the scale of the accommodation promoted higher prices, while prices were inversely connected with the number of reviews and the distance from the city center [22]. To investigate the significance of Airbnb hosts’ level of professionalism and how it relates to listing performance and pricing tactics, Abrate et al. adopted regression analysis with longitudinal data in Italy [45]. Using ordinary least squares (OLS) and clustered standard errors, Gunter and Önder found that Vienna’s Airbnb listings showed price inelasticity, indicating that raising prices would allow hosts to make more money [46]. Utilizing a two-stage least squares regression model, Benítez-Aurioles discovered that the demand for Airbnb was price elastic in Barcelona and Madrid, with values that were very close at 2.2 and 2.4, respectively [47].



Several studies have witnessed a notable increase in the accuracy of their predictions with the utilization of machine learning models [48,49,50]. By utilizing graph neural networks and document embeddings, Kanakaris achieved a groundbreaking discovery in the prediction of Airbnb listing costs for popular tourist sites like the island of Santorini [16]. Kalehbasti et al. employed DL and natural language processing (NLP) techniques to help hosts and tenants assess the prices on Airbnb listings by using consumer evaluations, host characteristics, and the numerical features of each listing as input [12]. Sánchez-Franco et al. described an innovative way to analyze prices in the sharing economy using fuzzy clustering and topic modeling [10]. There was evidence that the adaptive network fuzzy interference system (ANFIS) model benefited the study carried out in the gulf cooperation council [43]. From textual descriptions of properties, Islam et al. adopted latent Dirichlet allocation (LDA) to excavate synthetic variables to bolster the precision of price prediction [51].



Machine learning technologies have advanced in the last 20 years, and special attention has been paid to DL-based predictive models in the hospitality and tourism sectors. Though the existing literature has applied machine learning techniques to price prediction in Airbnb accommodation [11,12,51,52,53], these studies concentrate only on textual input. A broader perspective of predictor input should be considered in the model to enhance the accuracy of the prediction.





3. Research Design, Data Set, and Methodology


3.1. Research Design


We built a framework based on advanced deep learning techniques to support multimodal prediction. Our three modal sources are influential factors, property textual descriptions, and host-provided images. With the consideration of the non-linear connections between isolated property attributes and price, we employed multilayer neural networks for incorporating multimodal sources into the price predictive model. Motivated by the findings from the prior work [20,51], we proposed a text–image combined method based on BERT and MobileNet. For overall listing price prediction based on a regression problem, a conjoint DL model was created to avoid information redundancy and simultaneously learn the holistic representation. The proposed model was compared with other models and the generated results were verified under different evaluation metrics.



The research framework consisted of the following five steps, as shown in Figure 1:




	(1)

	
Necessary data, including influential factors, textual descriptions, and host-provided images, were retrieved from Airbnb. The influential factors were further categorized into five groups;




	(2)

	
Three data sources were preprocessed to satisfy the various DL model requirements;




	(3)

	
To demonstrate the uniqueness of each branch, a different neural network was used for each data source;




	(4)

	
To represent a full characteristic, the three branches were concatenated. To produce an output, a dense (i.e., fully connected neural network) regressor was applied on top of the concatenated representations to predict the price;




	(5)

	
The proposed model was compared with several baseline approaches. Models’ performance was verified through different evaluation metrics and multiple combinations of data sources.










3.2. Data Collection


Airbnb is a prevalent sharing economy accommodation booking platform, which is seen as a universal information pool in related research. Our experimental data were retrieved from a third-party website, InsideAirbnb.com (https://insideairbnb.com/ [accessed on 5 April 2024]), which is consistent with previous studies [11,19,37]. Following a study by Ghosh et al. [53], accommodations in Amsterdam were selected. The selection was based on multiple facets, including a low computational load, a low percentage of missing values, a high number of available data, and a strong and broad correlation between the price and the potential influential factors.



Data were accessed in April 2024. Numerous data kinds, including numerical data (e.g., host_listing_counts, beds, and review_scores_value), boolean data (e.g., host_identity_verified and has_availability), categorical data (e.g., room_type and source), and date data (e.g., host_since and first_review) were all included in the dataset we have gathered. Additionally, the dataset included image and text data. The property photos uploaded by the hosts for the listings were included in the image data [2,20,54], and written descriptions were included in the text data [51]. Every observation was obtained from InsideAirbnb for listings that were active between March 2023 and April 2024. There were 8380 pieces of data in total.




3.3. Methodology


3.3.1. Multimodal Source


The first type of information source is influential metadata, which consists of five categories: function attributes, host attributes, reputation attributes, location attributes, and miscellaneous attributes. After consulting several relevant studies on the factors affecting Airbnb properties’ listing prices [5,14,15,16,32], we selected 50 representative indicators based on the availability of data. These variables are reported in Table 1. Moreover, we also used two other information sources for listing price forecasting: property textual description and host-provided images. The data format we scraped is presented in Figure 2. Table 1 and Figure 2 exhibit the three types of data sources that are being examined.




3.3.2. Data Preprocessing


The three stages of data preprocessing were metadata, text, and picture processing. First, vectorization of non-numeric properties was accomplished using their representations. The processing of metadata was subdivided into category-type and date-type data. Data fields with string values were instances of category-type data. We filled in the null value with its prior value after labeling this field with nominal category labels and converting the initial string-type data into integer-type data that the model can accept. For date-type data, this involved filling the null value with a prevalence first and then converting the date value to the elapsed days since the data collection date. For all other numeric data, this process was repeated, filling the null value with the mean value first, and then converting it to integer data. After the above procedure, we min–max normalized all of the numerical data to avoid ranges with excessive variance.



Second, texts with a maximum length of 512 tokens, or about comparable words, can be processed via the BERT model. Consequently, we set the length of the text description to 512, cropped the part that was longer than 512, filled the part that was shorter than 512 with 0, and then converted it into word vectors through word segmentation and other operations because the length of the body text in the property description that went with a listing varied. Third, the number of host-provided images differed. Following prior work [55,56], we used only one photo (i.e., the featured image on the first page) in our study (experiments revealed that adding more photos to the model caused a modest decline in performance when textual content was excluded from model input). The image was downsized to 224 × 224 × 3, and each piece of data matches an image that can be used to represent the required morphology for the “MobileNet” Python program.




3.3.3. Model Development


Influential factors comprise the first data source and represent basic metadata. Dense networks are typically used to process such data. Textual descriptions are usually represented as sequential data, constituting the second data source. These data are usually processed with recurrent networks, which allow textual descriptions to be analyzed due to the linguistic representation techniques they provide. The third category, which consists of property photos provided by hosts, includes image data that are frequently handled using image-processing frameworks such as 2D convolutional neural networks (CNNs) and enhanced CNN-based structures.



(1) Dense is a fully connected neural network and has often been used in semantic segmentation, NLP, small sample learning, and so on [57]. Instead of only connecting to the output of the previous layer like a traditional convolutional network, Dense allows each layer in the network to connect to all the previous layers. In this way, the output of each layer is used as input for all subsequent layers, enabling the reuse of features. However, it may overfit due to many parameters. To reduce overfitting, regularization can be added after the fully connected layer, or more complex techniques can be used;



(2) BERT is a model constructed based on embeddings from language models’ bi-directional information extraction and transformer-based feature extraction of the attention mechanism [58] and has been found to have better performance in text processing [56,59]. Only the encoder structure of the transformer was retained, and the parameters of BERT consisted of two parts: the embedding and the transformer blocks. BERT had two primary model sizes with different parameters:



BERTBase: 12 layers, 768 hidden dimensions, 12 self-attention heads, and 110 million total parameters;



BERTLarge: 24 layers, 1024 hidden dimensions, 16 self-attention heads, and 340 million total parameters;



(3) MobileNet network focused on mobile or embedded devices in the lightweight CNN network [60]. Given the extensive dataset and numerous features derived from multimodal data, we referred to the previous study [61] and replaced existing models frequently found in tourism research with MobileNet, as its number of parameters and transport volume were greatly reduced. In Table 2, the overall network architecture of MobileNetV2.0 was presented. The variables n, c, avgpool, and conv2d denoted the number of repeats, output channels, and conventional convolution, respectively. This network consists of a total of 19 layers, with feature extraction occurring in the middle layer and classification occurring in the last layer.




3.3.4. Model Comparison


We investigated the implications of multimodal input compositions by using seven different combinations of data sources to constitute different subsets. From single to mixed inputs, seven combinations were included: (1) metadata only, (2) textual description only, (3) image only, (4) metadata and textual description, (5) metadata and image, (6) textual description and image, and (7) metadata, text, and image. First, we employed the Dense layers for the initial metadata branch. The second branch of textual data was then created using long short-term memory (LSTM) and BERT. We compared the third branch of picture data using MobileNet and CNN.



(1) LSTM is a special type of recurrent neural network (RNN) that performs better than traditional recurrent neural networks in processing and predicting sequence data. LSTM is able to learn long-term dependent information through its unique network structure. With its unique network structure design (e.g., Cell State, Forget Gate, Input Gate, and Output Gate), LSTM addresses the issues of gradient disappearance and gradient explosion of conventional RNNs. With just minor linear interactions running through the whole chain structure, the Cell State is the key to the LSTM. The Forget Gate determines which information should be discarded from Cell State and outputs 0 or 1 for “completely discarded” and “fully retained”, respectively. Its formula is the following:


    f   t   = S     W   f   ⋅     h   t − 1   ,   x   t     +   b   f        



(1)




where     f   t     is the output of Forget Gate,     W   f     and     b   f     are the weights and bias,   S ( ⋅ )   is the sigmoid function,     h   t − 1     indicates the hidden state of the network at the time step   t − 1  , and     x   t     refers to the current input. The Input Gate is responsible for updating the Cell State, and it can be expressed as follows:


    i   t   = σ     W   i   ⋅     h   t − 1   ,   x   t     +   b   i        



(2)






      C  ~    t   = t a n h     W   C   ⋅     h   t − 1   ,   x   t     +   b   C      



(3)




where     i   t     is the output of Input Gate,       C  ~    t     is a newly potential value vector, and     W   i    ,     W   C     and     b   i    ,     b   C     are the corresponding weights and biases. Finally, which portions of the cell state will be the output is determined via the Output Gate using a sigmoid function. Then, it passes the Cell State through   t a n h   to a value between −1 and 1 and multiplies it by the output of the sigmoid gate to obtain the final output, like what follows:


    o   t   = σ     W   o   ⋅     h   t − 1   ,   x   t     +   b   o      



(4)






    h   t   =   o   t   × t a n h     C   t        



(5)




where     o   t     is the output of Output Gate,     h   t     is a new hidden state, and     W   o     and     b   o     are the corresponding weight and bias, respectively. LSTM is commonly used in NLP, time-series prediction, audio processing, video analysis, and so on;



(2) CNNs are a type of DL model that are particularly suitable for processing data with grid-like topologies, such as images [62]. Neurons in CNNs are connected to only one local region of input data and the same convolution kernels are applied to all positions of the input data. Then, the network slides on the input data through convolution kernels to carry out a dot product operation, generating a feature map. The convolution operation between an image   X ∈   R   ( u × u )     and a filter   F ∈   R   ( v × v )     can be defined as follows:


  X ⊛ F = C        u − v + 2 × P a d   + 1   s    ×      u − v + 2 × P a d   + 1   s       



(6)






  C   a     b   =   ∑  k = 0   u      ∑  l = 0   u    X   k     l   × F   a − k     b − l          



(7)




here the   ⊛   is a convolution operation, the stride   s   refers to the number of pixels by which   F   is sliding over   X  , and   a  ,   b  ,   k ,   and   l   are the row and column indices of   C   and   X  . Moreover, the Rectified Linear Unit (ReLU) is usually used as the activation function to increase the nonlinearity of the network. Finally, it converts the feature map of the convolution layer into an output.




3.3.5. Model Evaluation


To evaluate the performance from single model to multimodal input, we took the mean absolute percentage error (MAPE), mean square error (MSE), mean absolute error (MAE), root mean square error (RMSE), and the mean arctangent absolute percentage error (MAAPE), which have been frequently used in prior work [11,37,43], as measurements of forecasting errors. Their formulas are as follows:


  M S E =    1   n      ∑  i = 1   n            y  ^    i   −   y   i       2        



(8)
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(10)
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(11)






  M A E =    1   n      ∑  i = 1   n          y  ^    i   −   y   i        



(12)










4. Findings


4.1. Descriptive Analysis


The Appendix A’s Table A1 presents the variables’ descriptive statistics, encompassing the mean, standard deviation, median, and minimum and maximum values. Fifty variables make up the five influencing factors. The host factor has eight variables, the function factor has eleven, the reputation factor has fourteen, the location factor has two, and the miscellaneous factor has fifteen. Typically, accommodates ranged from 1 to 16 with an average of 2.9, bedrooms ranged from 1 to 17 with an average of 1.55, and beds ranged from 1 to 33 with an average of 1.82. These results indicate that the majority of the samples for these variables are located in the low-value region.




4.2. Feature Correlation Analysis


In our investigation, we employed the Pearson correlation coefficient (PCC) [63] to determine the correlation between the variables in our price prediction model. The degree and direction of the association between two variables can be determined using the PCC. Strong positive correlations are indicated by values close to 1, strong negative correlations by values close to −1, and weak or no associations by values close to 0. As depicted in Figure 3, only accommodates (r = 0.228), bedrooms (r = 0.214), and beds (r = 0.19) show a certain level of correlation with price. Findings echo prior work by Ghosh et al. [53], where the main lines of correlation strength were between 0 and 0.4. In other words, the number of bedrooms, beds, and people it can accommodate determines the rental price. This supports the claims made by earlier researchers that a listing’s beds, bedrooms, and accommodate capacity positively impacted its pricing [11] and that bedrooms and accommodates were far more important features [51]. Conversely, the remaining variables have little to no correlation with price, suggesting that their influence on the forecast is minimal. The weak linear connection indicates how difficult it will be to create an appropriate prediction model using traditional statistical techniques, which is in line with the findings of previous scholars [53]. This limitation highlights the necessity of employing DL technology to identify potential characteristics through neural network or transformer analysis and to determine their relationships.



To analyze further, we used the visual scatter images to investigate the correlation link between the three salient attributes and price, as seen in Figure 4. There was a correlation between price and accommodation, as Figure 4a shows. It is made clear that the observations grouped densely, indicating a strong likelihood of higher pricing—the highest to the peak price of USD 1500+—when the accommodated number ranged from 0 to 6. In contrast, when the accommodation value increased above 6, there were fewer pricing samples and a smaller matching price range, with only a few reaching USD 1000. To sum up, the price spread tended to widen as the number of rooms climbed from 0 to 6, although the corresponding price range was frequently less for accommodations valued between 6 and 16.



Figure 4b illustrates a correlation between price and the type of bedroom. The bedroom types were allocated number values ranging from 0 to 8, which reflected different pricing ranges. When there are fewer than four bedrooms, the spaces are separated broadly. In particular, the price range shows a wide range from USD 100 to 1500, especially when the kind of bedroom is type 2. The highest prices, with a few notable exceptions, are essentially less than USD 1250, even with the growing range of bedroom arrangements. This could mean that different features and amenities were available for the two-bedroom apartment types at different price points.



The pricing and bed type association is shown in Figure 4c; there was a correlation between these two variables. The various bed types were represented by numbers from 0 to 20 and were linked to corresponding pricing points. Prices for the bed ranged from 0 to 10, with most of them falling between USD 100 and 1250. While remaining within reasonable parameters, some prices may be somewhat above this range. This implies that lodgings that offer these kinds of beds charge differently. The pricing values exhibit a notable leftward movement, suggesting that certain lodgings within this range may have had predicted prices ranging from USD 0 to 500.




4.3. Model Performance Analysis


Table 3 showcases the efficacy of applying a mixed combination of neural network models to the training and test data. We used RMSE and MAPE as key evaluation metrics to analyze the error of various formats of sources. It is evident that the Dense module improves the prediction model the most. With Dense included, almost every combination works well, and the RMSEs and the MAPEs are approximately below 0.40 and 5.8%, respectively. The performance remains the same or improves when either text or host-supplied photos are taken into account. This indicates that the metadata used in the Dense module played a key role in the prediction outcome, while textual content and images had weaker effects. Such a result is in line with previous studies [56,61]. Additionally, it can be found that BERT outperformed LSTM, with an approximate 38% decrease in the RMSE when using BERT across the three combinations containing text. One possible explanation could be that BERT was able to extract more successfully than LSTM the linguistic, psychological, and other components that conveyed the property description, thus highlighting significant words in each property description and determining the embedded viewpoints of the hosts. This also alludes to a prior researcher’s prediction study, which suggested that BERT is more adept at identifying the linguistic and psychological components of texts [58].



When combining textual content and host-provided photographs, the RMSE is 0.5447* and the MAPE is 7.8438%*. The asterisk in this case denotes that multiple methods were compared, and the value was chosen based on which performed better or lowest (i.e., the lowest score included in the subset). The findings were not significantly affected by removing any of the components. For example, only the host-supplied images (RMSE: 0.5443*; MAPE: 7.8549%*) and only the written material (RMSE: 0.5436*; MAPE: 7.8991%*) were reached. Consideration of simply written descriptions and photographs as inputs does not capture the benefits of multimodal inputs, as no single composition—texts alone, images alone, or both—produced a result that was statistically significant. According to Ma et al. and Zheng et al. [56,61], the use of scalar regression rather than binary classification likely contributed to this failure. Error value drastically decreased to the lowest level with an RMSE of 0.3991* and an MAPE of 5.5682%* when considering the three sources’ input, metadata, property textual description, and host-supplied photos. We also observed at least an approximate 4.6% decrease in MAPE against any subset. Although the value of RMSE is close between the BERT-CNN set and the BERT-Mobile set, the latter combination showcases a more excellent performance with the lowest MAPE of 5.5682%. Compared to other subsets using CNN or LSTM, the performance improved by 1.2%. By considering the listing information provided by the landlord in multiple dimensions, it is possible to identify the marketing priorities. This supports the idea put forth by earlier researchers that, in order to comprehend business better, provider and consumer models had to be created independently [64]. In summary, the predictive model outperformed in terms of accuracy by determining the relationships between landlords’ sharing and properties’ presentation from three different sources.





5. Discussion


5.1. Theoretical Insights


First, this study is a preliminary attempt to apply multimodal prediction to the field of sharing economy accommodation. Our study supports the previous hypothesis that hybrid techniques using multiple data sources can enhance predictive performance [61,65]. We also echo earlier calls for attention to consider textual descriptions of listings to improve model accuracy [51]. Second, the findings add new knowledge to the existing literature by highlighting the importance of textual content and visual assets in price prediction. Media types can influence people’s understanding of a given subject [56]. We introduced several facets of indicators (i.e., textual description, image data, and metadata provided by hosts) as predictors to attain a broad perspective of the price setting. Third, to respond to the prior scholars who highlighted the methodological defects [11], we adopted multiple DL techniques to improve predictive performance. Fourth, we reviewed the results from earlier research regarding the causal links between influential variables and rental prices. We integrated the previous classification for influential attributes and took more segmented variables in the metadata category. We believe that such integration, bringing more input into the model, contributes to the credibility of the predictive model. Fifth, as far as we know, this study is the first to stand by hosts’ perspectives to consider pricing. Different from previous studies, which applied customers’ textual review to explore price setting [11,66], we integrated various sources (metadata, textual description, and images) which are all provided by hosts, truly reflecting the hosts’ marketing intention.




5.2. Managerial Implications


Practically speaking, the findings of our study have significant ramifications for customers, hosts, and platform management. First, this study suggests that, in order to make a new listing more helpful, a host should submit a unique room photo and use descriptive language. This valuable information should not be neglected in practice given its predictive power as compared to other subsets. Second, using our methodology, customers can estimate if a rental price is charged near to the predicted value. If a listing meeting one’s expectation about the upcoming lodging and services turns out to be affordable, then the tenant is very likely to be satisfied, thus mitigating purchase risks as well as boosting the host’s reputation. On the contrary, accurate price prediction may also assist customers in identifying listings with arbitrary pricing. Third, platform managers can assist hosts in guiding their price settings in a timely and accurate manner by deploying the predictive model on the website and granting access to the hosts. Until now, Airbnb has made certain efforts in an attempt to assist hosts in determining the “right” price in the market. For example, Airbnb provides hosts with more than just recommendations for determining the starting pricing [41], but also uses the business’s new pricing algorithm capabilities to offer price recommendations for hosts [26,39,67]. We thus urge room-sharing sites to further investigate our results pertaining to the coupling of various neural network models and multi-modal input sources to make the suggested price more reasonable. By so doing, they can sustainably manage the sharing market.





6. Conclusions and Future Directions


Because of the popularity of online accommodation booking systems, the prediction of listing prices on peer-to-peer accommodations has become crucial. The effects and interactions between texts and images of Airbnb have been discussed in prior research [68,69], which indicates that it is feasible to import these factors into indicators of Airbnb’s price estimation. This study used three categories of data that make up the multimodal input, i.e., influential metadata, texts, and images, to predict a static time point listing price on Airbnb on the basis of multiple DL approaches. Results indicate that our model outperforms other models with simple or fewer inputs, reaching a minimum MAPE of 5.5682% and an approximate 4.6% decrease against any subset. The findings reveal that using multimodal input and DL technologies is a promising approach to forecasting accommodation listing prices. Our study offers a thorough comprehension of the factors that influence prices in this novel price prediction model.



The current work presents several innovative insights. First, in the realm of sharing economy accommodations, our study takes the initiative to use multimodal input from online reservation information. Second, we present a DL method based on BERT and MobileNet in the sharing economy accommodation field. Our goal is to predict accommodation listing prices by applying a separate neural network to illustrate each branch’s distinctiveness and concatenate them into the final prediction. Third, apart from influential metadata, we also take property text descriptions and host-provided photos into consideration. Our predictive model responds to the host-decisive price mechanism [11], reflecting the hosts’ intention to conduct marketing appropriately.



Nevertheless, we acknowledge certain limitations of this study which illuminate avenues for future work. First, our data were excavated from Airbnb only, but samples from other online accommodation sources should be used to confirm the generalizability of the findings. Forecasting algorithms can produce more insightful data for accommodation management and decision-making when they have access to more specific data. Second, the listing price used in this study was gathered from a snapshot of time that does not consider the dynamic price changes. Predicting prices over time to present dynamic changes could be another avenue for future research to assess how well the proposed architecture for lodging price forecasting performs. Third, this study focuses on using DL techniques and multimodal input models to predict rental prices on Airbnb; however, more advanced models and methods such as fine-tuning and model integration are not currently considered in the prediction framework. For instance, utilizing more current transformer models (such as Longformer [70]) with a 4096 token maximum as opposed to 512 should be investigated further to achieve higher accuracy. Fourth, because factors influencing prices vary across regions [41], the predictive method should be examined in different cities to ensure the efficacy of the model. Exogenous variables such as weather, seasonality, and scheduled events can also be incorporated when considering time series to enhance forecasting. Lastly, this study aims to predict listing prices from the perspective of marketers, focusing on the effect of attributes of listings and hosts on prices. It does not adequately consider the effect of user needs and preferences. Users’ comments and user-generated photos for listings may reflect a subliminal effect, which could impact the rental price. Future studies can be strengthened in this direction.
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Table A1. Statistical analysis of the influential metadata.






Table A1. Statistical analysis of the influential metadata.





	
Factor

	
Variable

	
Mean

	
S.D.

	
25%

	
50%

	
75%

	
Min

	
Max






	
Host factors

	
host_is_superhost

	
0.20

	
0.40

	
0

	
0

	
0

	
0

	
1




	
host_has_profile

	
0.99

	
0.11

	
1

	
1

	
1

	
0

	
1




	
host_identity_verified

	
0.97

	
0.17

	
1

	
1

	
1

	
0

	
1




	
host_since_delta

	
2770.42

	
1082.11

	
2217

	
2988.50

	
3563

	
1

	
5456




	
host_response_rate

	
0.69

	
0.44

	
0

	
1

	
1

	
0

	
1




	
host_acceptance_rate

	
0.66

	
0.38

	
0.39

	
0.83

	
1

	
0

	
1




	
host_total_listings_count

	
6.22

	
57.63

	
1

	
1

	
3

	
1

	
1555




	

	
host_listings_count

	
3.49

	
26.56

	
1

	
1

	
1

	
1

	
672




	
Function factors

	
accommodates

	
2.90

	
1.33

	
2

	
2

	
4

	
1

	
16




	
room_type

	
0.45

	
0.84

	
0

	
0

	
0

	
0

	
3




	
entire home/apartment

	
1.10

	
1.70

	
1

	
1

	
1

	
0

	
16




	
private room

	
0.66

	
1.99

	
0

	
0

	
0

	
0

	
21




	
shared room

	
0.03

	
0.38

	
0

	
0

	
0

	
0

	
8




	
bedrooms

	
1.55

	
0.89

	
1

	
1

	
2

	
1

	
17




	
beds

	
1.82

	
1.44

	
1

	
1

	
2

	
1

	
33




	
calculated_host_listings_count

	
1.83

	
2.86

	
1

	
1

	
1

	
1

	
27




	
calculated_host_listings_count_entire_homes

	
1.10

	
1.70

	
1

	
1

	
1

	
0

	
16




	
calculated_host_listings_count_private_rooms

	
0.66

	
1.99

	
0

	
0

	
0

	
0

	
21




	
calculated_host_listings_count_shared_rooms

	
0.03

	
0.38

	
0

	
0

	
0

	
0

	
8




	
Reputation factors

	
number_of_reviews

	
45.44

	
107.35

	
3

	
10

	
36

	
0

	
3199




	
reviews_per_month

	
1.18

	
2.14

	
0.3

	
0.68

	
1.18

	
0.01

	
120.11




	
review_scores_rating

	
4.83

	
0.26

	
4.79

	
4.88

	
5

	
0

	
5




	
review_scores_accuracy

	
4.85

	
0.23

	
4.81

	
4.9

	
5

	
1

	
5




	
review_scores_cleanliness

	
4.77

	
0.31

	
4.7

	
4.83

	
5

	
1

	
5




	
review_scores_check-in

	
4.88

	
0.22

	
4.87

	
4.94

	
5

	
1

	
5




	
review_scores_communication

	
4.90

	
0.21

	
4.90

	
4.97

	
5

	
1

	
5




	
review_scores_location

	
4.79

	
0.25

	
4.71

	
4.83

	
5

	
1

	
5




	
review_scores_value

	
4.64

	
0.31

	
4.53

	
4.67

	
4.81

	
1

	
5




	
number_of_reviews_ltm

	
10.85

	
30.82

	
0

	
3

	
8

	
0

	
1689




	
number_of_reviews_l30d

	
1.00

	
2.59

	
0

	
0

	
1

	
0

	
150




	
first_review_delta

	
1224.50

	
1157.43

	
160

	
767.50

	
2170.75

	
−1

	
5269




	
last_review_delta

	
218.04

	
440.71

	
6

	
31

	
156

	
−1

	
3666




	
reviews_per_month

	
1.18

	
2.14

	
0.30

	
0.68

	
1.18

	
0.01

	
120.11




	
Location factors

	
latitude

	
52.37

	
0.02

	
52.36

	
52.37

	
52.38

	
52.29

	
52.43




	
longitude

	
4.89

	
0.04

	
4.87

	
4.89

	
4.91

	
4.76

	
5.03




	
miscellaneous factors

	
minimum_nights

	
5.05

	
34.71

	
2

	
3

	
4

	
1

	
1001




	
maximum_nights

	
392.11

	
468.42

	
20

	
60

	
1125

	
1

	
1125




	
minimum_minimum_nights

	
4.88

	
34.71

	
2

	
2

	
3

	
1

	
1001




	
maximum_minimum_nights

	
5.50

	
34.90

	
2

	
3

	
4

	
1

	
1001




	
minimum_maximum_nights

	
500.62

	
504.72

	
21

	
365

	
1125

	
1

	
1125




	
maximum_maximum_nights

	
516.42

	
505.88

	
27

	
365

	
1125

	
1

	
1125




	
minimum_nights_avg_ntm

	
5.13

	
34.78

	
2

	
3

	
4

	
1

	
1001




	
maximum_nights_avg_ntm

	
511.90

	
503.94

	
27

	
365

	
1125

	
1

	
1125




	
instant_bookable

	
0.18

	
0.39

	
0

	
0

	
0

	
0

	
1




	
has_availability

	
0.96

	
0.19

	
1

	
1

	
1

	
0

	
1




	
availability_30

	
4.32

	
7.35

	
0

	
0

	
5

	
0

	
30




	
availability_60

	
9.85

	
15.38

	
0

	
2

	
13

	
0

	
60




	
availability_90

	
17.30

	
25.34

	
0

	
3

	
28

	
0

	
90




	
availability_365

	
82.83

	
113.57

	
0

	
18

	
142

	
0

	
365




	
source

	
0.38

	
0.48

	
0

	
0

	
1

	
0

	
1
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Figure 1. Architecture of the predictive model. 






Figure 1. Architecture of the predictive model.
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Figure 2. An example of room picture and text description. 
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Figure 3. The heat map of correlation coefficients. 
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Figure 4. The scatter image of price and some attributes. 
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Table 1. Descriptive analysis.






Table 1. Descriptive analysis.





	
Factors

	
Segmentation Variables

	
Type

	
Definition

	
References






	
Host factors

	
host_is_superhost

	
Boolean

	
The host attains superhost status or not

	
[5,8,45,51]




	
host_has_profile

	
Boolean

	
The host provides profile pictures or not




	
host_identity_verified

	
Boolean

	
The host’s identity was verified on Airbnb or not




	
host_since_delta

	
Integer

	
The time elapsed from the date of the host was created to the collection date




	
host_response_rate

	
Float

	
The speed at which a host replies to reservations




	
host_acceptance_rate

	
Float

	
The frequency at which a host accepts reservations




	

	
host_total_listings_count

	
Integer

	
The total number of listings’ shared rooms

	




	

	
host_listings_count

	
Integer

	
The host’s listing count (as per unidentified calculations on Airbnb)

	




	
Function factors

	
accommodates

	
Integer

	
The quantity of individuals who can fit in

	
[5,7,8,13,14,16,32,46,51]




	
room type

	
Category

	
The three sorts of accommodations that are offered are the following: independent place, private room, and shared room




	
entire home/apartment

	
Integer

	
The quantity of complete house/apartment listings that the host currently has




	
private room

	
Integer

	
The quantity of private room listings that the host currently has in the scraping




	
shared room

	
Integer

	
The quantity of shared room listings that the host currently has in the scraping




	
bedrooms

	
Integer

	
How many bedrooms there are




	
beds

	
Integer

	
The quantity of beds




	
calculated_host_listings_count

	
Integer

	
The total number of listings that the host has




	
calculated_host_listings_count_entire_homes

	
Integer

	
The quantity of entire house listings that the host owns




	
calculated_host_listings_count_private_rooms

	
Integer

	
The quantity of private rooms listings that the host has




	
calculated_host_listings_count_shared_rooms

	
Integer

	
The quantity of shared rooms listings that the host has




	
Reputation factors

	
number of reviews

	
Integer

	
The total amount of reviews the listing got

	
[8,13,16,51]




	
reviews_per_month

	
Numeric

	
The amount of reviews the listing receives each month




	
review_scores_rating

	
Float

	
The listing’s rating based on review scores




	
review_scores_accuracy

	
Float

	
The listing’s reviews’ accuracy scores




	
review_scores_cleanliness

	
Float

	
The listing’s cleanliness ratings




	
review_scores_check-in

	
Float

	
The scores for check-in in the listing




	
review_scores_communication

	
Float

	
The scores for communication in the listing




	
review_scores_location

	
Float

	
The scores for location in the listing




	
review_scores_value

	
Float

	
The scores for value in the listing




	
number_of_reviews_ltm

	
Integer

	
The quantity of reviews that the listing has gotten during the previous 12 months




	
number_of_reviews_l30d

	
Integer

	
The quantity of evaluations the listing has gotten in the previous 30 days




	
first_review_delta

	
Integer

	
The time interval between the first review date and the collection date




	
last_review_delta

	
Integer

	
The time elapsed between the last review date and the collection date




	

	
reviews_per_month

	
Numeric

	
The average monthly number of reviews throughout its existence

	




	
Location factors

	
latitude

	
Numeric

	
Latitude location

	
[16]




	
longitude

	
Numeric

	
Longitude location




	
Miscellaneous Factors

	
minimum_nights

	
Integer

	
The listing indicated the least number of nights stayed

	
[5,12]




	
maximum_nights

	
Integer

	
The listing displayed the most nights stayed




	
minimum_minimum_nights

	
Integer

	
The calendar’s smallest minimum_night value




	
maximum_minimum_nights

	
Integer

	
The calendar’s largest minimum_night value




	
minimum_maximum_nights

	
Integer

	
The calendar’s smallest maximum_night value




	
maximum_maximum_nights

	
Integer

	
The calendar’s biggest maximum_night value




	
minimum_nights_avg_ntm

	
Numeric

	
The calendar’s average minimum_night value




	
maximum_nights_avg_ntm

	
Numeric

	
The calendar’s average maximum_night value




	
has_availability

	
Boolean

	
The listing indicates if it is available or not




	
availability_30

	
Integer

	
The calendar indicates the listing’s availability thirty days in advance




	
availability_60

	
Integer

	
The calendar indicates the listing’s availability sixty days in advance




	
availability_90

	
Integer

	
The calendar indicates the listing’s availability ninety days in advance




	
availability_365

	
Integer

	
The calendar indicates that the offering will be available for purchase 365 days in advance




	
instant_bookable

	
Boolean

	
The host offers instant booking or not




	
source

	
category

	
The search sources are divided into categories:

“neighbourhood search”;

“previous scrape”.











 





Table 2. The network architecture of MobileNetV2.0.
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	Input Pattern
	Operator
	t
	c
	n
	s





	2242 × 3
	Conv2d
	-
	32
	1
	2



	1122 × 32
	bottleneck
	1
	16
	1
	1



	1122 × 16
	bottleneck
	6
	24
	2
	2



	562 × 24
	bottleneck
	6
	32
	3
	2



	282 × 32
	bottleneck
	6
	64
	4
	2



	142 × 64
	bottleneck
	6
	96
	3
	1



	142 × 96
	bottleneck
	6
	160
	3
	2



	72 × 160
	bottleneck
	6
	320
	1
	1



	72 × 320
	Conv2d 1 × 1
	-
	1280
	1
	1



	72 × 1280
	Avgpool 7 × 7
	-
	-
	1
	-



	12 × 1280
	Conv2d 1 × 1
	-
	k
	-
	-










 





Table 3. Testing results of prediction on different models and multiple subsets.
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Set

	
Source

	
Models

	
RMSE

	
MSE

	
MAPE (%)

	
MAAPE

	
MAE




	
Train

	
Test

	
Train

	
Test

	
Train

	
Test

	
Train

	
Test

	
Train

	
Test






	
1

	
MD

	
Dense

	
0.3947

	
0.4057

	
0.1558

	
0.1645

	
5.6428

	
5.8390

	
0.0561

	
0.0581

	
0.2988

	
0.3069




	
2

	
TC

	
BERT

	
0.5719

	
0.5436

	
0.3271

	
0.2955

	
8.3825

	
7.8991

	
0.0830

	
0.0784

	
0.4412

	
0.4188




	

	

	
LSTM

	
1.5321

	
0.8431

	
0.8348

	
0.7109

	
8.5067

	
9.4072

	
0.1864

	
0.0903

	
1.0531

	
0.4991




	
3

	
HPI

	
CNN

	
0.5792

	
0.5473

	
0.3355

	
0.2995

	
8.5410

	
7.9475

	
0.0846

	
0.0788

	
0.4498

	
0.4217




	

	

	
Mobile

	
0.5601

	
0.5443

	
0.3137

	
0.2962

	
8.2096

	
7.8549

	
0.0813

	
0.0779

	
0.4319

	
0.4187




	
4

	
MD + TC

	
Dense + BERT

	
0.4033

	
0.4206

	
0.1627

	
0.1769

	
5.8095

	
6.1208

	
0.0578

	
0.0609

	
0.3079

	
0.3239




	

	

	
Dense + LSTM

	
0.3469

	
0.4736

	
0.1203

	
0.2243

	
4.9301

	
6.8409

	
0.0491

	
0.0680

	
0.2613

	
0.3634




	
5

	
MD + HPI

	
Dense + CNN

	
0.4078

	
0.4081

	
0.1663

	
0.1665

	
5.8057

	
5.7080

	
0.0577

	
0.0568

	
0.3076

	
0.3065




	

	

	
Dense + Mobile

	
0.4413

	
0.4089

	
0.1948

	
0.1672

	
6.3875

	
5.7724

	
0.0635

	
0.0574

	
0.3380

	
0.3090




	
6

	
TC + HPI

	
BERT + CNN

	
0.5814

	
0.5447

	
0.3380

	
0.2967

	
8.5522

	
7.8438

	
0.0847

	
0.0778

	
0.4499

	
0.4187




	

	

	
BERT + Mobile

	
0.5876

	
0.5471

	
0.3453

	
0.2993

	
8.6176

	
7.8247

	
0.0853

	
0.0777

	
0.4532

	
0.4198




	

	

	
LSTM + CNN

	
0.6667

	
0.7741

	
0.4445

	
0.5992

	
9.7783

	
11.152

	
0.0967

	
0.1101

	
0.5198

	
0.6070




	
7

	
MD + TC + HPI

	
Dense + BERT + CNN

	
0.4431

	
0.3991

	
0.1963

	
0.1593

	
6.4452

	
5.6852

	
0.0641

	
0.0566

	
0.3408

	
0.3024




	

	

	
Dense + BERT + Mobile

	
0.2245

	
0.4045

	
0.0504

	
0.1637

	
3.1148

	
5.5682

	
0.0311

	
0.0554

	
0.1657

	
0.3030




	

	

	
Dense + LSTM + CNN

	
0.2241

	
0.6455

	
0.0502

	
0.4167

	
3.1773

	
9.3923

	
0.0317

	
0.0932

	
0.1687

	
0.5171




	

	

	
Dense + LSTM + Mobile

	
0.5623

	
0.5556

	
0.3161

	
0.3087

	
8.1836

	
7.8857

	
0.0811

	
0.0783

	
0.4330

	
0.4243








Notes: Set = Subset; MD = Meta Data; TC = Textual Content; HPI = Host-provided images.
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