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Abstract

:

In recent years neural networks have been used to achieve all 17 SDGs. This paper is directly related to SDG 9. In particular, the application of neural networks in statistics indicates the creation and development of a scientific research infrastructure (including encouraging innovation, SDG 9.5). Also, this paper shows the possibility of the mass practical application of neural networks for statistics in the context of sustainable development (with the possibilit of increasing the number of researchers, SDG 9.5). The paper aims to test the following two hypotheses in the context of SDG 9.5: (1) The rapid growth of scientific interest in neural networks will lead to a decrease in the number of scientific publications in statistics. (2) It is possible to use neural networks for calculating statistical indicators. Bibliometric analysis, mathematical modeling, the calculation of statistical indicators using the new prompt and Excel table z-statistics were used. The scientific novelty lies in the new knowledge obtained by the author for the first time. This study integrates advanced technologies (neural networks) and a traditional field (statistics), which is a significant contribution to innovation and infrastructure development (Indicator 9.5.1). The practical value lies in the ease of the mass use of neural networks for statistical data processing of more than 100,000 units, which is related to Indicator 9.5.2. Thus, this paper represents an important contribution to the stimulation of innovation, thereby building up technological potential and leading to a significant increase in the number of researchers (SDG 9.5).
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1. Introduction


Neural networks’ capabilities in solving the social problems identified by the United Nations (UN) Sustainable Development Goals (SDGs) are constantly expanding [1]. Back in 2018, the authors of article [2] suggested that the existing capabilities of neural networks could contribute to solving problems in all 17 UN SDGs in both developed and developing countries. In 2024 [1], neural networks are already being used to achieve all 17 UN SDGs, ranging from poverty eradication to the creation of sustainable cities and communities.



Real-world examples of the use of neural networks range from cancer diagnosis to helping blind people navigate and from predicting the spatial distribution of environmental risk indicators to assistance in disaster response [2,3]. The development and application of neural networks benefit interdisciplinary fields, such as “renewable energy development, environmental protection and economic analysis” [4,5,6,7,8]. Therefore, the topic of this scientific paper is primarily related to SDG 9, which involves industry, innovation, and infrastructure.



On the one hand, the development of a new approach and the application of neural networks to calculate statistical indicators indicate the creation and development of a scientific research infrastructure, which corresponds to SDG 9.5 ([9], p. 13). On the other hand, the author describes the use of neural networks to calculate statistical indicators, which is an innovative approach in the field of statistics. This corresponds to the objectives of SDG 9.4, SDG 9.a, and SDG 9.b, which are aimed at the development of new technologies and methods [6,9].



In modern sustainable society, the use of neural networks is becoming more widespread and significant in various fields of business [10,11,12,13], politics [14,15,16,17,18], and the social sphere [19,20,21,22]. One of the areas of application of neural networks is the solution of statistical tasks [23,24,25,26,27,28,29,30,31,32,33,34,35,36,37,38,39,40,41,42], including the calculation of various statistical indicators.



In this paper, the author opens up the possibility of the mass use of a new approach for calculating statistical indicators. It also promotes the dissemination of innovations and their implementation in practice (SDG 9) [7,9].



Finally, the author demonstrates the integration of advanced technologies (neural networks) into a traditional field (statistics), which represents a significant contribution to innovation and infrastructure development (Indicator 9.5.1) [9]. At the same time, the author describes a new application of neural networks in the field of statistics, which is the basis for new technological breakthroughs. At the same time, the proposed approach to the application of neural networks simplifies the calculation of statistical indicators and may lead to an increase in the number of researchers (Indicator 9.5.2) [9]. Thus, the author of the paper demonstrated how advanced scientific research is related to the sustainable development of industry, innovation, and infrastructure (SDG 9) [7].



A final goal of this study was to test the following pair of hypotheses about neural networks and statistics:




	
The rapid growth of scientific interest in neural networks will lead to a decrease in the number of scientific publications in the field of statistics;



	
It is possible to use neural networks for calculating statistical indicators.








The first hypothesis can be tested using a bibliometric analysis.



The second hypothesis can be tested by creating a prompt for calculating statistical indicators. The calculation results using the new prompt should be compared with the results obtained in the traditional way (for example, an Excel table).



The scientific novelty of the research lies in the following:




	−

	
the insufficient study of statistics using neural networks in the context of SDG 9.5;




	−

	
new knowledge obtained by the author for the first time, which was not previously known;




	−

	
an innovative approach to the use of neural networks for calculating statistical indicators;




	−

	
two tested hypotheses about statistics using neural networks in the context of SDG 9.5 were substantiated;




	−

	
a new prompt for neural networks adapted for calculating the statistical indicators (M) and (s);




	−

	
proposed measures aimed at the development of statistical science according to global trends and the mass use of neural networks for calculating statistical indicators.









The practical significance of the research lies in a significant simplification of calculating the statistical indicators such as the average value (M) and the standard deviation (s). The prompt promises to significantly simplify the calculation process and improve the quality of the results obtained. A significant advantage of the new prompt is the absence of the need to enter a large amount of data. This prompt is proof of the second hypothesis.



To ensure the high quality of the data collected and used in this study, the following measures were taken:



First, the literature sources of data were carefully selected from reputable and verified databases, such as Scopus and Web of Science.



Second, the elimination of bias was achieved through transparency, careful planning of the thought experiment, and careful evaluation of the empirical results and conclusions.



Third, a standard method (Excel tables) was used to compare the accuracy of the data obtained using the new prompt.



Finally, the author performed statistical hypothesis verification with a high level of verification, namely, 0.99. The alternative hypothesis was accepted. It is a very strong scientific proof with an accurate, predictable probability.



Thus, this minimized the possibility of errors and distortions.



The article is organized as follows:




	−

	
the “Literature review” section covers the background, a bibliometric analysis for the keywords “Neural networks”, a theoretical framework of neural networks, and other necessary issues;




	−

	
the “Methodology” section prepares a proof of the hypotheses;




	−

	
the “Results” section presents the construction of two trend lines for the proof of the first hypothesis, the proof of the second hypothesis through the creation of the new prompt, five examples of using the new prompt to calculate statistical indicators (M) and (s), and verification of the statistical hypotheses;




	−

	
in the “Discussion” section, the results are discussed and compared with existing methods;




	−

	
finally, the “Conclusion” section summarizes the results of this study and formulates directions for future research.










2. Literature Review


To ensure the reliability and scientific value of the sources (documents), the author used the following methods:




	(A)

	
The author tried to use sources published during the last 5 years. This ensures the use of new scientific data that do not contain outdated data;




	(B)

	
The author tried to use sources published in journals that are indexed in the Scopus and Web of Science databases. There are more than 60% of such sources. About half of them have an impact factor. This guarantees reliance on reliable and valuable scientific data.









2.1. Background


The solution of statistical tasks is used in solving sustainable development problems (Switzerland, Poland, Slovakia, Ukraine, and Germany) [23,24,25], nature conservation (Malaysia) [26], higher education (Eastern Europe) [27], the banking sector (Indonesia and China) [28,29], psychology (Canada, Germany, and the USA) [30,31,32], the field of health care and sports (Great Britain, Spain, Kazakhstan, Indonesia, and Malaysia) [33,34,35,36,37], engineering sciences (China) [38], public policy (Great Britain, Poland, and Ukraine) [39,40,41], “clean” energy (Morocco) [42], and weather forecasting (India, Tanzania) [43].



Thus, statistics are used to solve a wide range of problems related to social and sustainable development. However, a review of sources [23,24,25,26,27,28,29,30,31,32,33,34,35,36,37,38,39,40,41,42,43] showed a rare use of statistics to solve problems related to SDG 9. This is the third reason for the author’s interest in the research topic. This paper discusses the use of neural networks in statistics, specifically to calculate statistical indicators (M and s) [44,45,46].



Thus, statistical indicators play a key role in data analysis and decision-making in various fields, including sustainable development, economics, psychology, public policy, and others [23,24,25,26,27,28,29,30,31,32,33,34,35,36,37,38,39,40,41,42,43]. The accuracy and efficiency of calculating these indicators have a direct impact on the quality of data analyses and the conclusions that are drawn based on them. Traditional methods of calculating statistical indicators can be time-consuming and error-prone, especially when working with a large amount of data [26,47,48,49,50].



The research [51] has resulted in a new prompt for neural networks, which allows for calculating the mentioned statistical indicators (M and s) in the simplest cases.




2.2. Bibliometric Analysis for the Keywords “Neural Networks”


The bibliometric analysis was performed on 2 February 2024. In the very beginning, 980,781 document search results for the keywords “Neural networks” were visualized (Figure 1). The analysis was performed for sources indexed in the Scopus database from 1961 to 2023 (https://www.scopus.com/term/analyzer.uri, accessed on 2 February 2024).



Figure 1 shows a steady increase in the number of published documents on the topic of “Neural networks” from 1987 to 2015. After that, a sharp increase in the number of publications begins. Overall, the growth amounted to 109,999 publications from 2015 to 2023. This rapid growth since 2015 may lead to a decline in research activity in other areas of knowledge.




2.3. Theoretical Framework of Neural Networks


One definition of a “Neural network” is “a machine learning program, or model, that makes decisions in a manner similar to the human brain, by using processes that mimic the way biological neurons work together to identify phenomena, weigh options and arrive at conclusions” [52].



The next definition is as follows: “A neural network is a massively parallel distributed processor made up of simple processing units that has a natural propensity for storing experiential knowledge and making it available for use” [53].



Neural networks are used in many scientific disciplines and practical activities, including predictive modeling, facial recognition, handwriting recognition, text translation, email spam filtering, financial and medical diagnostics, management, solving differential equations, technical system diagnostics, the fashion and design industry, the field of sports, etc. [54,55,56,57,58,59,60].



Therefore, the author hypothesized that the rapid growth of scientific interest in neural networks could lead to a decrease in the number of publications in the field of statistics.




2.4. Some Words of Statistical Indicators


Statistical indicators, such as average value (M) and standard deviation (s), play an important role in statistical analysis. These parameters provide important information about the distribution of data and characterize their central trend and spread. The first statistical indicator is the average value (M). It represents the arithmetic mean of all values in the sample [61]. The average value allows you to estimate the typical value in the sample and identify common patterns in the data. The second statistical indicator is the standard deviation (s). It reflects the spread of values around the average value and represents a measure of data variability [62]. The standard deviation allows you to estimate the degree of data dispersion relative to their average value and identify the presence of anomalies or heterogeneities in the data.



In scientific data analysis, there are several methods for calculating statistical indicators, such as the average value (M) and the standard deviation (s), using various approaches and tools.



The first method is a manual calculation using formulas [63].



The second method is the use of electronic calculators [64]. Scientific calculators provide a convenient and reliable way to perform statistical calculations for datasets. Their use is especially suitable when working with small amounts of data and for quick analysis of experimental results. Such examples may be students’ graduation papers.



The third method is using software such as Microsoft Excel 97-2003 tables [65]. The user enters data into an Excel table and uses the appropriate functions to calculate statistical indicators.



Finally, there are specialized programs for data analysis, such as MATLAB, Python, R, and others [66,67,68,69]. This is the fourth way to calculate statistical indicators. These programs provide a wide range of tools and functions for data analysis and the calculation of statistical indicators.



All four methods have their advantages and limitations, and the choice of a particular method depends on the specifics of this study, the available tools, and the preferences of the researcher. When using specialized programs, it is necessary to take into account their study and getting used to the interface, as well as possible limitations and features of the algorithms used inside these programs.



There are also sources describing the experience of using neural networks for statistical calculations.



For example, there are forecasts of monthly and seasonal weather anomalies in the western Indian Ocean using three neural networks [70]. The average correlation coefficients are about 0.88 and 0.98, respectively. More recently, the effectiveness of Bayesian neural network models for virtual monitoring at an operating offshore wind farm has been proven [71].



The authors of papers [72,73] showed satisfactory results when using neural networks in statistics for diagnosis and the mass classification of medical data.



Panda and Warrior (2022) have trained a neural network to develop accurate Reynolds stress models to predict flow [74].



Thus, you have examples of the use of neural networks in statistics [70,71,72,73,74]. The accumulation of such experience can lead to the creation of a fifth method for calculating statistical indicators using neural networks.



Therefore, the author hypothesized that the calculation of statistical indicators using neural networks should become a simple and convenient tool for mass use by people without professional statistical education.




2.5. Short Summary


Concluding the literary review, the author puts forward the following considerations:



1. Statistical indicators are of key importance for data analysis and subsequent management decision-making in various areas of sustainable development and others.



The methods of calculating statistical indicators can range from manual calculations to the use of specialized programs.



2. Neural networks are used in various scientific disciplines and practical activities, including predictive modeling, face recognition, text processing, spam filtering, diagnostics in finance and medicine, management, solving differential equations, diagnostics of technical systems, the fashion and design industry, sports, etc.



The author of this paper suggested that the accumulation of experience in using neural networks in statistics may lead to the creation of a new method for calculating statistical indicators using them (SDG 9.5).



3. A bibliometric analysis of the keywords “Neural networks” shows a steady increase in publications from 1987 to 2015 and a sharp increase in the number of publications beginning in 2015.



The author of this paper suggested that this could lead to a decrease in the activity of research in other fields of knowledge, particularly in statistics (SDG 9.5).



4. The author of this paper sets out to prove the fundamental possibility of using neural networks in statistics to calculate the following statistical indicators: the average value (M) and the standard deviation for the sample (s). The positive results will be important for data analysis and subsequent management decision-making in the context of SDG 9.5.





3. Materials and Methods


3.1. General Information


This research was performed from February 2024 to July 2024.



The first step was to perform a literature review and bibliometric analysis using the keywords “Neural Networks” and “Statistics”. This has resulted in a test of the first hypothesis.



Testing the second hypothesis turned out to be more difficult. Thus, the next step was the creation of a neural network prompt in order to calculate statistical indicators (M) and (s). The author used ChatGPT 3.5 to create the prompt. However, the scientific novelty and practical significance of this study are relevant to all neural networks in general.



Then an experiment was performed comparing the results obtained using the new prompt and Excel tables. In the next step, the author verified the statistical hypotheses. After that, a guide for the use of the new prompt was compiled. Finally, after the discussion, a “Conclusions” section was prepared.



The following standard methods were used to achieve the final goal of this study:




	−

	
a bibliometric analysis and analysis of scientific sources;




	−

	
mathematical modeling for the choice of research boundaries;




	−

	
the calculation of statistical indicators using the new prompt and Excel tables;




	−

	
z-statistics (verification of statistical hypotheses).










3.2. Methodological Framework of the Choice of Research Boundaries


A sample size plays an important role in statistics [75,76]. When calculating the sample size, the volume of the general population (N) can be ignored if it is more than 100,000 [75]. Such situations are often found in the context of sustainable development [23,24,25,36,37,42,43].



A sampling error is selected by the researcher depending on the objectives of the study. It is believed that in order to make managerial decisions, the sampling error should be no more than 4% [75]. This value corresponds to the sample size of 600 respondents with a general population of above 100,000. For important strategic decisions, it is advisable to minimize the sampling error.



Therefore, this paper will consider examples of calculating statistical indicators with a general population of above 100,000 units [75]. The following are a number of the sampling error values (%): 1.0, 1.5, 2.0, 3.0, and 4.0 [74,75]. The following are the first and second limitations of this study: the volume of the general population is more than 100,000, and a number of sampling error values from 1.0% to 4.0% are accepted.



In this study, the examples will relate to a situation in which one of several features may correspond to a unit of population. In our examples, as a rule, each question provided 5 possible answers. This is conducted through analogy with the Likert scale [77]. When answering the question, respondents indicate their level of agreement or disagreement on a symmetrical “agree-disagree” scale [77]. The format of a typical five-level Likert scale, for example, can be as follows [77]:




	−

	
I completely disagree;




	−

	
Disagree;




	−

	
Neither agree nor disagree;




	−

	
I agree;




	−

	
I completely agree.




	−

	
This is the third limitation of this paper.










3.3. Boundaries of the Research


First, sample sizes were modeled for different sampling error values. As shown in Section 2.3, discrete sampling error values from 1.0 to 4.0 were selected. The choice is explained by the fact that for business and sustainable development decision-making, the sampling error should not exceed 4% [75].



Next, from the resulting set of values, five sample sizes will be selected for examples when calculating statistical indicators (M) and (s).



Examples will be considered for the volume of the general population (N) that is more than 100,000 [75].



Sample size modeling was performed using the electronic calculator [78] for the following two values of the standard and high testing levels [44,45,46]: 0.95 and 0.99 (Table 1).



Table 1 shows a set of 10 sample size values. These 10 sample sizes can be considered the number of standard sample sizes when the volume of the population (N) is more than 100,000.



Table 1 shows that the sample size has a minimum value of 600 units and a maximum value of 16,589 units. The values 1067 and 1037 are close to each other. The sample sizes 4268 and 4147 can also be considered close to each other.



For examples of using the new prompt, you will take the following five sample sizes: 600, 1067, 4147, 7373, and 16,589. The numbers 600 and 16,589 are the boundaries of the research. The numbers 1067 and 4147 have intermediate repeating values. The number 7373 is an intermediate value.



Thus, out of 10 standard sample sizes, five standard values are selected for consideration as an example (Table 2).



Table 2 shows 5 sample sizes, which will be used as examples for calculating statistical indicators.



Calculations of statistical indicators for a sampling error of 4.0% will be performed based on real cases [24].




3.4. Data for Creating the Prompt


When creating the new prompt, the following situation was adopted: you use a five-level Likert scale [77].



The author of this paper digitized the answers as follows:




	−

	
I completely disagree—“0”;




	−

	
Disagree—“1”;




	−

	
Neither agree nor disagree—“2”;




	−

	
I agree—“3”;




	−

	
I completely agree—“4”.









That is, the neutral answer is the number “2”. The degree of negative assessment is shown by the numbers “1” and “0”. The degree of positive assessment is measured by grades “3” and “4”.



It is true that neural networks easily performed calculations of statistical indicators (M) and (s) for a sample size of less than 10 units [51]. For the general population above 100,000 units, the sample size ranges from 600 to 16,589 units (Table 1). With sample sizes of more than 600 units, neural networks periodically returned errors in the results [51]. For the numbers “−2”, “−1”, “0”, “1”, and “2”, neural networks also failed to obtain stable calculation results [51].



To achieve this goal, the author had to perform multiple refinements by referring to neural networks until an accurate result was obtained.




3.5. Method of Verification of Statistical Hypotheses


Here, the author has checked the accuracy of the calculation of statistical indicators using the neural network prompt. To achieve this, the author compared the result obtained using the new method with the result obtained using the traditional method (Excel table).



The author used the method of comparing the averages of two independent samples to test the statistical hypotheses [44,45,46]. The essence of this method is to calculate the z-statistics. Hypothesis testing is based on an assessment of the difference M1–M2.



The second hypothesis of this study was transformed into the following pair of statistical hypotheses: research and alternative.



The research hypothesis is H0: M1–M2 ≠ 0.00 if random deviations are not taken into account.



The alternative hypothesis H1: M1–M2 = 0.00 if random deviations are not taken into account.



If M1–M2 ≠ 0.00, the two samples are not equal to each other. This means that neural networks do not allow you to calculate statistical indicators with high accuracy.



In the other case (M1–M2 = 0.00), there is no statistically significant difference between the two averages. It means that the two samples are equal to each other. The results of calculating the statistical indicator (M) using the two methods are equal—their difference is explained by random deviations. This means that neural networks allow you to calculate statistical indicators with high accuracy.



In this case, the difference can be either greater than 0.00% or less than 0.00%. Thus, a two-way test was applied in our case.





4. Results


4.1. Testing the First Hypothesis


In the second step, 1,416,580 document search results for the keyword “Statistics” are visualized (Figure 2). The analysis was performed for sources indexed in the Scopus database from 1961 to 2023 (https://www.scopus.com/term/analyzer.uri, accessed on 2 February 2024).



Figure 2 shows a steady increase in the number of published documents on the topic of “Statistics” until 2015. After that, fluctuations in the number of publications begin with a general downward trend. Overall, the drop was 24,353 publications from 2015 to 2023.



It was very interesting to compare the number of publications on the keywords “Statistics” and “Neural networks” in the Scopus database. The comparison was made from 2015 to 2023 (Figure 3).



Figure 3 shows an interesting picture. You see a sharp decrease in the number of published documents on the topic of “Statistics” from 2018 to 2020. Further, since 2020, the number of documents has increased slightly. In general, the trend line tends to decrease.



At the same time, Figure 3 shows a constant increase in the number of published documents on the topic of “Neural networks”. The number of documents on the topic of “Neural networks” exceeds the number of documents on the topic of “Statistics” published since 2019.



The author has seen an increase in the number of published documents on the topic of “Neural networks” and a decrease in the number of published documents on the topic of “Statistics” (Figure 3). Figure 2 and Figure 3 have proven that the number of publications on the topic of “Statistics” decreases in the Scopus database after 2015.



Accordingly, the first hypothesis has been verified.




4.2. New Prompt for Calculating Statistical Indicators


The process of teaching neural networks led to the creation of a successfully working prompt. The following is the prompt for the first sample size value from Table 2 (N = 599 [24]):



“Make Task 1, please. You are a mathematician with a specialization in statistics ::



Be careful with statistical calculations, provide accurate solutions, originality is not needed here ::



The sample of numbers consists of N = 599 digits, of which N1 = 22 digits “4”, N2 = 43 digits “3”, N3 = 124 digits “2”, N4 = 234 digits “1”, and N5 = 176 digits “0” ::




	(1)

	
Calculate the sum of A = Ni × xi. Print the value of A :: Calculate the value of the sample mean M(x) = A/N. Print the value of M(x) ::




	(2)

	
Calculate Yi as the difference between each element of the sample and the average value of the sample, Yi = xi − M(x). Print the values of Yi in the column ::




	(3)

	
Calculate Bi as the squares of the differences between each element of the sample and the average value of the sample, Bi = (xi − M(x))2. Print the Bi values in the column ::




	(4)

	
Calculate Zi as the product of Ni and Bi, Zi = Ni × Bi. Print the values of Zi in the column ::




	(5)

	
Calculate Z as the sum of Z = ∑ Zi. Print the value of Z ::




	(6)

	
Calculate C as a quotient of C = Z/N. Print the value of C ::




	(7)

	
Calculate the value of the standard deviation for the sample sx as the square root of C, that is, Sx = √ C. Print the value of Sx ::




	(8)

	
Print the result in the following form: M(x) = the result of calculations up to the fourth decimal place, Sx = the result of calculations up to the fourth decimal place. Print the letters M(x) and Sx in bold, please.









The new prompt contains the following input designations [44,45,46]:




	−

	
N—sample size;




	−

	
Ni is the number of the attribute (one of the answers, for example, “I completely disagree”, etc.).









In the described prompt, N1 denotes the attribute “4”, N2 denotes the attribute “3”, etc.



This prompt contains the following numerical input values:




	−

	
X, X1, X2, … Xi are the numbers of respondents’ responses for the i-th attribute, and X = X1 + X2 + … + Xi.









The numerical values of Xi are in the prompt after the input designation “Ni = .” In Example 1, the following values are set instead of Xi: N1 = 22, N2 = 43, N3 = 124, N4 = 234, and N5 = 176 (Section 4.4).



This prompt contains the following output notation [44,45,46]:




	−

	
M(x)—the average value;




	−

	
Sx—the standard deviation for the sample.









The rest of the designations do not matter to the user.




4.3. Guide for the Use of the New Prompt for ChatGPT 3.5


To use the new prompt for neural networks, take the following simple steps:




	
Register on the neural network website;



	
Write down the following six separate digits in the bold part of the prompt: X, X1, X2, X3, X4, and X5. They represent the sample size and the number of replies for each of the five features;



	
Insert the prompt into the neural network dialog box and click the “Send message” button;



	
Write down the obtained values for statistical indicators (M) and (s). These figures will be calculated within four decimal places.








The advantage of the new prompt is that there is no need to enter large amounts of data or perform any manipulations with them.



When using a scale other than a Likert scale [69], you can increase or decrease the number of “i” signs. In this case, in the bold part of the prompt, you will have an additional element, “N6 = .” Or, conversely, you may reduce the number of elements, for example, to “N3 = .”.



Thus, you are only interested in the following two digits at the output: (M) and (s).




4.4. Five Examples of Calculating Statistical Indicators


The input values for the first example are borrowed from paper [24]. In the paper [24], the author and his colleagues interviewed students from Eastern European universities about their attitudes toward the use of artificial intelligence in education. The authors used a five-level Likert scale [77]. For abstract examples, the same scale was used, with only five invented values of the selected features.



Table 3 shows five examples. The top line of each example shows the values of statistical indicators calculated experimentally (new prompt). The middle line of each example shows the values of statistical indicators calculated using the control method (Excel table). The bottom line of each example shows the difference in the values of statistical indicators calculated using the experimental and control methods.



Table 3 shows the difference in values (M) in the third and fourth digits (decimal places). In the first and fifth examples, the coincidence of the results is almost perfect.



The maximum difference in the values (M) and (s) is observed in the third example. Thus, the verification of statistical hypotheses about the equality of two sample averages will be performed for the third example (Table 3). If the difference is not statistically significant in the third example, then it is possible to decide on a good accuracy of the values of the statistical indicators calculated using the experimental and control methods.




4.5. Verification of Statistical Hypotheses


The author used a high level of verification [44,45,46], which is 0.99.



The z-statistics for the third example from Table 3 are shown in Table 4.



Table 4 demonstrates that the z-statistics |Zstat| is less than the Ztabl. In this case, the alternative hypothesis is accepted, as follows: the difference M1–M2 = 0.00. This means that the two samples are equal to each other. Acceptance of the alternative hypothesis is stronger evidence than acceptance of the research hypothesis [44,45,46]. This result was obtained at the high testing level of 0.99 and a sampling error of 2.0%. These are very strict conditions for verification. Accordingly, the second hypothesis has been verified.





5. Discussion


The results obtained demonstrate the integration of advanced technologies (neural networks) into a traditional field (statistics). This result represents a significant contribution to innovation and infrastructure development (Indicator 9.5.1) [9].



In fact, these two hypotheses suggest that neural networks can be used to calculate statistical indicators. Such hypotheses may seem strange. Indeed, why do we need new tools (neural networks) in statistics if there are already reliable and proven tools [64,65,66,67,68,69]? The author agrees with this objection.



At the same time, the author allows himself to point out that statistics began with manual calculations [63]. This method was definitely reliable, interesting, and important.



Then calculators came to people’s aid [64]. Perhaps someone objected to their use.



Then Excel tables and other automated methods appeared [64,65,66,67,68,69]. Probably, every time they were introduced, someone doubted and objected to them.



The bibliometric analysis showed that the number of scientific publications on statistics in the Scopus database has been decreasing since 2015 (Figure 2). The number of publications on neural networks exceeded the number of publications on statistics in 2018 (Figure 3). The author agrees with his colleagues that these two graphs (Figure 1 and Figure 2) do not appear to be directly related to each other. However, two trend lines (Figure 3) show an increase in the interest of scientists in neural network tools and a decrease in interest in statistics. Moreover, the scientific literature already provides examples of the use of neural networks in statistics [43,70,71,72,73,78,79].



The new prompt makes it possible to calculate statistical indicators, such as the average value (M) and the standard deviation (s). The experiment showed results similar to the results of the control calculation using Excel tables (Table 3). Verification of statistical hypotheses showed the equality of the average sample values (M1) and (M2) for a sample size of 4147 units at the high testing level of 0.99 and a sample error of 2.0% (Table 4).



A comparison of the results obtained with the results of calculations in the Excel table (Table 3) led to the adoption of an alternative hypothesis (Table 4). Together with a high level of verification, which is 0.99, this is very strong scientific proof with an accurate, predictable probability [44,45,46]. Earlier, the author compared the accuracy of using neural networks with the accuracy of calculations using the Windows calculator and Excel tables [51]. This was a simpler statistical case investigated. The verification of statistical hypotheses proved the high accuracy of calculations using the ChatGPT neural network [51].



The new prompt is a simple and accessible method for calculating statistical indicators. The prompt is intended for discrete data.



The new prompt promises to significantly simplify the calculation process and improve the quality of the results obtained. A significant advantage of the new prompt is the absence of the need to enter a large amount of data. In truth, this prompt is proof of the second hypothesis about the possibility of using neural networks in the field of statistical data analysis.



The practical application of the new prompt frees researchers from entering large amounts of data and conducting manual calculations and allows them to focus on conceptual information [50,51,80]. The author made this prompt himself using advice from sources [51,81,82,83,84]. Behind every word of the prompt, there are non-obvious techniques of prompt engineering, dozens of tests, the “prevention” of pitfalls, templates, boring solutions, and all the author’s experience in using AI for higher education. Despite the existing limitations (Section 2.4), the new prompt is the next step in the development of both statistics and civilization. Therefore, solving the problems of sustainable development becomes easier and faster with high accuracy.



It has been proven that the proposed approach to the application of neural networks simplifies the calculation of statistical indicators and therefore can lead to an increase in the number of researchers (Indicator 9.5.2) [9].



At the same time, the author of this paper demonstrated how the scientific research carried out is related to the sustainable development of industry, innovation, and infrastructure. The result obtained by the author corresponds to the result previously published prompt in the paper [51]. The mentioned prompt has found application in this study [84], the results of which are relevant to SDG 4.



This paper develops a previously published result [51] in the context of sustainable development. The first difference between the new scientific result and the previous one [51] is in the expansion of the scale for the analysis of primary data. The paper [51] describes a prompt for a two-level scale of data processing, as follows: agree–disagree, yes–no. In this paper, data processing is performed on a five-level Likert scale. The author also writes about the possibility of using a new prompt for an even wider scale (six levels or more). The second difference is in the number of units of information processed. In the previous paper [51], the author proved the applicability of neural networks in calculating statistical indicators for a general population of less than 50,000 units. The new prompt works for a total population of more than 100,000 units. Therefore, the use of neural networks in the field of statistics has become the basis of new technological breakthroughs (SDG 9 [7]).



Returning to the beginning of the discussion, the author notes that the calculation of statistical indicators using neural networks can be used in the broad context of sustainable development [23,24,25,36,37,42,43,85,86,87].



The integration of neural networks into statistical calculations should not be abrupt and sudden. It should occur in several stages. Therefore, the author follows the path of step-by-step data evaluation.



In the first stage, the author created a prompt for a simpler statistical case [51]. This was the calculation of statistical indicators for a simple choice of “yes-no”, “on-off”, “black-white”, “agree-disagree”, and so on.



In the second stage, the author presented a new prompt to evaluate the data for the Likert scale.



In the third stage, the author will try to perform z-statistics and t-statistics using neural networks.



In the future, the author plans to invite a wide range of specialists to solve other statistical problems using neural networks.



In this paper, we are mostly talking about the tasks related to SDG 9. However, the results obtained can be applied to analytics in areas unrelated to sustainable development.




6. Conclusions


In general, the work opens up a new, revolutionary direction in the use of neural networks for social sustainability. This study covers a wide range of sustainable development goals. However, the main advantages of this work relate to SDG 9.5.



This was tested using the following two hypotheses:




	
The rapid growth of scientific interest in neural networks will lead to a decrease in the number of scientific publications in the field of statistics;



	
It is possible to use neural networks for calculating statistical indicators.








The tests showed the correctness of both hypotheses. The results represent the innovative approach to the use of neural networks in the field of statistics. Thus, this study has scientific novelty.



Additional scientific novelty is the creation of the new prompt as a simple and accessible method for calculating statistical indicators through the use of neural networks. This new prompt is specially adapted for calculating the following statistical indicators: the average value (M) and the standard deviation for the sample (s). A strong advantage of the new prompt is the ability to perform calculations without entering a large amount of data. That is, the result represents a significant contribution to innovation and infrastructure development (Indicator 9.5.1).



This research is one of the first steps for applying neural networks in research methods in sustainable development, management, and business and solving other practical problems. The author recommends using this prompt to calculate statistical indicators. Thus, the practical value of paper lies in the possibility of mass use of the new prompt for calculating statistical indicators. Simplification of the calculation of statistical indicators should lead to an increase in the number of researchers (Indicator 9.5.2). The author recommends that researchers cite this paper when using the new prompt. Additionally, the author would like to give one managerial recommendation for scientific journals in the field of statistics, as follows: open a scope for “neural networks in statistics” for papers. This managerial recommendation allows statistical science to follow global trends.



In general, this article represents an important contribution to the use of neural networks for statistics, not only for SDG 9.5 but also in the broad context of sustainable development.



The purpose of subsequent research is the theoretical justification and empirical development of new concepts for the application of neural networks into statistics. It is also desirable to expand the research, taking into account the three limitations of this paper. Also, the author would like to explore the integration of neural networks into new statistical methods; “Bayesian networks”, “Markov models”, etc. were not taken into account. From the point of view of prompt engineering, it is possible to work on creating an AI assistant for performing t-statistics and z-statistics.
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Figure 1. Number of documents by topic “Neural networks” from 1961 to 2023. 
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Figure 2. Number of documents by topic “Statistics” in 1961–2023. 
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Figure 3. Number of documents from 2015 to 2023 by topics “Statistics” and “Neural networks” in the Scopus database. 
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Table 1. Results of mathematical modeling to choose the boundaries of this study (general population size >100,000 units).
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Sampling error, %

	
4.0

	
3.0

	
2.0

	
1.5

	
1.0




	
Standard testing level = 0.95




	
Sample size, N

	
600

	
1067

	
2401

	
4268

	
9604




	
High testing level = 0.99




	
Sample size, N

	
1037

	
1843

	
4147

	
7373

	
16,589











 





Table 2. The final list of sample size values for calculating statistical indicators (general population size >100,000 units).
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	Sampling error
	4.0, %
	3.0, %
	2.0, %
	1.5, %
	1.0, %



	Sample size, N
	599 [24]
	1099
	4147
	7373
	16,589










 





Table 3. Statistical indicators calculated using experimental and control methods.
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№

	
N

	
Ni

	
The Tool

	
(M)

	
(s)






	
1

	
599

	
22; 43; 124; 234; 176

	
New prompt

	
1.1670

	
1.0440




	
Excel table

	
1.1669

	
1.0443




	
|Difference|

	
0.0001

	
0.0003




	
2

	
1099

	
84; 210; 347; 352; 106

	
New prompt

	
1.8298

	
1.0861




	
Excel table

	
1.8308

	
1.0836




	
|Difference|

	
0.0010

	
0.0025




	
3

	
4147

	
22; 43; 124; 234; 3724

	
New prompt

	
0.1685

	
0.5644




	
Excel table

	
0.1709

	
0.5745




	
|Difference|

	
0.0024

	
0.0101




	
4

	
7373

	
22; 43; 124; 234; 6950

	
New prompt

	
0.0948

	
0.4394




	
Excel table

	
0.0956

	
0.4378




	
|Difference|

	
0.0008

	
0.0016




	
5

	
16,589

	
22; 43; 124; 234; 16,166

	
New prompt

	
0.0421

	
0.2946




	
Excel table

	
0.0423

	
0.2951




	
|Difference|

	
0.0002

	
0.0005











 





Table 4. Verification of statistical hypotheses for Example 3 (Sampling error is 2.0%).






Table 4. Verification of statistical hypotheses for Example 3 (Sampling error is 2.0%).





	
№

	
Calculations

	
New Prompt

	
Excel Tables






	
1

	
Size of a sample, N

	
4147

	
4147




	
2

	
Expected value, (M), %

	
0.1685

	
0.1709




	
3

	
|(M1)–(M2)|

	
0.0024




	
4

	
μ1–μ2

	
0.00




	
