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Abstract

:

The existing literature covers the topic of environmental pollution, but there is a scarcity of research that specifically examines the factors contributing to financial losses caused by carbon emissions. In this perspective, this ongoing analysis provides an understanding of the impact of environmental technology, energy efficiency, renewable energy consumption, natural resources, and economic growth on carbon dioxide damage in Organization for Economic Cooperation and Development (OECD) countries from 2000 to 2021 using the “Method of Moments Quantile Regression (MMQR)”, and “Dumitrescu–Hurlin (D-H)” causality test. The findings from the MMQR revealed that environmental control technology, renewable energy consumption, and energy efficiency contribute to reducing carbon dioxide damage at different quantiles. It was also found that economic growth and natural resources contribute to the increase in carbon dioxide damage in various quantities. Additionally, a one-way causality result was obtained from environmental technology, energy efficiency, renewable energy consumption, natural resources, and economic growth towards carbon dioxide damage. These results indicate that policymakers in OECD nations should provide suggestions on the efficient utilization of renewable energy sources and environmentally friendly technologies to minimize carbon dioxide damage.
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1. Introduction


Environmental pollution has become a global pressing issue [1], causing extreme weather and severe drought [2], rising sea levels [3], food crises, animal extinction [4], biodiversity loss [5], high mortality rate and migration [6], and frequent economic losses [7]. While environmental pollution is a comprehensive term, it is essential to comprehend the impact of greenhouse gas (GHG) emissions, particularly carbon dioxide, on the environment. Human activities leading to anthropogenic GHG emissions are accountable for nearly 95% of global warming [8]. Researchers have estimated that, to meet the ambitious goals of the “Paris Climate Agreement” of keeping the temperature ‘well below’ 2 °C, fossil fuels must be cut by 40% every year until 2030, and the share of renewables must be increased to 60% of the total energy supply, requiring a large scale of investment in renewable energy enterprises, equaling approximately $1.8 trillion [9]. However, with energy-dependent global economies, restricting fossil fuel consumption without causing an economic slowdown has become a serious challenge [7]. The importance of striking a balance between economic development and environmental preservation has grown on policymakers’ agendas. Therefore, evaluating the economic damage for environmental pollution can serve as an important decision-making reference and provide significant value to the body of environmental economic literature.



Empirically, scholars have holistically examined many determinants of ecological pollution, e.g., economic growth [10], green investment [11], the consumption of renewable energies [12], globalization, income inequality and institutional quality [13], technological innovation [14], urban population growth [15], foreign direct investment [16], financial development and financial inclusion [17], policy uncertainty and geopolitical risk [18], human capital [19], oil price volatility and market uncertainty [20], natural resource rent [21], poverty alleviation strategies [22], and agricultural land expansion and deforestation [23]. However, it is still ambiguous how much damage environmental pollution causes and to what extent environmental technologies, energy efficiency, and renewable energy are effective in discerning the damage of environmental pollution.



Building on the above motivations, the primary objective of this study is to assess the damage for environmental pollution empirically and to give more insights into understanding the discerning effect of environmental technologies, energy efficiency, renewable energy, and natural resource rent within the context of “Organization for Economic Cooperation and Development (OECD)” economies during the period spanning 2000–2021. Examining the economic cost of environmental pollution for OECD economies is of great interest due to some rationales: (i) The OECD countries continued to contribute significantly to the worldwide production of energy generated from fossil fuels in 2021, accounting for 52% of the total. Furthermore, 42.2% of the world’s electricity was generated in these nations in the same year. (ii) Although the OECD countries have committed to addressing climate change, there is reason for alarm as the financial burden of sustaining fossil fuels has more than doubled, surpassing 1.4 trillion dollars in 2022. (iii) OECD countries play a crucial role as significant contributors to atmospheric CO2 emissions, representing one-third of the worldwide CO2 emissions in 2020. In the same year, 8.1 metric tons of CO2 were emitted per person in OECD countries [24]. Hence, it is imperative to identify viable strategies to accelerate the decarbonization process in these countries, as doing so is essential for mitigating the associated risks of climate issues.



There is widespread international evidence that environmental control technologies are the key enablers of the transition towards sustainable economies [8]. Lending support to this argument, several research studies concluded that environmental technologies are found to be effective in reversing environmental pollution caused by different sectors (energy, transport, commercial, residential, and manufacturing) [25,26,27]. However, contrary to the above argument, some evidence suggests that the development of environmental technologies can stimulate the demand for resource utilization as they reduce costs through an increase in energy efficiency [28]. Moreover, inappropriate, or weak environmental policies would promote the overexploitation of resources through the “rebound effect” and “green paradox” [29]. Further, economic growth is widely accepted as the major determinant of environmental quality in any nation. Since the seminal study conducted by Kuznets [30], the environmental Kuznets curve (EKC) hypothesis has become a theoretical ground that continues to guide the research on the economy–environment nexus. Contrarily, another spectrum of research contradicted the EKC postulation [31,32], suggesting that economic activities have an increasing effect on environmental pollution [33,34].



In this regard, a transition to renewable energy sources has been considered a milestone towards realizing the global climate goals [35,36]. For example, hydropower has gained more attention due to its clean production process and contribution to sustainable development that follows low maintenance costs, low operating expenses, and cost-effectiveness [37]. Contrary to this argument, Pata and Aydin [38] claimed that increasing hydropower projects can extensively disrupt land and the natural flow of water. Despite this claim, it is generally acknowledged to have a favorable impact on environmental sustainability because of things like improved recreational options, flood control, and access to water [39]. Moreover, wind and solar power are economically sustainable due to their low installation cost but are prone to damage [3].



Further, natural resource rent and CO2 emissions have been studied together under the purview of environmental sustainability by researchers who were also focused on economic development [40]. In this context, previous studies have provided significant evidence on how renewable resource consumption can reduce CO2 emissions, mitigating the negative impact of natural resource rent [41,42]. Moreover, the synthesis of the relationship between energy efficiency and CO2 emissions has led to significant insights. Numerous studies demonstrated that lower carbon emissions resulted from increased energy efficiency [43,44,45,46]. In comparison with non-OECD countries, OECD countries showed lesser energy efficiency in the period between the years 2000 and 2013. Only 3% of global energy consumption was saved in the process [45]. Technological advancements, along with efficiently diffused production technologies in OECD countries, have been instrumental in lowering CO2 emissions and enhancing energy efficiency.



The existing research lacks work on carbon dioxide damage and its relationship with energy efficiency and other factors discussed above. On the other hand, the financial losses incurred due to carbon emissions have not been a significant part of the research conducted in this context of resource–emissions nexus. Thus, the current study aims to explore the influence of environmental technology, GDP, natural resource rents, renewable energy consumption, and energy efficiency on carbon damage.



This research adds to the body of literature in a few ways: Firstly, the existing literature has considered an indirect way of measuring the negative effect of atmospheric pollution through labor productivity and absenteeism at work, which leads to a reduction in per capita outputs [6,47,48,49]. However, using a direct measure that takes into consideration the heterogeneity across different regions and states could greatly improve our understanding of the financial damage caused by pollution. In this respect, we push the above strand of literature by using the adjusted savings- carbon dioxide damage quantified in present US dollars as the dependent variable.



Secondly, most of the existing literature has either centered on a single country-based analysis [50,51,52] or regional-based data investigation [53,54] with less focus on panel data analysis. Putting things in perspective, fighting against atmospheric pollution to reduce its financial cost requires an effective policy response based on a comprehensive scientific investigation, especially for countries that share some fiscal arrangements and common climate goals like OECD economies. Thus, this study’s outcomes could greatly help in coordinating climate actions among the OECD countries.



Thirdly, the prior research extensively employed economic modeling, which focuses on contemporaneous air quality and economic output, excluding medium and longer-run influences. From this perspective, the generated output could underestimate the overall costs of atmospheric pollution [25,55]. Thus, for the sake of providing a more holistic time interval view of the financial cost of carbon emissions, this study employs the newly developed second-generation panel data technique, namely, the “Method of the Moments on Quantile Regression (MMQR)”.




2. Materials and Methods


2.1. Description of Data


This study undertakes a panel approach considering 22-year data (2000–2021) from the OECD countries to examine the impact of environmental control technology (EVT), renewable energy consumption (RWE), gross domestic product (GDP), natural resource rent (NRT), and energy efficiency (EFX) on carbon dioxide damage (CO2D). Table 1 lists the variables along with their respective data sources.



Here, CO2D refers to adjusted savings carbon dioxide damage, which is a quantitative measure that determines the financial worth of the damage inflicted on the economy or environment because of carbon dioxide emissions. This tool computes the expenses linked to the detrimental consequences of carbon dioxide emissions on climate change, including elevated temperatures, rising sea levels, severe weather occurrences, and poor effects on human health and ecosystems. The adjusted savings carbon dioxide damage is quantified in present US dollars, so including the current currency valuation and reflecting on the assessment of harm resulting from carbon dioxide emissions is in relation to contemporary economic worth.



EVT is measured in terms of the number of patents on environmental control technologies, while RWE is calculated as the percentage of total energy use. GDP is the GDP per capita at the 2015 USD constant price, while NRT is measured as the proportion of the GDP. EFX refers to low-carbon energy consumption and is quantified in terawatt-hours of primary energy via the replacement technique. While data for RWE, GDP, and NRT were obtained from “World Development Indicators”, the data on energy efficiency have been extracted from the “Our World in Data” database. Since this study is confined to OECD countries, the data related to EVT were collected from the official OECD database.




2.2. Theoretical Background and Econometric Model


According to the general notion, the present study assumes that an increase in RWE and GDP growth enhances energy efficiency, leading to a decline in CO2D [56]. Similarly, growing green innovation and investment in environmental control technologies can help mitigate CO2 emissions released into the atmosphere [57]. Theoretically, technology innovation is hailed as a powerful weapon capable of balancing the old growth-centric paradigm with environmental sustainability [55]. Specifically, the energy technology adaptation has the capacity to drive the shift towards a sustainable future, given its potential in combating the accumulation of gaseous emissions [25]. Empirically, the ecological modernization theory has been constantly fueling the research on the nexus between green technology innovation and environmental damage. This theory stresses that the environmental damage that stems from human activities can be neutralized by raising resource efficiency through the development of green technology. Given the high validity and the effectiveness of green technology in pollution abatement, many governments and enterprises have invested considerable resources in research and development to develop green and energy efficiency technologies [2].



Some authors argue that the adoption of renewable energy is difficult as its availability is dependent on weather conditions [58]. In the same context, GDP is highly influenced by external factors such as global financial crises, natural disasters, or pandemics. Weaker economies cannot afford the investment needed for green technology innovation, and they have to depend on technological transfer from high-income countries [59]. Thus, each variable comes with its favors and arguments towards carbon dioxide damage. Amidst these controversial findings of the existing literature, we considered each of the variables stated above in our proposed model. Accordingly, the model can be represented in equation form as follows:


CO2D = f (EVT, RWE, GDP, NRT, EFX)



(1)







Here, CO2D is the outcome variable. Since it is a panel framework, Equation (1) can be rewritten as the natural logarithmic value of each variable for better interpretation.


lnCO2Di,t = β0 + β1lnEVTi,t + β2lnRWEi,t + β3lnGDPi,t + β4lnNRTi,t + β5lnEFXi,t + εi,t



(2)




where i (i = 1, 2, …, n) represents the nation in the sample, and “n” = 38 (total number of OECD countries). Further, t (t = 1, 2, …, N) denotes the time period considered for this study (2000–2021). This study used STATA software 17 for analyzing the data.




2.3. Econometric Methodology


Now, we will discuss the econometric methodology adopted for this study in a step-by-step manner. The first step is to analyze “cross-sectional dependency (CSD)” among the variables considered for the panel study through the Pesaran [60] test. The next step is to trace the stationarity status of the variables to avoid ambiguous results between homogeneous and heterogeneous slope variables by using the Pesaran and Yamagata [61] “slope heterogeneity (SH)” test. Further, to confirm the findings of 2nd generation panel unit root tests, we used “cross-sectionally augmented Im-Pesaran-Shin (CIPS)” and “cross-sectional augmented Dickey–Fuller (CADF)” tests [62]. However, estimating the long-run coefficients requires identifying cointegrating associations among variables. The cointegrating association between the dependent and independent variables has been analyzed using Westerlund [63], Pedroni [64], and Kao [65] cointegration tests.



Finally, this study deployed the “Method of Moments Quantile Regression (MMQR)” introduced by Machado and Silva [66] to find the heterogeneity and distributional impacts across different quantiles. This approach includes the generalized median regression analysis across various quantiles. Given     x   i     is constant, the conditional quantile can be written     y   i    , as shown in Equation (3) below:


    Q   y i     τ   Ι   χ   i     =   x   i   T     β   τ   .  



(3)







Equation (3), however, does not permit unobserved heterogeneity. According to Cheng et al. [67] and Galvo [68], this heterogeneity may be supported by various econometric principles. To fit in the “panel quantile regression (PQR)” model, Equation (3) can be re-framed as follows:


    Q   y i     τ   Ι   α   i   ,   χ   i     =   α   i   +   x   i t   ′   β     τ   k      



(4)







The MMQR model suits well in nonlinear settings [55,69]. Furthermore, MMQR follows an exogenous method to define the threshold instead of a data-driven process [70]. Further, the approach was opted for because it addresses heterogeneity and endogeneity across variables, thereby providing more trustworthy results as compared to other PQR techniques. According to the study, the panel quantile function can be modified as follows:


    Q   y i t     τ   Ι   α   i   ,     ζ   t     χ   i t     =   α   i   +   ζ   i   +   β   1 t     E V T   1 t   +   β   2 t   R W   E   2 t   +   β   3 t     G D P   3 t   +   β   4 t     N R T   4 t    +   β   5 t     E F X   5 t    



(5)




where     y   i t     presents the CO2D. The random probability is outlined as   P     δ   i   +   Z   i t   ′   γ >   = 1 .   This further implies that:


  C   O   2   D   τ Ι   X   i t     =     α   i   +   δ   1   q   τ     +   X   i t   ′   β +   Z   i t   ′   γ q   τ    



(6)




where   q   τ   =   F   U   − 1     τ   ; t h u s  ,   P   U < q   τ     = τ  . To address optimization problems concerning the sample quantile, the following equation is used:


    m i n   q     ∑  i      ∑  t      ρ   τ           A   i t   −     δ   i   +   Z   i t   ′   γ   q    



(7)







Here,     ρ   τ     A   =   τ − 1   A I   A ≤ 0   + T A I { A > 0 }   represents the check function.



Further, we deployed the “dynamic OLS (DOLS)” approach to check the reliability of the MMQR model. However, since the DOLS model does not consider the cross-sectional variability, we employed the “fully modified OLS (FMOLS)” proposed by Pedroni [64] as an alternative estimator for the cointegrated panels. Finally, we apply the “Driscoll–Kraay fixed-effect-OLS” framework to establish standard errors resistant to “autocorrelation, heteroscedasticity, and CSD”, as it considers heterogeneity across regions and time [71].



Finally, we used the “Dumirtescu and Hurlin (D-H) (2012) Granger panel causality” analysis to analyze the causality direction among variables. This test can be represented as follows:


    y   i t   =   α   i   +   ∑  j = 1   j      λ   i   j     y   i ( t − j )   +     ∑  j = 1   j      β   i   j     x   i ( t − j )   +   ε   i t      



(8)







Figure 1 provides a graphical representation of the econometric modeling approach deployed in this study.





3. Results and Discussion


Table 2 represents the descriptive statistics and correlation matrix of the undertaken variables. It is evident that the mean (average) and median of all the variables are positive. Except for CO2D and NRT, the variation spread (standard deviation) of all values stays below the mean. Apart from the GDP, all the variables have a right-hand tail distribution, based on the skewed values. We also conducted a kurtosis test to validate the likeliness of the existence of outliers or extreme values among variables. The results suggest that all the variables have significantly higher tails, different from the normal distribution, except the GDP, whose value remains below the threshold point. The findings of the Jarque–Bera test and possibility values support these results. Based on these outcomes, it is necessary to tackle the non-normal distribution. Thus, we opted for deploying the MMQR approach, which is well suited to an asymmetric setting.



According to the correlation matrix, EVT and RWE are correlated with CO2D negatively, while RWE is correlated with EVT positively. Further, the GDP is positively correlated with CO2D and RWE. Moreover, NRT is negatively correlated with CO2D and GDP while positively correlated with EVT and RWE. Finally, EFX is positively correlated with all the variables except CO2D and EVT. From these results, it is evident that there is no multi-collinearity, suggesting that regression analysis does not have any spurious regressed outcomes.



The two issues of panel data, i.e., CSD and slope heterogeneity (SH), need to be explored before assessing the order of integration among the variables under study. CSD findings established in Table 3 demonstrate that none of the variables in the model have p-values greater than 0.05, signifying the rejection of the null hypothesis. At the 1% level of significance, cross-sections are not independent. It indicates that residuals across cross-sections are correlated. The average correlation coefficient of CO2D represents a moderate positive correlation between cross-sectional units, which shows a moderate similarity in the behavior of CO2D across different cross-sections. Contrary to that, the average absolute correlation of the CO2D coefficient indicates a strong association across units irrespective of the direction of the association, hence supporting the evidence of CSD.



Similarly, SH is considerable at the 1% level of significance, as revealed in Table 4. Referring to the SH test outcomes, the model has the issue of SH as depicted by both the substantial values of delta and the modified delta in static and HAC models. It accounts for the rejection of the null hypothesis that proposes the same slope of all series of variables. Thus, in this case, an alternative hypothesis must be accepted, which proposes heterogeneity in all series across all cross-sectional units. The results suggest that the association between CO2D and other variables differs across cross-sectional units, so the assumption of the same slope is not valid here. Consequently, theoretical consequences of CSD coupled with slope heterogeneity of all coefficients in the model depict the rejection of first-generation unit root tests and call for the need for second-generation unit root tests to be applied for further analysis.



Based on the CSD and SH test results in Table 3 and Table 4, second-generation unit root tests are presented in Table 5. The 2nd generation CADF and CIPS tests account for potential problems associated with the panel data. The findings of CIPS and CADF specify that all variables have stationarity at first difference [I(1)]. Consequently, the findings of the CIPS unit root test specify the varying means and variances of the variables (CO2D, EVT, RWE, GDP, NRT, and EFX). Hence, both cointegration test outcomes at the panel level of analysis show a significantly consistent and lasting link among variables of the model in Table 6.



Table 6 represents Westerlund [63], Pedroni [64], and Kao [65] cointegration tests. The Westerlund [63] test is statistically significant at 1% and suggests that variables under study have strong, stable long-term associations. Pedroni [64], in a similar manner, confirms the cointegration among all variables. The Kao [65] test justifies and corroborates these results and rejects the no cointegration null hypothesis. Therefore, all these tests give strong evidence of cointegration in the panel data, suggesting that variables have consistent and long-term associations.



From Table 7, it is found that EVT considerably influences CO2D. EVT decreases CO2D primarily in the first quantiles (5–20%) and more substantially in the grids of the medium quantiles (50% and 60%) but displays a more significant negative effect in upper quantiles (90% and 95%). The consistent negative sign shows that EVT decreases CO2D across all parts of the distribution. This decrease shows that the impact of EVT is small in the lower quantiles, then high for medium quantiles, and largest for upper quantiles of CO2D in the OECD countries. This intuition is consistent with the argument that EVTs tend to emit less CO2 emissions, which means less damage due to carbon emissions. Ren et al. [4] state that clean technologies, along with technology spillover, help mitigate environmental pollution; however, the authors did not consider the financial damage due to carbon pollution. Similarly, Kocak and Alnour [2] prove the notion that environmental technologies improve resource efficiency that combats environmental pollution, which in turn reduces the financial damage due to carbon emissions. Therefore, EVTs are the key enablers in reducing CO2 emission damage.



Similarly, RWE has a negative correlation with CO2D, which is significantly heterogeneous in all grids of quantiles. The empirical estimates portray that more use of renewable energy sources shields the natural ecosystem and leaves lower carbon emissions [35]. For example, the result shows that RWE decreases CO2D by 0.098% at the 40th quantile. All quantiles are inversely associated with CO2D as RWE releases less CO2 during production processes. Hence, upper quantiles are highly significant with large coefficients. This finding indicates that increased use of RWE can reduce CO2D for large-change and small-change in RWE. The results suggest that the use of renewable energy sources such as biofuel, solar and wind energy, nuclear energy, and hydropower energy can improve environmental sustainability by reducing CO2 emissions [2,38] as well as financial damage by carbon emissions. Nonetheless, the results of this study are distinct from other research since they did not regard the financial repercussions of carbon emissions in the OECD region as the dependent variable.



Across all grids of MMQR quantiles, there is a positive and robust association between GDP and CO2D, indicating that rising economic growth is bad for the environment since it raises financial damage costs. The coefficients become large as they move towards upper quantiles. Small-change countries represent less-developed OECD countries as compared to high-income nations. Therefore, small-change countries are still relying on secondary industries, and, hence, their rising GDP will enhance CO2D by large. Cheng et al. [71] assert that the majority of OECD countries adhere to quantity-oriented development models that neglect carbon mitigation techniques and financial damage due to carbon emission assessment methods for this region. Moreover, the increasing rate of economic growth along with increasing CO2D in upper quantiles shows the worsening state of the OECD environment; the governments of OECDs changed their growth patterns from extensive to intensive development.



NRT is insignificant across all quantiles, suggesting that the association between NRT and CO2D is complex and may not be observable across all levels of CO2D in OECD nations. Although NRT is insignificant, a positive sign suggests that NRT upsurges CO2D. This finding indicates that the rent-seeking impact on natural resources is hazardous to the OECD environment, which raises CO2D. Moreover, these rents further provide incentives to explore further resources and generate rent that add more harm to the environment. These results align with earlier research, such as that conducted by Ibrahim and Ajide [72].



Additionally, EFX considerably affects CO2D across all quantiles. EFX declines CO2D mainly in the first quantiles (5–20%) and more substantially in the grids of the medium quantile (60%) but demonstrates a higher negative and significant influence in upper quantiles (80%). Tajudeen et al. [46] signify that OECD countries show a downward trend in the energy intensity index; hence, large-change OECD nations may need a more efficient use of energy mix, which can reduce the financial damage of carbon emissions. EFX helps to improve environmental sustainability and reduce environmental harm by lowering the dependency on fossil fuels and, in turn, reducing carbon emissions. Thus, EFX seems to reduce CO2D and enhance environmental quality by sustaining energy in transport, building operations, and other sectors. A similar outcome is reported by Wenlong et al. [73].



Figure 2 shows a graphical representation of quantile coefficients. MMQR coefficients divulge considerable differences among quantiles, which is further supported by significant location and scale factors in Table 7. At lower quantiles, the effect of EVT is consistent, yet this impact becomes more pronounced at higher quantiles, indicated by a downward slope and wide confidence interval. Similarly, RWE is consistent across lower grids yet its impact increases at higher grids. GDP and NRT are positive, yet GDP becomes more substantial at upper quantiles, indicating that higher economic growth asserts a more pronounced impact on CO2D. Contrarily, EFX is minimal across lower quantiles, yet its impact becomes more at higher quantiles. Wang and Wei [74] argue that OECD nations contribute 85% of global CO2 emissions globally. Therefore, these nations must shoulder the responsibility to mitigate it. CO2D is higher when OECD nations are at higher levels of economic growth and generating more rent through the extraction of natural resources. A country’s government will prioritize environmental sustainability issues when its income level is high enough. Examples of this activity include sponsoring R&D on green environmental technologies and passing legislation to safeguard the environment. CO2D is lowest when OECD nations use more environmental technologies, renewable energy sources, and energy efficiency measures.



For a robustness check, this study uses FMOLS, DOLS, and Driscol-Kraay estimators. Philips and Hansen [75] point out that FMOLS tackle endogeneity and control serial correlation among explanatory factors due to the high parametric efficiency of small samples. As for DOLS, Stock and Watson [76] state that DOLS gives robust estimates for small samples and controls endogeneity for regressors by using leads and lags of the first difference in regressors by removing the bias of simultaneity. Similarly, Driscol–Kraay [77] is used as an additional estimator for robustness. Driscol–Kraay standard errors can handle CSD due to their robust nature to spatial and temporal dependence. Hence, Driscol–Kraay can produce heteroskedastic and autocorrelated consistent standard errors [78,79].



Table 8 presents the results of the robustness check with the dependent variable as CO2D. All estimators suggest that EVT has a negative and significant impact on CO2D, yet Driscol–Kraay shows a more pronounced impact. This result suggests that holding all other things equal, EVT has a favorable impact on reducing CO2 emission damage in OECD nations. Similar outcomes can be seen in RWE and EFX for the reduction in CO2D. Yet, GDP and NRT boost this impact. Driscol–Kraay shows NRT significance after controlling endogeneity. However, these results seem to communicate that MMQR results are robust.



The results of the Granger test of the causal relationship between the variables under investigation for the OECD nations are shown in Table 9. The findings suggest that all variables have a unidirectional Granger causal connection with CO2D. The null hypothesis of the causality is homogeneous across all OECD nations in the panel set and is tested; hence, it is rejected at 5% and 10% levels for EVT, RWE, GDP, NRT, and EFX with CO2D. The results imply that there is a unidirectional causal relationship among all variables. Hence, unidirectional causality implies that all variables Granger-cause CO2D, yet CO2D does not impact any of them directly.




4. Conclusions and Policy Implications


With the rise in industrialization, a rise in carbon damage has also been witnessed. Among various factors affecting damage caused by carbon emissions, this study considered environmental-related technologies, renewable energy consumption, natural resource rent, energy efficiency, and the GDP. The 22-year (2000–2021) data collected from OECD countries were analyzed using the “Method of Moments Quantile Regression (MMQR)” to examine the impact of the considered variables on environmental damage. The findings stated that a 1% increase in EVT consistently helps in reducing carbon emissions damage in the OECD countries by 1.417% to 7.225%. It was noted that the association between GDP and CO2D is positive in all quantiles, which indicates that economic growth worsens the environmental cost of the OECD by 4.058% to 10.415% for a 1% increase in GDP. Further, a 1% rise in renewable energy consumption results in a 0.098–2.444% reduction in carbon emission damage. Moreover, energy efficiency helps in declining the financial damage caused by carbon emissions released into the environment, while the impact of natural resource rent is insignificant. Different robustness checks also reported similar results; hence, the MMQR findings are robust for policy ramifications.



4.1. Policy Implications


The findings of this study suggest some policy recommendations that can be beneficial to industries and countries under the context of environmental protection from carbon damage.



The findings state that EVT supports reducing carbon emission damage in the OECD countries. Industrial activities in OECD economies contribute substantially to CO2D; hence the adoption of environmental control methods and technologies is crucial. Consequently, governments should invest in R&D activities to implement carbon capture and storage technologies in heavy and medium-term industries. Similarly, industries should be forced to implement greener operations through technology transfer agreements and global partnership programs. The implementation of these programs and agreements requires regulatory frameworks that compel us to adopt stringent environmental practices to accelerate decarbonization.



It is observed that RWE is used to decarbonize the OECD economies; still, there is room to adopt renewable sources for further improvement. Policymakers must subsidize renewable energy projects to promote the use of solar, wind, and other renewable sources at industrial and residential scales. Therefore, to increase the use of clean energy solutions, tax incentives and grants should be given, and governments must invest in energy grid infrastructure for energy security. Moreover, global cooperation for renewable energy technology exchange can expedite the process and leverage OECDs to save the environment from carbon damage. Similarly, energy efficiency principles need to be implemented across agriculture, industrial, and transport sectors by providing financial incentives.



The significant positive association between GDP and CO2D suggests the need to decouple the growth of the economy from environmental damage. Governments and policymakers need to put their focus on low-emitting sectors such as digital technology and biotechnology that do not significantly contribute to emissions. The circular economy model as a solution can help mitigate waste by recycling and reusing resources to reduce carbon footprints. The reduction in carbon damage can be further encouraged through policy interventions like carbon pricing. The incentivization of reduced carbon footprints can become integral to businesses if the costs are internalized based on taxations pertaining to carbon emissions.




4.2. Limitations and Future Research Direction


This research carries several limitations. For example, the secondary data used in this study may be biased. This study fails to provide an accurate picture of the financial risks and costs for energy transitions undertaken by the OECD countries. Furthermore, because this study was limited to only OECD countries, a comprehensive understanding of the current research context is lacking. For example, there is a requirement for the creation and streamlining of policy portfolios for EVT and carbon pricing across jurisdictions of OECD countries to engage industries seamlessly in energy-efficient practices. Since the current research is restricted to OECD countries, it may benefit to include the EU and other allied nations as they are all trade partners in sustainability practices. Country-wise or case-specific studies can bring greater insights into the research context as the intervening variables like policies, rebates, the scale of the industry, and energy dependencies vary across sectors and nations.
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Figure 1. Econometric methodology process diagram of this study. 
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Figure 2. Graphical display of panel quantile outcomes. 
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Table 1. Description of variables.






Table 1. Description of variables.





	Series
	Notation
	Unit of Measurement
	Source





	Carbon dioxide damage
	CO2D
	Adjusted savings: carbon dioxide damage—current

USD
	Trading Economics (https://tradingeconomics.com/indicators, accessed on 15 July 2024)



	Environmental technology
	EVT
	Number of patents for technologies used in environmental control
	OECD (https://data.oecd.org/environment.htm, accessed on 15 July 2024)



	Energy efficiency
	EFX
	Low carbon power use (TWh)
	Our World in Data (https://ourworldindata.org/, accessed on 15 July 2024)



	Use of renewable energy
	RWE
	Percentage of final energy used
	WDI (https://databank.worldbank.org/source/world-development-indicators, accessed on 15 July 2024)



	Economic growth
	GDP
	Per capita GDP (USD 2015 constant)
	WDI (https://databank.worldbank.org/source/world-development-indicators, accessed on 15 July 2024)



	Natural resource rent
	NRT
	Proportion of GDP
	WDI (https://databank.worldbank.org/source/world-development-indicators, accessed on 15 July 2024)







Note: WDI means World Development Indicators, GDP means Gross Domestic Product.













 





Table 2. Descriptive statistics and correlation matrix.






Table 2. Descriptive statistics and correlation matrix.





	
Stat.

	
CO2D

	
EVT

	
RWE

	
GDP

	
NRT

	
EFX






	
 Mean

	
16.111

	
10.490

	
19.162

	
10.149

	
1.459

	
21.701




	
 Median

	
0.847

	
9.770

	
14.093

	
10.297

	
0.383

	
17.075




	
 Maximum

	
701.200

	
72.730

	
78.214

	
11.724

	
21.418

	
82.835




	
 Minimum

	
0.000

	
0.970

	
0.692

	
7.733

	
0.016

	
0.024




	
 Std. Dev.

	
92.815

	
5.663

	
15.962

	
0.789

	
2.880

	
18.798




	
 Skewness

	
6.042

	
3.689

	
1.295

	
−0.584

	
3.480

	
1.215




	
 Kurtosis

	
38.034

	
34.366

	
4.568

	
2.839

	
17.302

	
4.028




	
 Jarque–Bera

	
4566.740

	
34522.100

	
304.971

	
46.163

	
8412.637

	
231.348




	
 Probability

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000

	
0.000




	
Correlation Matrix




	
 CO2D

	
1.00

	

	

	

	

	




	
 EVT

	
−0.12

	
1.00

	

	

	

	




	
 RWE

	
−0.14

	
0.04

	
1.00

	

	

	




	
 GDP

	
0.02

	
−0.09

	
0.02

	
1.00

	

	




	
 NRT

	
−0.07

	
0.19

	
0.26

	
−0.14

	
1.00

	




	
 EFX

	
−0.19

	
−0.08

	
0.71

	
0.30

	
0.09

	
1.00








Note: All variables are in log form.













 





Table 3. CSD test.
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	Variable
	CD-Test
	p-Value
	Corr.
	Abs (Corr.)





	CO2D
	55.617
	0.000
	0.46
	0.58



	EVT
	45.293
	0.000
	0.37
	0.47



	RWE
	57.859
	0.000
	0.48
	0.72



	GDP
	103.182
	0.000
	0.85
	0.85



	NRT
	35.196
	0.000
	0.29
	0.44



	EFX
	37.556
	0.000
	0.31
	0.55










 





Table 4. SH Delta test.
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Model: CO2D = f (EVT, RWE, GDP, NRT, EFX)

	
Coeff.

	
p-Value






	
Static model

	
Δ

	
−10.655

	
0.000




	
Δ adj.

	
−14.367

	
0.000




	
HAC model

	
Δ

	
−11.380

	
0.000




	
Δ adj.

	
−16.535

	
0.000











 





Table 5. Unit root tests.
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	Variables
	CIPS
	CIPS

1st Difference
	CADF
	CADF

1st Difference





	CO2D
	−2.216 **
	−4.192 ***
	−1.878
	−2.313 ***



	EVT
	−3.130 ***
	−4.833 ***
	−2.952 ***
	−3.551 ***



	RWE
	−2.176 **
	−4.700 ***
	−1.463
	−3.615 ***



	GDP
	−1.937
	−3.472 ***
	−1.776
	−2.546 ***



	NRT
	−2.206 **
	−4.186 ***
	−2.066 **
	−3.679 ***



	EFX
	−2.219 **
	−4.237 ***
	−2.127 **
	−3.196 ***







Note: ***, and ** indicate p < 0.01, and p < 0.05, respectively.













 





Table 6. Cointegration test outcomes.
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Cointegration Tests

	
Statistic

	
p-Value






	
Westerlund (2005) test




	
Variance Ratio

	
2.7617

	
0.000




	
Pedroni (2001) test




	
Modified Phillips–Perron t

	
7.3779

	
0.000




	
Phillips–Perron t

	
−7.6916

	
0.000




	
Augmented Dickey–Fuller t

	
−6.5773

	
0.000




	
Kao (1999) test




	
Modified Dickey–Fuller t

	
−4.5827

	
0.000




	
Dickey–Fuller t

	
−7.6754

	
0.000




	
Augmented Dickey–Fuller t

	
−8.8865

	
0.000




	
Unadjusted modified Dickey–Fuller t

	
−7.1161

	
0.000




	
Unadjusted Dickey–Fuller t”

	
−8.6517

	
0.000











 





Table 7. MMQR outcomes.






Table 7. MMQR outcomes.





	
Variable

	
Location

	
Scale

	
Quantiles




	
0.05

	
0.10

	
0.20

	
0.30

	
0.40

	
0.50

	
0.60

	
0.70

	
0.80

	
0.90

	
0.95






	
EVT

	
−2.847

(2.384)

	
−1.474 **

(0.753)

	
−1.417 ***

(0.341)

	
−1.596 ***

(0.195)

	
−1.802 ***

(0.448)

	
−1.995 **

(0.774)

	
−2.226 *

(1.177)

	
−2.524 ***

(0.703)

	
−2.886 ***

(0.345)

	
−3.330 **

(1.436)

	
−4.157 *

(2.630)

	
−6.955 ***

(2.658)

	
−7.225 ***

(2.328)




	
RWE

	
−0.230 ***

(0.076)

	
−0.314 ***

(0.004)

	
0.175 **

(0.080)

	
0.137 ***

(0.023)

	
−0.288 ***

(0.007)

	
−0.498 ***

(0.048)

	
−0.098 *

(0.058)

	
−0.161 *

(0.097)

	
−0.238 **

(0.110)

	
−0.333 ***

(0.019)

	
−0.510 ***

(0.069)

	
−1.107 ***

(0.185)

	
−2.444 ***

(0.429)




	
GDP

	
21.246 ***

(2.258)

	
7.407 ***

(2.701)

	
4.058 ***

(3.264)

	
4.959 ***

(1.845)

	
5.996 ***

(1.310)

	
6.968 ***

(2.460)

	
8.127 ***

(1.349)

	
8.625 ***

(1.429)

	
9.443 ***

(2.621)

	
9.677 ***

(3.247)

	
9.832 **

(4.509)

	
9.900 ***

(2.736)

	
10.415 ***

(3.943)




	
NRT

	
1.859

(4.211)

	
1.294

(4.863)

	
0.604

(0.618)

	
0.764

(0.649)

	
0.942

(0.816)

	
1.112

(1.413)

	
1.315

(2.150)

	
1.576

(3.112)

	
1.894

(1.285)

	
2.284

(1.730)

	
3.010

(2.430)

	
3.468

(2.564)

	
3.973

(3.226)




	
EFX

	
−1.027 ***

(0.190)

	
−0.476

(1.375)

	
−0.565 ***

(0.174)

	
−0.623 ***

(0.099)

	
−0.689 ***

(0.230)

	
−0.752 *

(0.398)

	
−1.826 **

(0.605)

	
−1.922 **

(0.876)

	
−1.039 ***

(0.207)

	
−2.183 *

(1.114)

	
−2.450 ***

(0.375)

	
−2.354 **

(1.048)

	
−3.380 *

(1.790)




	
_cons

	
223.722 ***

(14.034)

	
101.626 ***

(47.138)

	
125.103 ***

(3