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Abstract

:

Water-quality monitoring of inland lakes is essential for freshwater-resource protection. In situ water-quality measurements and ratings are accurate but high costs limit their usage. Water-quality monitoring using remote sensing has shown to be cost-effective. However, the nonoptically active parameters that mainly determine water-quality levels in China are difficult to estimate because of their weak optical characteristics and lack of explicit correlation between remote-sensing images and parameters. To address the problems, a convolutional neural network (CNN) with hierarchical structure was designed to represent the relationship between Landsat8 images and in situ water-quality levels. A transfer-learning strategy in the CNN model was introduced to deal with the lack of in situ measurement data. After the CNN model was trained by spatially and temporally matched Landsat8 images and in situ water-quality data that were collected from official websites, the surface quality of the whole water body could be classified. We tested the CNN model at the Erhai and Chaohu lakes in China, respectively. The experiment results demonstrate that the CNN model outperformed widely used machine-learning methods. The trained model at Erhai Lake can be used for the water-quality classification of Chaohu Lake. The introduced CNN model and the water-quality classification method could cover the whole lake with low costs. The proposed method has potential in inland-lake monitoring.
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1. Introduction


Freshwater is a vital resource for the environment and humanity. Large amounts of freshwater are stored in inland lakes. The water quality of inland lakes is vulnerable to the development of the economy, population growth, and land use. Freshwater shortage and pollution have become a huge global challenge. Monitoring water quality and its parameters in inland lakes is important for freshwater-resource protection and management.



Water-quality levels [1] are a systematic index for water-quality classification and assessment. The collected water-quality levels in the paper follow Chinese standard GB3838-2002 (Appendix A). GB3838-2002 was promulgated by the Ministry of Urban and Rural Construction and Environmental Protection in light of environmental protection laws of the People’s Republic of China [1]. The classification standards of water-quality levels in GB3838-2002 are different from standards of the United States, Japan, and Europe [1]. Water quality is classified using a single-factor method, which means a parameter that exceeds its corresponding criterion with the highest proportion is selected for water-quality-level classification. Five water-quality levels were defined by GB3838-2002.



In situ sampling and measurements are one of the water-quality monitoring methods. Manual measurement and automatic monitoring belong to this kind of water-quality monitoring method. Most published water-quality parameters come from in situ sampling and measurement, and water-quality levels are calculated in terms of water-quality parameters. No matter whether manual or automatic water-quality measurement, the cost is high, limiting the usage of in situ sampling and measurement. Optimization of a monitoring network is considered a trade-off between water-monitoring precision and cost [2]. A comprehensive and low-cost water-quality monitoring method was our goal.



Remote-sensing monitoring of water quality and its parameters is considered as a promising and cost-effective monitoring method. There are many free-of-charge remote-sensing data, such as Landsat and Sentinel open-access data. Remote sensing provides a synoptic, repetitive, and consistent view of a water body. Water-quality-related variables, such as surface temperature, chlorophyll-a (Chl-a), turbidity and suspended solids (TSS) can be estimated from remote-sensing images according to their reflectance from the water surface [3]. The accuracy and stability of the remote-sensing inversion of surface-reflectance variables (Chl-a and SS) have improved after several years [4].



Nonoptically active variables related to water pollution, such as total nitrogen (TN), total phosphorus (TP), chemical oxygen demand (COD), and dissolved oxygen (DO), cannot be directly sensed from water-surface reflectance because of their weak optical characteristics and low signal-to-noise ratio [3]. These nonoptically active variables are closely related to optically active parameters such as Chl-a, TSS, and colored dissolved organic matter (CDOM) [3,5]. Different kinds of regression models have been introduced to establish the relation between nonoptically active variables and optical active variables or remote-sensing reflectance [6,7,8,9]. However, the presented regression models are site-, season-, and scene-specific [10]. Therefore, a model obtained at one water body is not usually available for other water bodies.These models also mainly focus on the estimation of a single parameter, but remote-sensing reflectance may be influenced by changes of other water-quality variables [11]. Therefore, this may cause errors. It is necessary to design a model to accurately, cost-effectively, and with transferability monitor water quality.



Some water-quality monitoring methods are not dependent on regression analysis of in situ water-quality-related variables. These methods utilize spectrum correlations among bands of remote-sensing images to directly classify water quality into different types using a threshold method or decision tree [5,12,13]. The classification rule is subjective, and the threshold is set according to the water-body characteristics. The rule and threshold may be different in other water bodies. The application scale of the direct method is limited.



Water-quality classification belongs to the supervised classification of remote-sensing images. Machine-learning algorithms and deep learning (DL) have been widely applied in remote-sensing image classification. Support vector machine (SVM) [14] incorporates spectral, shape, and texture features of objects for image classification. However, accuracy does not increase as the number of features is augmented [15]. Suitable features should be selected. The random-forest (RF) method [16] constructs decision trees in terms of the importance rank of each feature. The selected features of both SVM and RF do not have sufficient invariance to complex changes emerging in various remote-sensing datasets [17]. DL has achieved great success in the field of image classification and has shown to be more promising in remote-sensing research [18]. Stacked autoencoders (SAE) and deep belief networks (DBN) use the spectral and spatial information of remote-sensing images, but spectral-spatial vectors must be flattened to one dimension before input [19]. Convolutional neural networks (CNN), which are constructed in deep hierarchical architectures and are capable of extracting intrinsic features, have been utilized in remote-sensing image classification [20], achieving good results [17].



In this paper, we utilized the powerful learning ability of CNNs to construct the relationship between water-quality levels and the spectral-spatial information of multispectral data. Remote-sensing images were used as CNN inputs, and water-quality levels were used as labels. The correlation between in situ water-quality levels and remote-sensing images can be represented by a CNN model. The water quality of inland lakes in China is classified into three categories through combining multispectral remote-sensing images with in situ water-quality levels released by the government.



This paper has two main contributions: (1) a CNN was designed to directly model the relationship between Landsat8 images and in situ water-quality levels without regression of water-quality-related variables; (2) a transfer-learning strategy was used to improve classification performance in inland lakes with a small number of in situ data. The water quality of a water body is classified in terms of the trained CNN model that is obtained from spatially-temporally matched Landsat8 images and in situ water-quality levels. Our work provides a comprehensive and cost-effective remote-sensing mode to monitor the quality of the whole water body.



The paper is organized as follow: Section 1 is the introduction. Materials and methods of water-quality classification are presented in Section 2. Results and discussion are presented in Section 3 and Section 4, respectively. The conclusion is given in Section 5.




2. Materials and Methods


2.1. Study Areas and Datasets


2.1.1. Study Areas


Erhai Lake and Chaohu Lake were used as the research areas for this study. Erhai Lake (25°36′ N–25°58′ N, 100°06′ E–100°18′ E), located in Dali, Yunnan Province, is a famous tourist spot in China. It has a water-surface area of 250 km2, an average water depth of 10.5 m, and a maximum depth of 21 m. Fertilizer-rich agricultural runoffs and domestic sewage are discharged into Erhai, which increase TN and TP concentrations, and phytoplankton breeding. The water quality of Erhai Lake has deteriorated.



Chaohu Lake (31°25′ N–31°43′ N, 117°16′ E–117°51′ E), located in Hefei, Anhui Province, is one of China’s five major freshwater lakes. Chaohu Lake has a water surface area of 780 km2, an average water depth of 2.89 m, and a maximum depth of 7.89 m. Unlike Dali, Hefei is one of the most developed cities in China. With rapid economic development, industrial and municipal wastewater has contributed to the pollution of Chaohu Lake. Chaohu Lake has been eutrophic since the 1980s. A large area of algal bloom broke out in 2015. Monitoring water quality is essential for eutrophication prevention in Erhai Lake and Chaohu Lake. The spatial locations of the two lakes are shown in Figure 1.




2.1.2. Satellite Data


Landsat8 Operational Land Imager (Landsat8 OLI) images were used for this study. Landsat8 was successfully launched by NASA on 11 February 2013. It is a sun-synchronous orbit satellite with an orbital altitude of 705 km, an orbital inclination of 98.2°, and a time resolution of 16 days. Compared with the Enhanced Thematic Mapper Plus (ETM+) sensor mounted on Landsat7, Landsat8 OLI has two new bands, namely, the blue band (Band 1) and the short-wave infrared band (Band 9). Band 1 is mainly used for coastal observation, and Band 9 is usually used for cloud detection with water-vapor absorption characteristics. Landsat8 OLI has 9 bands with a wavelength ranging from 433 to 1390 nm, respectively. Band 8 is the full-color band with a spatial resolution of 15 m. Other bands have a spatial resolution of 30 m. Landsat8 OLI images can be freely downloaded from the website of the United States Geological Survey (USGS) (http://earthexplorer.usgs.gov).



Eighty-one images of Landsat8 OLI from January 2014 to October 2018 were collected for this study. To ensure the clarity of images, images with little cloud over the water area were selected. There are 41 images of Erhai Lake, Yunnan Province, and 40 images of Chaohu Lake, Anhui Province. The date range of the images corresponds to that of the in situ water-quality data.




2.1.3. In Situ Water-Quality Levels


The in situ water-quality data were collected from the official websites. Every week, the China National Environmental Monitoring Center (CNEMC) releases water-quality parameters (http://www.cnemc.cn/sssj/szzdjczb/) that are measured at national river cross-sections and monitoring sites. CNEMC also releases water-quality levels that are computed in terms of the observed water-quality parameters according to the GB3838-2002 standard. Water-quality parameters and water-quality levels are not only obtained at the established national observation sites, but also at monitoring sites deployed by the local governments.



The water-quality levels of Chaohu Lake from January 2014 to October 2018 were mainly collected from the website of CNEMC. The data come from two national cross-sections, the lake inlet at Hefei and the lake inlet at Yuxikou, respectively. Table 1 shows the downloaded water-quality parameters and levels of Chaohu Lake. For example, the water-quality level at Yuxikou station was computed as Class II in terms of GB3838-2002.



The water-quality levels of Erhai Lake from January 2014 to October 2018 were collected from the websites of both CNEMC and the Dali Bai Autonomous Prefecture Environmental Protection Agency (http://www.daliepb.gov.cn/hjzl/yuebao/). The data with a one-week cycle interval come from 2 national river cross-sections, and the data with a one-month cycle interval come from 8 local river cross-sections that were deployed at the 8 main-branch lake inlets. Table 2 shows the water-quality levels of Erhai Lake. Water-quality levels were released by Dali Bai Autonomous Prefecture Environmental Protection Agency. Major overstandard factors that determine water-quality levels in China are mainly nonoptically active parameters, as shown in Table 2. Water-quality levels of 10 monitoring stations at Erhai Lake are the basic data for our study. The fan-diagram distributions of water-quality levels from 2014 to 2018 are shown in Figure 2. The monthly changes of water-quality levels at 2 monitoring stations, Mijuhe and Xiaoguanyi, are shown, respectively, in Figure 3.





2.2. Methods


The multispectral data acquired by the satellite sensors are influenced by atmospheric absorption and scattering, sensor target illumination geometry, and the influence of climate changes. Therefore, remote-sensing images must to be preprocessed before they are used for water-quality classification. Location and scattering errors were eliminated through radiometric calibration and atmospheric correction. Remote-sensing images and in situ water-quality levels were matched spatially and temporarily with the transit satellite. Then, a suitable convolutional neural network was designed according to the dataset for water-quality classification.



2.2.1. Remote-Sensing Image Preprocessing


Radiometric calibration and atmospheric correction are important preprocessing steps in many remote-sensing fields [21,22,23]. Radiometric calibration is the process of converting the digital number (DN) of multidate satellite images to a reference image, band by band, with the aim of reducing sensor errors. Atmospheric correction is to retrieve accurate radiance and eliminate errors caused by atmospheric scattering, reflection, and absorption. Atmospheric correction models such as MODTRAN, LOWTRAN, and 6S are widely used. The MODTRAN code can solve the radiation transfer function through generating the physical parameters of atmospheric correction [24]. The fast line-of-sight atmospheric analysis of the spectral hypercube (FLAASH) atmospheric correction method incorporates the MODTRAN 4 radiation transfer code. FLAASH can eliminate the effect caused by the atmosphere and convert spectral radiance to water-surface reflectance [25,26,27]. Radiometric calibration and FLAASH atmospheric correction were processed by ENVI image-processing software.



Because remote-sensing images and in situ water-quality levels are asynchronously acquired, images and in situ values should be matched in terms of time and geolocation before training and classification. Spatial matching is to find remote-sensing pixels that correspond to the geolocation of the in situ monitoring station. Temporal matching is to make in situ water-quality levels and remote-sensing images synchronous through selecting in situ data in the same month with the transit satellite. For example, there are 10 in situ monitoring stations in Erhai Lake, as shown in Figure 4a. The resolution of the Landsat8 images is 30 × 30 m, which means each pixel represents a 30 × 30 m area. The circular area with the radius of 1 km (about 35 pixels) was selected as the coverage of each monitoring station, as shown in Figure 4b. The samples containing land pixels were removed. We assumed that the water-quality levels of each pixel in the selected circle were the same as the water-quality levels observed by the in situ monitoring station. Our test results showed that the radius of the circle around each monitoring station had no significant effects on water-quality-level classification. After preprocessing, windows of 21 × 21 pixels around the centered pixels in each selected circle from Band 1 to 7 were chosen as the CNN training inputs.




2.2.2. Water-Quality-Level Classification Based on Convolutional Neural Networks


Convolutional neural networks have received a research boom in recent years, and have shown impressive performance in remote-sensing image processing [28,29]. Compared with SAEs and DBNs, CNN models have no requirement that input vectors must be one-dimension (1D) [19]. CNNs can learn discriminative and hierarchical features from multispectral data. AlexNet, which was developed by Krizhevsky, Sutskever, and Hinton [30], is viewed as the beginning of deep learning. AlexNet was the winning entry in ILSVRC 2012, and can learn both shallow and deep features. Optimization strategies such as overlapping sampling and nonlinear ReLU activation functions contribute to its classification performance. The structure of the AlexNet model is simpler than that of other CNN models such as VGG [31] and ResNet [32]. AlexNet is effective for small-size inputs.



The structure of the convolutional neural network used for water-quality-level classification was designed as follow: (1) Considering a small input size of 21 × 21 × 7 pixels, the number of convolutional layers cannot be large. If the number of convolutional layers increases, the computational complexity of the CNN increases correspondingly. The best number of convolutional layers, from 2 to 7, is determined through testing water-quality classification. (2) Kernel sizes and the stride are set to be small. Zeiler et al. [33] found that reducing the kernel sizes and the stride of the AlexNet model could achieve better performance. (3) Pooling layers are removed in order to reserve information.



There were other settings: a Rectified Linear Unit (ReLU) was applied as the activation function of each layer. Three fully connected layers were also set behind convolutional layers, same as the AlexNet model. To balance the amount of each water-quality level, the output of the last fully connected layer was fed into a 3-way softmax layer that corresponded to 3 water-quality class labels: Class A, Class B, and Class C. Class A that includes Class I and Class II of the standard GB3838-2002 means good water quality. Class B, corresponding to Class III of the standard GB3838-2002, means water is used for fisheries and industry. Class C that covers Class IV, V, and above means water is not suitable for drinking and can be used for recreation and irrigation. A dropout technique was utilized between fully connected layers. The dropout technique randomly drops units along with their connections in order to prevent the CNN from overfitting [34].The architecture with 4 convolutional layers and 3 fully connected layers is shown in Figure 5.




2.2.3. Transfer Learning


If there is a small number of labelled data in a target task, it is hard to directly train a good CNN model. The problem can be solved by transfer learning. Transfer learning is a method using knowledge learned from source tasks to improve the performance of the target tasks without overfitting [35]. It avoids the random initialization of model weights for training, and also saves time. It is especially efficient for a deep architecture [36].



Considering that the number of in situ data of Chaohu Lake is less than that of Erhai Lake, transfer learning with the CNN model trained in Erhai Lake was applied to classify the water-quality level of Chaohu Lake. The model trained in Erhai Lake was transferred, and weights were fine-tuned to fit the data of Chaohu Lake. The experiment results demonstrate the effectiveness and robustness of our CNN model.






3. Results


The multispectral remote-sensing images were classified into three water-quality levels based on the designed CNN. The training samples for CNN were selected from 41 frames of Landsat8 images from January 2014 to October 2018 at Erhai Lake. The ratio of the training set to the test set was 4:1. Each convolutional layer had 128, 256, or 512 kernels. Kernel size was 3 × 3, and stride was set to 1. The number of kernels in three full connected layers was set to 512, 256, and 3 respectively, and the dropout strategy behind the first two fully connected layers was set to 50%. The CNN was trained by stochastic gradient descent with momentum. Training epochs were set to 1000, learning rate was set to 10−5, and momentum was set to 0.9.



Classification performance of the model was evaluated by overall accuracy (OA), which refers to the percentage of the correct number of samples to the total number of samples. We configured the CNN with a different number of convolution layers, from two to seven, respectively. Each configuration was tested five times on the Erhai Lake dataset. The classification results by the different number of convolutional layers are shown in Table 3. The CNN with four convolutional layers obtained the best results, and performances from three to seven convolutional layers did not largely vary. We configured our CNN with four convolutional layers as a tradeoff between accuracy and computing complexity.



To evaluate CNN performance, we compared its classification performance with that of common machine-learning models SVM and RF. Visual features, such as texture and color features, were selected for classification. Local binary pattern (LBP) [37], gray level co-occurrence matrix (GLCM) [38], color histograms (CH), and color moments (CM) were the selected features for both SVM and RF.



Classification results in terms of OA are shown in Figure 6. Figure 6 indicates that CNN achieved the best classification performance, higher than the SVM-based and the RF-based methods. Combined features with LBP and CH were also tested, but classification accuracy was lower than the CNN method. The CNN was the best of all water-quality classification methods of Erhai Lake. Because of the powerful learning ability, the CNN can not only learn shallow features such as color and texture features, but also learn discriminative and complex features from multispectral images. Therefore, the CNN achieved the best classification performance.



To test the model’s robustness, we conducted an additional experiment using 40 frames of Landsat8 images and in situ water-quality levels from January 2014 to October 2018 in Chaohu Lake. A transfer-learning experiment was conducted. The model trained in Erhai Lake was transferred to Chaohu Lake. Ten percent of samples at Chaohu Lake were used to finetune the CNN model. Classification results in terms of OA are shown in Figure 7.



The CNN models trained without transfer learning, and the traditional algorithms using SVM or RF were also tested in Chaohu Lake. The results are also listed in Figure 7. Because only 10% of samples were used for training, the CNN model without transfer learning was overfitting, causing low classification accuracy. The transferred CNN models achieved the best classification performance.



Water-quality classification of the whole body in Erhai Lake and Chaohu Lake in five years is shown in Figure 8 and Figure 9, respectively. As shown in Figure 8, the worst pollution area of Erhai Lake is on the northern part. In Chaohu Lake, the worst pollution area is on the western part, and a large area of the water region was polluted on 27 October 2015, which is shown in Figure 9.



Both experiments demonstrate that the CNN is powerful in the extraction of the relationship between the Landsat8 images and water-quality levels. Application of the CNN to remotely sense water-quality levels provides a cost-effective mode for water-quality monitoring of the whole water body.




4. Discussion


Water quality is strongly related with population and land use along the lakes. Results demonstrate the efficiency of our models. Two main inflows are located in the north of Erhai Lake. Agriculture and domestic sewage deteriorate the water quality of the northern Erhai Lake. In Figure 8, we can see that the worst water-quality regions are in the north. The result is consistent with conclusions in previous studies [11]. Besides, in [11], the Chl-a concentration map on 12 November 2016 is similar to the water-quality-level distribution on 20 November 2016, shown in Figure 8. Although the water-quality levels of GB3838-2002 are not directly dependent on Chl-a according to Appendix A, nonoptically active parameters such as TN and TP are closely related to Chl-a and other optically active parameters [3,5]. Hefei, the provincial capital of Anhui Province, is located in the western part of Chaohu Lake. With the rapid development of the economy and the growth of population in Hefei, domestic and industrial wastewater contribute to the pollution of western Chaohu Lake. The results in Figure 9 also have similar conclusions to [5]. A large area of algal blooms also broke out in 2015, and bloom coverage was more than 40% of the whole lake. The blooms lasted until 2016. The classification results of Chaohu Lake on 27 October 2015 are also presented in Figure 9. Water quality was almost contaminated in that period. All analyses demonstrate that the classification results are verifiable.



Many scholars have proposed a variety of methods for water-quality monitoring [4,6,7,8,9], and some studies were used for Erhai Lake and Chaohu Lake [5,11,39,40]. These methods mainly focus on a single water-quality parameter, such as Chl-a or TP. Some conclusions of these studies are consistent with our results. However, as mentioned in [5], remote-sensing reflectance is influenced by many water-quality variables, such as Chl-a, TSS, and CDOM, rather than a single parameter. As shown in Table 2, major overstandard factors that determine water-quality levels are often more than one parameter. In this paper, water-quality level is a systematic index for water-quality assessment. Water-quality classification based on water-quality levels can eliminate errors caused by a single parameter. So, using water-quality levels for water-quality monitoring and management is more suitable and effective.



Some results of water-quality classification are not well-correlated with in situ water-quality levels. The reasons involve two main aspects: First, the interval between in situ sampling dates and imaging dates may cause errors. As shown in Figure 6 and Figure 7, classification accuracy in Chaohu Lake is better than that in Erhai Lake because of a shorter time interval between remote-sensing images and in situ measurements. Another reason is weather. In rainy days, nutrients flow into the lakes and water may be turbid. Concentrations of water-quality parameters also vary with the influence of wind. Clouds may also affect satellite imaging. Therefore, climate change and weather conditions may also cause errors in water-quality classification.



Experiment results show that the CNN was powerful in water-quality classification. CNN performance is mainly related to factors such as the number of convolutional layers and training samples that were analyzed in this section. CNN accuracy varies with the number of convolutional layers. Accuracy may increase with the increase of the number of convolutional layers. However, when the number of convolutional layers is greater than five, CNN performance drops. The reason may be that details of small inputs disappear. There may exist an optimal number of convolutional layers. Accuracy is also affected by the number of training samples. In the experiment at Chaohu Lake, using 10% of samples to train a CNN model caused low classification accuracy. The reason was overfitting. This problem can be solved and classification performance can be improved by a transfer-learning strategy. The experiment results demonstrate that a transfer-learning strategy is available for water-quality classification of inland lakes in China. In addition, the performance of the transferred CNN in Chaohu Lake was better than that of the basic CNN model, which illustrates that CNN weight initialization is important.



Our work provides an accurate and cost-effective method to monitor water quality. In the future, we will use water-quality-related variables to improve classification performance and interpret the CNN model for water-quality assessment.




5. Conclusions


In this paper, we configured a convolutional neural network in terms of AlexNet to model the relationship between Landsat8 images and in situ water-quality levels. The CNN consisted of four convolutional layers and three fully connected layers. We trained the CNN model at Erhai Lake using spatially and temporarily matched Landsat8 images, and in situ monitoring data. Compared with traditional machine-learning methods SVM and RF, CNN had the best classification accuracy. Another advantage of CNN is its transfer learning. The model trained at Erhai Lake could be applied for water-quality classification at Chaohu Lake. Our works indicates that the configured CNN can be used to monitor the water quality of inland lakes through remote-sensing images. Our method provides a cost-effective way to enlarge spatial-monitoring coverage. It improves both the accuracy and coverage of inland-lake monitoring. Our future work will focus on improving the interpretability of CNN models using water-quality-related variables.
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Abbreviations


The following abbreviations are used in this manuscript:





	CNN
	Convolutional neural network



	Chl-a
	Chlorophyll-a



	TSS
	Turbidity and Suspended solids



	CODM
	Colored dissolved organic matter



	TN
	Total nitrogen



	TP
	Total phosphorus



	COD
	Chemical oxygen demand



	DO
	Dissolved oxygen



	DL
	Deep learning



	SVM
	Support vector machine



	RF
	Random forest



	SAE
	Stacked autoencoder



	DBN
	Deep-belief network



	Landsat8 OLI
	Landsat8 Operational Land Imager



	ETM+
	Enhanced Thematic Mapper Plus



	USGS
	United States Geological Survey



	CNEMC
	China National Environmental Monitoring Center



	FLAASH
	Fast line-of-sight atmospheric analysis of spectral hypercube



	ReLU
	Rectified Linear Unit



	OA
	Overall accuracy



	TL
	Transfer learning



	LBP
	Local binary pattern



	GLCM
	Gray level co-occurrence matrix



	CH
	Color histograms



	CM
	Color moments








Appendix A


The classification standards of water quality according to GB3838-2002 in China are shown in Table A1. Five water-quality levels are in GB3838-2002. Higher water-quality levels represent worse water quality. Water quality is classified using a single-factor method, which means the parameter that exceeds its corresponding criterion with the highest proportion is selected for water-quality-level classification.
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Table A1. Classification standards of water-quality levels in GB3838-2002.






Table A1. Classification standards of water-quality levels in GB3838-2002.





	
Numbers

	
Parameters (Unit: mg/L)

	
Water-Qualtiy Levels




	
I

	
II

	
III

	
IV

	
V






	
1

	
pH (No unit)

	
6–9




	
2

	
DO

	
≥7.5

	
≥6

	
≥5

	
≥3

	
≥2




	
3

	
Permanganate

	
≤2

	
≤4

	
≤6

	
≤10

	
≤15




	
4

	
COD

	
≤15

	
≤15

	
≤20

	
≤30

	
≤40




	
5

	
BOD_5

	
≤3

	
≤3

	
≤4

	
≤6

	
≤10




	
6

	
NH_3-N

	
≤0.15

	
≤0.5

	
≤1

	
≤1.5

	
≤2




	
7

	
TP

	
≤0.02

	
≤0.1

	
≤0.2

	
≤0.3

	
≤0.4




	
8

	
TN

	
≤0.2

	
≤0.5

	
≤1

	
≤1.5

	
≤2




	
9

	
Cu

	
≤0.01

	
≤1

	
≤1

	
≤1

	
≤1




	
10

	
Zn

	
≤0.05

	
≤1

	
≤1

	
≤2

	
≤2




	
11

	
Fluoride

	
≤1

	
≤1

	
≤1

	
≤1.5

	
≤1.5




	
12

	
Se

	
≤0.01

	
≤0.01

	
≤0.01

	
≤0.02

	
≤0.02




	
13

	
As

	
≤0.05

	
≤0.05

	
≤0.05

	
≤0.1

	
≤0.1




	
14

	
Hg

	
≤0.00005

	
≤0.00005

	
≤0.0001

	
≤0.001

	
≤0.001




	
15

	
Cd

	
≤0.001

	
≤0.005

	
≤0.005

	
≤0.005

	
≤0.01




	
16

	
Cr

	
≤0.01

	
≤0.05

	
≤0.05

	
≤0.05

	
≤0.1




	
17

	
Pb

	
≤0.01

	
≤0.01

	
≤0.05

	
≤0.05

	
≤0.1




	
18

	
Cyanide

	
≤0.005

	
≤0.05

	
≤0.2

	
≤0.2

	
≤0.2




	
19

	
Volatile phenol

	
≤0.002

	
≤0.002

	
≤0.005

	
≤0.01

	
≤0.1




	
20

	
Petroleum

	
≤0.05

	
≤0.05

	
≤0.05

	
≤0.5

	
≤1




	
21

	
Anionic surfactant

	
≤0.2

	
≤0.2

	
≤0.2

	
≤0.2

	
≤0.3




	
22

	
Sulfide

	
≤0.05

	
≤0.1

	
≤0.2

	
≤0.5

	
≤1




	
23

	
Fecal coliform

	
≤200

	
≤2000

	
≤10,000

	
≤20,000

	
≤40,000
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Figure 1. Spatial locations of study areas. 
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Figure 2. Yearly distribution of water-quality levels using fan diagram on 10 monitoring stations in Erhai Lake. 
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Figure 3. Monthly change of water-quality levels at 2 monitoring stations. 
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Figure 4. Monitoring stations’ location. (a) Ten monitoring stations’ location in Erhai Lake. (b) Coverage area of a station. 
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Figure 5. CNN model architecture with 4 convolutional layers. 
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Figure 6. Comparisions of water-quality classification performance in Erhai Lake. 
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Figure 7. Comparisions of water-quality classification performance in Chaohu Lake. 
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Figure 8. Whole water-body classification in Erhai Lake from 2014 to 2018. 
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Figure 9. Whole water-body classification in Chaohu Lake from 2014 to 2018. 
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Table 1. Water-quality data of Chaohu Lake by the China National Environmental Monitoring Center, on the 22nd week of 2018.
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Water Body

	
Stations

	
Section

	
Assessment (mg/L)

	
Water-Quality




	
pH

	
DO

	
CODMn

	
NH3−N






	
Chaohu Lake

	
Hefei Hubin

	
Chaohu

	
7.69

	
11.6

	
4.4

	
0.18

	
III




	
Chaohu Yuxikou

	
East Lake

	
7.63

	
10.5

	
3.0

	
0.21

	
II
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Table 2. Water quality of Erhai Lake and its main streams, published by Dali Bai Autonomous Prefecture Environmental Protection Agency, in October 2018.
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	Numbers
	Streams
	Location
	Responsible Department
	Water-Quality Level
	Major Overstandard Factors





	1
	Mijuhe
	Yinqiaocun
	Eryuan county
	IV
	TP, TN



	2
	Mijuhe
	Dafengluqiao
	Eryuan county
	V
	TP, TN



	3
	Mijuhe
	Lake inlet
	Shangguan town
	IV
	TP, TN



	4
	Yong’anjiang
	Lianhecun
	Eryuan county
	V
	DO, TP, TN



	5
	Yong’anjiang
	Xichangcun
	Eryuan county
	V
	DO, TP, TN



	6
	Yong’anjiang
	Lake inlet
	Shangguan town
	V
	DO, TP, TN
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Table 3. Average accuracy by the different number of convolutional layers in Erhai Lake.
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	The Number of convolutional layers
	2
	3
	4
	5
	6
	7



	Average accuracy
	89.90%
	92.26%
	92.49%
	92.40%
	92.10%
	92.09%











© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
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