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Abstract

:

This paper analyses the critical phase unwrapping step in a differential interferometric phase (D-InSAR) stack where both the solving of conventional methods and alternative approaches are discussed. It can be shown that including the temporal relationship between interferograms in the phase unwrapping step improves the results. This leads to the three-dimensional extended minimum cost flow algorithm. To unwrap the phase in a multitemporal way a motion model has to be considered. The estimation of these parameters is an important step. By default, the parameters are estimated in an iterative search process, where in each step, a linear program has to be solved. The best parameters are defined by the minimal costs. Often the choice of this search space is not straightforward. Furthermore, with this discrete optimization function, the solution is often not unique. This paper presents an alternative way to estimate the motion model parameters by maximizing a continuous function, the ensemble phase coherence. With the help of a closed-loop simulation and real data, both methods, the standard and the alternative way, are numerically compared and analyzed. Consequently, it is shown that maximizing the ensemble phase coherence is a good alternative to the established iterative procedure. It offers the advantage that the run time can be reduced considerably and is thus well suited in the processing of large data sets.
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1. Introduction


The differential interferometric phase (D-InSAR) contains information about relative topography changes between two acquisition times. Analyzing repeated orbits allows the generation of deformation time series. Therefore, data from several years are used and evaluated together in a so-called D-InSAR stack. There are two widely used methods to process these data altogether in a multitemporal way, the permanent scatterer interferometry [1] and the small baseline subset (SBAS) method [2].



The former one only uses stable pixels that show consistent backscattering characteristics over the entire stack. These stable pixels are called persistent scatterers. They are very rare and mostly occur in urban areas.



To achieve a denser spatial sampling, the SBAS method is preferred. This method only generates interferograms between SAR images with a small temporal and spatial baseline. By limiting the baselines, independent subsets can arise which are linked with the help of the Singular Value Decomposition method. The small baselines, together with multilooked data, reduce the decorrelation effects and the phase noise level. Consequently, the spatial sampling rate can be increased compared to the PSI method [2]. More recent algorithms combine stable and distributed scatterers to further increase the resolution, e.g., SqueeSAR [3].



In this paper, the differential interferometric data should be used to detect the ground deformation in the Lower-Rhine-Embayment in the southwest of North Rhine-Westphalia, Germany. The Lower-Rhine-Embayment is characterized by a very rural area with many forests in the south. Within this area, there is one of the largest brown coal occurrences in Europe represented by the still active open-cast mines Garzweiler, Hambach and Inden leading the surrounding Earth’s surface to subside [4]. Moreover, there are the closed coal mining regions Aachen and Erkelenz. The consequent rise of the groundwater level in the pits results in an elevation of the Earth’s surface. Regular monitoring measurements of these ground movements are therefore necessary. To detect them at a large-scale, the SBAS method should be used as stable scatterers are very rare in this region.



In a typical SBAS processing, the phase unwrapping is done iteratively to reduce phase unwrapping errors. However, the phase unwrapping remains a critical task in the analysis [5]. This paper will address the problem of unwrapping the observed interferometric phase.



1.1. The Phase Unwrapping Problem-State of the Art


The interferometric phase   ψ   x j    ∆  t  α β      of two SAR images at times   t α   and   t β   at pixel   x j   can only be measured modulo   2 π  . This ambiguous phase is called the wrapped phase. Consequently, if the surface displacement is greater than a quarter of the radar wavelength (equal to   1.42   cm for the ERS 1/2 satellites) or other effects, like topographic errors, atmosphere or noise occur, the interferogram cannot be uniquely inverted. To derive the information of interest, for instance, the deformation, the phase ambiguities have to be solved. Therefore, the absolute, so-called unwrapped phase


      ϕ  x j   ∆  t  α β     =  ψ  x j   ∆  t  α β     + 2 π  k  x j   ∆  t  α β      ∀   x j  ∈ M     



(1)




has to be obtained by adding an integer multiple   k  x j   ∆  t  α β      of   2 π   to the wrapped phase. This has to be done for each pixel of the set  M  of pixels in the interferogram. As the phase unwrapping represents a large field of research, numerous algorithms exist, e.g., [6,7,8,9,10,11]. Basically, all of them start with the measured wrapped D-InSAR phases and consider the unwrapped phase as a continuous curve and thus as an integral of the phase gradients [12]. The wrapped measured phase gradients between two adjacent pixels   x k   and   x l   results in


      ψ  ∆  x  k l     ∆  t  α β     =   〈  ψ  x l   ∆  t  α β     −  ψ  x k   ∆  t  α β     〉   − π , π    ∀  ∆  x  k l   ∈ N ,     



(2)




with the modulo-operator    〈 . 〉   − π , π    and the set  N  of phase gradients in the interferogram. Assuming that the phase is sampled often enough and the unwrapped phase will not change by as much as half a cycle between adjacent pixels, the unwrapped phase   ϕ  x j   ∆  t  α β      at pixel   x j   can be easily reconstructed up to an additive constant by integrating the wrapped phase gradients along any set   N  x j    of phase gradients that connect a reference point   x 0   and the pixel   x j  


      ϕ  x j   ∆  t  α β     =   ∑  ∀ ∆  x  k l   ∈  N  x j       ψ  ∆  x  k l     ∆  t  α β     +  ϕ  x 0   ∆  t  α β     .     



(3)







The integral is replaced by a sum due to the discrete representation. The solution is path-independent and does not depend on the set   N  x j    of phase gradients.



In reality, phase noise, atmospheric effects, sub-sampling or topographic effects lead to inconsistencies, meaning that the oriented sum of the phase gradients in one loop is unequal to zero in some cases, referred to as residue. The task is to correct for or to avoid these inconsistencies.



On the one hand, there are path-following methods, which unwrap each pixel locally starting from a reference point. One of the first and classic algorithms is Goldstein’s algorithm [13]. The so-called branch cuts are defined by connecting residues with an opposite sign so that the cut is neutralized. The phases can then be unwrapped in a consistent way if the branch cuts are not crossed. The algorithm works well for images with high coherence and moderate residue density [14]. However, areas which are trapped by branch cuts are inaccessible for the algorithm, resulting in spatially incomplete solutions.



On the other hand, there are global methods that find a global solution by minimizing a certain measure of misfit between the wrapped gradient data and the unwrapped solution. The two main global techniques are the minimum-norm method [15] and the minimum cost flow (MCF) approach [16]. The former one formulates the unwrapping process as the minimization problem


       ∑  ∀ ∆  x  k l   ∈ N      |  ϕ  ∆  x  k l     ∆  t  α β     −  ψ  ∆  x  k l     ∆  t  α β     |  p  … min     



(4)




for the set  N  of phase gradients under the L   p  -norm. A typical algorithm is the least-squares method for   p = 2  . The major difference to the local methods is that any value may be added to the measurements to ensure a continuity in the solution. It has the advantage that the phase could be unwrapped everywhere in the image. However, the solution will underestimate the phase slope as shown in [14].



The second main global technique is the MCF algorithm, first described in [16] to unwrap regularly sampled pixel in one interferogram. An adapted algorithm for solving sparse networks using a Delaunay triangulation of a set of pixels was introduced by [17]. The MCF approach deals with the assumption that the wrapped phase gradients differ from the unwrapped ones by an unknown multiple of   2 π  


   ϕ  ∆  x  k l     ∆  t  α β     =  ψ  ∆  x  k l     ∆  t  α β     + 2 π  k  ∆  x  k l     ∆  t  α β      



(5)




with the phase ambiguity factor of the phase gradient   k  ∆  x  k l     ∆  t  α β     . The phase unwrapping is seen as the weighted L1-norm minimization problem of the deviation between the estimated and unknown phase gradients of the unwrapped phases under the above assumption that both differ by an integer multiple of   2 π  . This assumption prevents the errors from spreading effects [16]. Considering the structure, the problem could be transformed into a network, searching for the minimum cost flow, defined by the unknown phase ambiguity factor.



The MCF approach by [17] is a rather popular phase unwrapping operation based on the spatial, two-dimensional information of one interferogram. With respect to a multitemporal D-InSAR stack, there are several interferograms. Including the temporal relationship between the interferograms as additional information leads to an improvement in the accuracy of the solution in a similar way to which two-dimensional unwrapping provides an improvement over one-dimensional methods [18]. Three-dimensional phase unwrapping, where the temporal relationship between the interferograms represents the third dimension, could be achieved either using multiple steps or by an one-step algorithm. The relevant literature relating to three-dimensional phase unwrapping can be found in [5,18,19,20]. The second one extends the minimum-norm method according to [15] by the third dimension and describes a stepwise algorithm. [19,20] are based on the MCF approach. However, they consider the edge relationships rather than the triangle relationships, which result in closed loops. This leads to the parametric approach described in Section 2.2, which leads to a higher complexity.



This work focuses on the extended MCF (EMCF) algorithm [5] which is fully compatible to the SBAS method and can be very efficiently be solved as two simpler two-dimensional minimum cost flow problems. Both approaches, the two-dimensional MCF, and the three-dimensional EMCF, are compared and, in particular, the EMCF approach is further analyzed. The inclusion of the temporal relationship between the interferograms requires the consideration of a motion model. One important step is the estimation of the motion model parameters. The algorithm includes an iterative search process to estimate the parameters. This paper will present an alternative way that is numerically analyzed and tested using simulated and real data.




1.2. Outline


The structure of this paper is as follows. Section 2 deals with the two-dimensional MCF approach, where linear program solvers and network flow problems are addressed in this context. Afterwards, Section 3 describes the three-dimensional EMCF approach. Section 4 shows an analysis, where both approaches, MCF and EMCF, are applied to a simulated D-InSAR stack. In the analysis advantages and the disadvantages of the EMCF approach are discussed and ideas for improvement are analyzed and tested with simulated and real data in Section 5. A further discussion follows in Section 6 and the paper finishes with a conclusion.





2. Phase Unwrapping in 2D Using the MCF Approach


The MCF algorithm by [17] is a branch cut based algorithm to solve the phase unwrapping problem for one interferogram. The algorithm only uses so-called coherent pixels to reduce the noise. These are pixels with a stable backscattering characteristic, identified by the coherence values. Based on the set  M  with m coherent pixels a Delaunay triangulation in the azimuth/range plane with the set  N  of n spatial arcs and the set  R  of r defined triangles is computed. Figure 1 shows a small example consisting of   m = 4   pixels,   n = 5   arcs and   r = 2   triangles. Along each arc the wrapped phase gradient    ψ  ∆  x  k l     ∆  t  α β     ∀ ∆  x  k l   ∈ N   is calculated cf. (2). The MCF approach deals with the assumption that the wrapped phase gradients differ from the unwrapped ones by an unknown multiple of   2 π   cf. (5). To ensure that the solution of the minimization problem does not depend on the integration path, following constraint


   ϕ  ∆  x 12    ∆  t  α β     +  ϕ  ∆  x 23    ∆  t  α β     +  ϕ  ∆  x 31    ∆  t  α β     = 0 ,  



(6)




in each of the r Delaunay triangles, here referred to one triangle shown in Figure 1, has to be fulfilled. Using the relation expressed in (5), this results in the condition


   k  ∆  x 12    ∆  t  α β     +  k  ∆  x 23    ∆  t  α β     +  k  ∆  x 31    ∆  t  α β     = −  ⌊    ψ  ∆  x 12    ∆  t  α β     +  ψ  ∆  x 23    ∆  t  α β     +  ψ  ∆  x 31    ∆  t  α β       2 π   ⌉   



(7)




with the round symbol   ⌊ . ⌉   to ensure that the estimated phase ambiguity factors are integer numbers. The problem is carried out by choosing the weighted L1-norm for the error criterion


    ∑  ∀ ∆  x  k l   ∈ N     p  ∆  x  k l     ∆  t  α β      |  k  ∆  x  k l     ∆  t  α β     |  … min  



(8)




with the weights   p  ∆  x  k l     ∆  t  α β     . The weights   p  ∆  x  k l     ∆  t  α β     , the wrapped phase gradients   ψ  ∆  x  k l     ∆  t  α β      and the phase ambiguity factors   k  ∆  x  k l     ∆  t  α β      for all   ∆  x  k l   ∈ N   are collected in the vectors    p   Δ x   ∆  t  α β     ,    ψ   Δ x   ∆  t  α β      and    k   Δ x   ∆  t  α β     , respectively. This leads to the constrained weighted L1-norm problem


      Obj .    function :        C  (   k   ∆ x   ∆  t  α β     )  =     p   Δ x   ∆  t  α β      T   |   k   Δ x   ∆  t  α β     |  … min     



(9)






     Constraint :       B  spatial  T    k   Δ x   ∆  t  α β     =     − ⌊    B  spatial  T    ψ   Δ x   ∆  t  α β       2 π   ⌉  ⏟  b       



(10)






     Variable :        k   ∆ x   ∆  t  α β     ∈ Z     



(11)




with the condition matrix    B   spatial  [ r × n ]   T  , the right-hand side vector   b  [ r × 1 ]    and the integer parameters    k   ∆ x   ∆  t  α β     . The MCF problem represents an NP-hard integer linear program (ILP) [21]. There are different ways to solve and to formulate the L1-norm phase unwrapping problem with integer variables. Therefore, the problem is considered in some more detail.



The vector    p   ∆ x   ∆  t  α β      has integer entries when choosing integer weights and the right-hand side of the constraints b consists of integer values due to the rounding operator. Moreover, the matrix   B  spatial  T   is totally unimodular. With these properties the solution of the LP relaxation is already an integer solution [21]. Consequently, the constrained weighted L1-norm phase unwrapping problem described by (9) to (11) can be solved with a standard LP solver without considering the integer condition. This can be done for example with the simplex method [22] or the interior point method [23].



2.1. Solution as Network Flow Problem


Besides the LP solver, the phase unwrapping problem can be solved more efficiently as a network flow problem. Therefore, the dual graph is required. The phase unwrapping problem is based on a Delaunay triangulation represented by the so-called primal graph  G  with m nodes, n arcs and r triangles. As a Delaunay triangulation is a plane graph, a corresponding dual graph   G ′   with   r + 1   nodes and n arcs exists [24]. The dual graph of the network shown in Figure 1 is represented in Figure 2. Based on this graph, the phase unwrapping problem can be formulated as a network flow problem. Each node has a potential b expressed by the right-hand side vector of the triangle constraint. The potential of the node belonging to the outer face is represented as the sum of the outlying arcs of the primal graph. There is a flow along each arc   ∆  x  k l     of the dual graph represented by the phase ambiguity factor   k  ∆  x  k l     ∆  t  α β      which is weighted with a cost value   p  ∆  x  k l     ∆  t  α β     . Hence, the minimum cost flow problem is defined as


      Obj .    function :        C  (   k   ∆ x   ∆  t  α β     )  =     p   ∆  x  k l     ∆  t  α β      T   |   k   ∆ x   ∆  t  α β     |  … min     



(12)






     Flow   conserv . :        A  d  T    k   ∆ x   ∆  t  α β     =    − ⌊    A  d  T    ψ   Δ x   ∆  t  α β       2 π   ⌉  ⏟  b      



(13)






     Variable :      l ≤   k   ∆ x   ∆  t  α β     ≤ u     



(14)




with the constraint matrix   A   d  [ r × n ]    T   also called the node arc incidence matrix of the dual graph and a lower l and an upper u boundary for the flow. Assuming integer values for the costs and the lower and upper capacities, the values for the variables will be integers. Consequently, the phase unwrapping problem can be solved using network flow algorithms like the out-of-kilter algorithm [25] or the relaxation method [26]. Since this formulation depends on the dual graph, it is only possible if the primal graph is planar. Thus, redundant arcs cannot be used in this formulation.




2.2. Solution as Parametric Adjustment


As already mentioned in [20] and with respect to the so-called edgelist algorithm by [19], the phase unwrapping problem can also be solved as parametric adjustment considering the functional model


      ϕ  x l   ∆  t  α β     −  ϕ  x k   ∆  t  α β     − 2 π  k  ∆  x  k l     ∆  t  α β     =  ψ  ∆  x  k l     ∆  t  α β         



(15)




between the wrapped phase gradient   ψ  ∆  x  k l     ∆  t  α β      along the arc   ∆  x  k l     and the unwrapped phases   ϕ  x k   ∆  t  α β      and   ϕ  x l   ∆  t  α β      at pixels   x k   and   x l  . This leads to the parametric weighted L1-norm phase unwrapping problem


      Obj .    function :       C  (   k   Δ x   ∆  t  α β     )  =     p   Δ x   ∆  t  α β      T   |   k   Δ x   ∆  t  α β     |  … min     



(16)






     Constraint :       A p    k  x  ∆  t  α β     −   k   Δ x   ∆  t  α β     =    − ⌊    A p    ψ  x  ∆  t  α β       2 π   ⌉  ⏟  b      



(17)






     Variable :        k  x  ∆  t  α β     ,   k   Δ x   ∆  t  α β     ∈ Z     



(18)




with the arc to node incidence matrix   A  p  [ n × m ]     of the so-called primal graph, shown in Figure 1. The variable vector is extended by the phase ambiguity factors    k  x  ∆  t  α β      at each pixel. This has the advantage that the integration step of the unwrapped phase gradients is no longer necessary to get the unwrapped phase values at the pixels. However, the problem gets higher dimensions. Similar to the above described constrained formulation, the parametric weighted L1-norm problem can be solved with an LP solver neglecting the integer constraints. The solution of the LP relaxation is already an integer.



The parametric weighted L1-norm problem can also be seen as a network flow problem. Therefore, the primal graph in Figure 1 is regarded. Compared to the previously described formulation as a constrained L1-norm problem, this formulation has the advantage that the generation of the dual graph is not necessary. It depends on the primal graph and therefore, redundant arcs which cut each other are possible.



All described formulations are equivalent and the results are the same if a unique solution exists. However, looking at the complexity and the dimension of the problem, the parametric L1-norm problem is not recommended compared to the constrained formulations.





3. Phase Unwrapping in 3D Using the Extended MCF Approach


The EMCF algorithm as proposed by [5] works in two steps: the temporal and the spatial unwrapping. The problem is downscaled to two simpler problems that are two-dimensional and can therefore be solved as LP as discussed above. The algorithm is based on two independent triangulations. One is generated in the azimuth/range plane, analogous to the basic MCF approach with m coherent pixels, n spatial arcs and r triangles which are equal in all interferograms of the stack. The other one is generated in the so-called temporal/perpendicular baseline plane based on the SBAS method. One temporal arc in the temporal/perpendicular baseline plane represents one D-InSAR data pair. Consequently, the temporal triangulation consists of   m ′   points represented by the SAR images,   n ′   arcs represented by the D-InSAR images and   r ′   triangles. Figure 3 shows the temporal triangulation for one D-InSAR stack based on ERS 1/2 data from May 1992 to December 2000 as used in the numerical study later on. This triangulation is optimized in such a way, that the average value of the equivalent coherence is maximized [27].



First, the phase gradients are individually unwrapped in the temporal space considering the temporal relationship between the interferograms. With respect to the MCF approach, for each triangle in the temporal/perpendicular baseline the sum of the unwrapped phase gradients has to be zero. Figure 4 shows one exemplary D-InSAR stack based on three D-InSAR images which all contain the same thickly marked phase gradient between pixels   x k   and   x l  . These gradients have to fulfill the following temporal constraint:


      ϕ  ∆  x  k l     ∆  t  α β     +  ϕ  ∆  x  k l     ∆  t  β γ     +  ϕ  ∆  x  k l     ∆  t  γ α     = 0 .     



(19)







The relative deformation of the phase gradient is measured between three different acquisition times, collected in the ambiguous observation vector    ψ   ∆  x  k l     Δ t   . In order to make the phase unwrapping process easier, the unknown unwrapped phase gradients are approximated by a linear motion model


      ϕ   ∆  x  k l     Δ t      ≈ M (  v  ∆  x  k l     , ∆  h  ∆  x  k l     )     



(20)






        =   4 π  λ  ∆ t  ·   v  ∆  x  k l     +   4 π  λ    ∆  b ⊥    d sin  ( θ )     ·  ∆  h  ∆  x  k l     ,     



(21)




with the temporal baseline   ∆ t   and the orthogonal spatial baseline   ∆  b ⊥    between the two SAR images, the wavelength  λ , the sensor target distance d and the incidence angle  θ . The two unknown parameters are the error of the scene topography   ∆  h  ∆  x  k l       and the deformation velocity variation   v  ∆  x  k l     . In the following, the model   M (  v  ∆  x  k l     , ∆  h  ∆  x  k l     )   is briefly referred to as M.



Assuming that the wrapped and unwrapped phase gradients differ only by a multiple of   2 π  , the unwrapped phase gradient is given by


      ϕ   ∆  x  k l     Δ t      = M +   〈   ψ   ∆  x  k l     Δ t   − M 〉   − π , π   + 2 π   k   ∆  x  k l     Δ t       



(22)






        =   χ   ∆  x  k l     Δ t   + 2 π   k   ∆  x  k l     Δ t       



(23)




with the sequence of modified observations


    χ   ∆  x  k l     Δ t   = M +   〈   ψ   ∆  x  k l     Δ t   − M 〉   − π , π    



(24)




which represent the relation between modeled and wrapped phase gradients.



Analogous to the MCF approach, the constrained L1-norm problem for the temporal phase unwrapping results in


      Obj .    function :       C  (   k   ∆  x  k l     Δ t   )  =     p   ∆  x  k l     Δ t    T   |   k   ∆  x  k l     Δ t   |  … min     



(25)






     Constraint :        B  temp T    k   ∆  x  k l     Δ t   =    − ⌊     B  temp T    χ   ∆  x  k l     Δ t     2 π   ⌉  ⏟  b      



(26)






     Variable :        k   ∆  x  k l     Δ t   ∈ Z     



(27)




with the temporal condition matrix    B   temp , [  r ′  ×  n ′  ]  T  . This problem can again be solved with a LP solver or as a network flow problem. For the sake of simplicity, the weights    p   ∆  x  k l     Δ t    are generally set to one.



Now the problem that the variables   v  ∆  x  k l      and   ∆  h  ∆  x  k l       are unknown remains. Therefore, the parameter vector    k   ∆  x  k l     Δ t    is sequentially estimated for each (  v  ∆  x  k l     ,   ∆  h  ∆  x  k l      )-pair in a predefined discrete search space, resulting in one cost function value C. The optimal solution is obtained by the pair where the cost value is minimal.



In a second step, the phase is unwrapped along each spatial arc for each single interferogram separately via the basic MCF approach. The previously calculated temporal unwrapped phase gradients are used as modified observations. The required weights along each spatial arc   ∆  x  k l     can be derived using the previously calculated cost value   C  m i  n  ∆  x  k l        for the corresponding arc   ∆  x  k l     cf. [5]. Large costs mean that the probability of an occurring phase ambiguity is high and therefore the unwrapped phase can be erroneous. Hence, this arc is less reliable and its influence is reduced by small weights. The final absolute unwrapped phase at each pixel can then be determined by integrating the unwrapped phase gradient along each arc independent of the integration path.




4. Analysis


4.1. Simulation Scenario


To analyze the phase unwrapping process in some more detail, a D-InSAR stack is simulated based on the ERS 1/2 configuration in time and space. Therefore, 64 SAR images from May 1992 to December 2000 are used which cover the test region of the Lower-Rhine-Embayment. The test region was restricted to 401 times 401 pixels. The whole workflow for generating the simulated interferometric phases is shown in Figure 5.



In the center of the test region, a ground settlement depression is simulated with respect to the first SAR image. The deformation consists of a linear trend. The deformation velocity is restricted to a range from 8 to 12 cm/yr and it reaches a dimension from 120 to 240 pixels. In addition to the deformation, a topographical error is modeled. This topographical error reaches values from –5 to 40  m . To make the simulation more realistic a noise per SAR image is added which is assumed to be independent and identical distributed with a standard deviation of   0.4   rad. With respect to the SBAS method, 161 interferograms are generated, see the corresponding temporal triangulation already shown in Figure 3. Filtering operations that are applied individually to each interferogram, such as the multilooking, cause the real data to be inconsistent over time. Therefore, one additional noise per interferogram is added depending on the unbiased coherence [28]. The corresponding coherence values are extracted from the ERS 1/2 real data set. With this coherence-based noise, the noise is set into dependency on the temporal and spatial baseline. Larger baselines create a lower coherence value and thus an increased noise.



The coherence values are also used to extract the so-called stable pixels. Pixels are defined as stable if they have a coherence value greater or equal to 0.7 in at least   80 %   of the interferograms. Within the 401 times 401 large test region there are m = 15,347 stable pixels defining n = 45,842 arcs and r = 30,496 triangles. Figure 6a shows the simulated phases of the stable pixels in the test region for one interferogram. Due to the periodicity of the signal, the phase can only be measured from   − π   to  π , see Figure 6b.




4.2. EMCF vs. MCF


The MCF and the EMCF algorithms are applied to the simulated D-InSAR stack. To find the optimal motion model, the search area is chosen in a range from   − 8   cm/yr to 8 cm/yr with a step width of   0.5   cm/yr for the deformation velocity variation   v  ∆  x  k l      and in a range from   − 50    m  to 50  m  with a step width of 5  m  for the error of the scene topography   ∆  h  ∆  x  k l      . For every possible (   v  ∆  x  k l     , ∆  h  ∆  x  k l      )-pair the modified observations are estimated and the corresponding temporal LP is solved. The pair which minimizes the cost function is chosen as optimal.



Figure 7 shows the results of the unwrapped phase gradients. The figure presents the percentage of correctly unwrapped phase gradients depending on the temporal baseline. The black bars show the results of the EMCF algorithm and the gray bars show the results of the MCF algorithm without exploiting the temporal relationship between the interferograms. It can be seen that the inclusion of the temporal phase unwrapping results in a higher percentage of correctly unwrapped phase gradients which confirms the findings of [5]. For every interferogram, even for the ones with a larger baseline and therefore with a higher noise level, nearly 100% of phase gradients are unwrapped correctly.




4.3. Estimation of the Motion Model


The estimation of the optimal motion model during the temporal phase unwrapping is an important step. Considering the spatial arc   ∆  x  k l    , the motion model includes the unknown deformation velocity variation   v  ∆  x  k l      and the error of the scene topography   ∆  h  ∆  x  k l      . This model is used to estimate the modified observations    χ   ∆  x  k l     Δ t   , cf. (24) which are inserted into the temporal LP, described in (25) to (27). The optimal motion model is estimated in an iterative search process. Therefore, the temporal LP is solved for each predefined (  v  ∆  x  k l     ,   ∆  h  ∆  x  k l      )-pair and the one that causes the minimal cost value   C min   is set as optimal. However, this procedure has some disadvantages. It is not straightforward how the search space and the step width should be efficiently selected. With a greater search space and smaller step width the complexity grows. Moreover, due to the discrete optimization function the solution is typically not unique. Since it is assumed that the deformation velocity variation and the error of the scene topography between adjacent pixels is rather small, the parameters that are closest to zero are defined as optimal.



To avoid this iterative search process with the involved solution of the LP in each search step, an alternative way is proposed here. The so-called ensemble phase coherence (EPC) [29] gives a value for the quality of the estimated model. For the arc   ∆  x  k l     it is defined as


     E P C  (  v  ∆  x  k l     , ∆  h  ∆  x  k l     )  =      ∑  ∀ ∆  t  α β   ∈  N ′      e  i (   ψ   ∆  x  k l     ∆  t  α β     − M )     n ′        



(28)




with the M from (20) which depends on the parameters   v  ∆  x  k l      and   ∆  h  ∆  x  k l      . The EPC function is continuous with values between zero and one. A value of zero means that model and observation do not fit and a value of one means that model and observation fit optimal. With a higher noise level the maximum value of the function decreases and it gets difficult to find the global maximum. However, the idea is to define this (   v  ∆  x  k l     , ∆  h  ∆  x  k l      )-pair as optimal which maximizes the EPC, equal to [1].



Three different methods are tested to find the global maximum: the Nelder–Mead method [30], a grid search approach and simulated annealing [31]. Some of them need a starting point which results from a two-step weighted least squares adjustment [29].



Application to Simulated Data


To examine the three search methods and to check whether maximizing the EPC is a possible alternative to the conservative search process to minimize the costs of the temporal LP, two spatial gradients of the simulated D-InSAR stack are analyzed more closely. The arcs are chosen near the simulated settlement depression. Figure 8a,c show the discrete and iterative solved cost function values resulting from the temporal LP. It becomes obvious that there are several minima with a function value of 0. Since it is supposed that the optimum parameters should be as close to zero as possible, the black triangles indicate the optimum. For both arcs, the estimated parameters are very close to the reference shown as black stars. However, as the solution is not unique, it is possible that there are other optimal parameters that would fit even better to the reference.



Figure 8b,d show the EPC function for an equivalent range of values. The results of the individual search methods are marked in different symbols. The gray square is the maximum found by Nelder–Mead, the gray triangle is the maximum found by the grid search algorithm and the light gray point is the result of using simulated annealing. For the grid search, the search area is chosen analogous to the iterative cost minimization task. The black dot indicates the initial solution from the two-step weighted least squares adjustment necessary for the Nelder–Mead method and simulated annealing. Looking first at arc 1 in Figure 8b, it becomes clear that all three search methods work and produce approximately identical results. Simulated annealing finds the maximum EPC value which of all methods fits best to the reference parameters. For arc 2, considered in Figure 8d, it becomes clear that the Nelder–Mead method is not able to find the global maximum. Starting from the initial solution, it stops at a local maximum. The estimated parameters using grid search and simulated annealing are very consistent with the minimum of the cost value in Figure 8c and therefore fits well to the reference.



In order to investigate the influence of the differently estimated parameters on the phase unwrapping results, Figure 9 shows an overall comparison. First, Figure 9a shows the results after the temporal phase unwrapping without considering the spatial information. The figure shows the percentage of correctly unwrapped phase gradients in dependence of the temporal baseline. The different gray levels refer to the different methods for estimating the motion model. The black bars are the results of the conventional way by minimizing the costs of the temporal LP in an iterative search process. The gray bars are the results of the alternative way by maximizing the EPC. Dark gray symbolizes the results using the Nelder–Mead method, middle gray using the grid search algorithm and light gray using simulated annealing. All results represent a valid solution after the definition of the phase unwrapping problem. The results differ only in the choice of motion model parameters. The above statements can be confirmed on the basis of Figure 9a. Maximizing the EPC using the Nelder–Mead method does not work well. However, if the grid search method or simulated annealing is used to maximize the EPC, it can be seen that the results are comparable to the conventional method, shown as black bars. Almost all gradients can be unwrapped correctly by the temporal phase unwrapping alone. The last few percentages are reached after applying the spatial phase unwrapping, see Figure 9b. Some errors caused by wrongly estimated motion model parameters using the Nelder–Mead method can still be fixed by the spatial phase unwrapping, but the result remains that Nelder–Mead is the worst compared to the other methods.



Maximizing the EPC function using the grid search method or simulated annealing is a good alternative to find a suitable motion model. The conventional method has the disadvantage that the discrete function may consist of a set of potential solutions and especially if the search area is unknown or very large, the method results in a long run time as the temporal phase unwrapping problem has to be solved sequentially for each (  v  ∆  x  k l     ,   ∆  h  ∆  x  k l      )-pair. In this simulation, the cost function was evaluated sequentially in 693 steps. For a single arc the temporal LP has to be solved 693 times. Compared to this, the temporal LP only needs to be solved once with the alternative method resulting in a reduced run time of up to 1/10.



Simulated annealing provides the highest EPC values in all cases and is a very robust and efficient method. Therefore, it will be used in the following. Maximizing the EPC using simulated annealing is defined as the alternative approach and the sequential solving of the temporal LP for each (  v  ∆  x  k l     ,   ∆  h  ∆  x  k l      )-pair the conventional approach.






5. Application to Real Data


In order to verify the performance of the described methods, both approaches, the alternative and the conventional approach, are applied to real data. The considered data set consists of the previously mentioned 64 SAR images collected by ERS 1/2. These data cover the Lower-Rhine-Embayment from May 1992 to December 2000 and they are stacked together to 161 D-InSAR images. The temporal data distribution is already shown in Figure 3. Again, pixels are defined as coherent if they have a coherence value greater or equal to 0.7 in at least 80% of the interferograms. For the whole ERS 1/2 scene this is the case for n = 143,213 pixels defining m = 429,336 arcs and r = 286,124 triangles.



Characteristic for the Lower-Rhine-Embayment are the mining regions. The coal mine Sophia-Jacoba in the mining region Erkelenz and the coal mine Emil Mayrisch in the mining region Aachen had been extracted underground until 1992 and 1997, respectively [4]. The resulting groundwater rise in the pits caused the Earth’s surface to lift again. In contrast, the three still active open-cast mines Garzweiler, Hambach and Inden in the Rhineland brown coal mining area are causing subsidence of the Earth’s surface. The aim is to detect these deformations with the help of a multitemporal D-InSAR analysis.



All pre-processing steps from the coregistration of the individual SAR images to the wrapped differential interferograms are done with the Remote Sensing Software Graz (RSG). To improve the ground deformation capability an effective noise-filtering and an efficient interferogram selection procedure is integrated according to [27]. For better analysis, the phase unwrapping step is performed twice externally in MATLAB©. The unwrapped phase gradients are included in RSG again for the final SBAS analysis which results in a mean deformation velocity map shown in Figure 10.



Since the phase gradients represent temporal and spatial double differences, both a temporal and a spatial reference must be chosen to overcome the datum defect. The spatial reference is a point in Cologne, since it can be assumed that the region in Cologne is stable. The first SAR observation in May 1992 is chosen as temporal reference.



Figure 10a shows the results using the conventional approach to estimate the motion model parameters and Figure 10b shows the results using the alternative way. First of all, both analyses show that the Earth’s surface around the still active open-cast mines Garzweiler and Hambach subsides in a range from   − 6   to   − 8   cm/yr. On the contrary, closing the mines Sophia-Jacoba in 1997 and Emil Mayrisch in 1992 causes the Earth’s surface to rise by a few cm/yr. On a more detailed examination of the results, the figures show isolated irregularities and jumps that may indicate a phase unwrapping error. It becomes clear that the poor redundancy at the borders causes problems. Especially with the conventional method there are jumps of ± 2 cm/yr in the south.



In Figure 11 deformation time series of five different points inside each of the six highlighted regions in Figure 10 are examined in more detail and compared with the closest leveling point. Therefore, the leveling data measured by GeoBasis NRW in a four-year cycle are used and evaluated in an individual adjustment following [32]. When comparing the two data sets, the problem of different spatial and temporal resolution and the problem of different temporal reference points occur. Since all examined points are generally within a radius of about 300  m , it is assumed that they should show a similar behavior, since the deformation should not change abruptly. Correctly, it would have to be taken into account that using D-InSAR only movements in line-of-sight can be observed. However, the leveling data refer to vertical height changes. Since only ERS 1/2 data of descending orbits are available for the work presented here, the separation into a horizontal and a vertical component is not possible and it has to be assumed that no horizontal movement takes place. The time offset is compensated by linearly interpolating the leveling data piecewise over time according to [33]. For each coherent pixel, a local offset is calculated using a weighted average. Figure 11 shows the corresponding deformation time series after applying the local offset. The results of the D-InSAR analysis using the conventional method are shown as black triangles and using the alternative method as light gray points. The leveling results are plotted as black squares. The reader is reminded that the vertical axes of the plots were chosen differently since the examined points show differently strong motions.



The pixels in test region 1 are located in Mönchengladbach, a very stable area where no large movements should take place, see Figure 11a. However, it is clearly visible that the conventional method indicates a strong uplift at one pixel. Looking at the associated phase gradients that contain this pixel, it becomes clear that the wrong motion model parameters were estimated. The mean deformation velocities are too extreme. For this special pixel, the alternative method works better. The estimated motion model parameters fit better to the adjacent pixels and to the leveling data.



A comparable example can be seen in the second test region in Gevenich, Linnich near the active open-cast mine Garzweiler, see Figure 11b. Brown coal mining causes the Earth’s surface to subside by a few centimeters. However, one point shows an extreme decrease. In this case, the conventional method also fails and leads to incorrect motion model parameters at the associated phase gradients.



Figure 11c shows pixels in Jülich near the still-active open-cast mines Inden and Garzweiler. Again, there is a decrease and one pixel differs slightly from its neighboring pixels. The conventional method yields another slightly stronger decrease. However, this stronger decrease is also detected by the closest leveling point. Thus, the behavior deviates from the surrounding pixels, but fits better to the leveling results.



In the following, three examples are shown in which both methods work well and provide comparable results. Figure 11d examines pixels in Thorr next to the open-cast mine Garzweiler. There is a clear decrease of the Earth’s surface which is recorded nearly equally by both methods and fits well with the leveling results.



The pixels in test region 5 are located in Aldenhoven in the basin of the mining region Aachen, see Figure 11e. As already mentioned, coal had been mined there until 1992. This can be seen in the corresponding subsidence of the ground which, however, slowly weakened at the end of 2000. The subsequent rise in the groundwater level causes a renewed uplift which is already becoming apparent at the end of the D-InSAR data. Again, both methods provide identical results and agree with the leveling data.



The last considered test region is located in Wassenberg near the mining region Erkelenz where coal mining took place until 1997. The resulting subsidence is reflected much more strongly in the D-InSAR data than in the leveling data. The following flooding of the mine galleries leads to a renewed uplift of the Earth’s surface which becomes clearly visible in the temporally more highly resolved D-InSAR data in 2000. Once again, both methods lead to nearly the same motion model.




6. Discussion: Analysis for Different Scenarios


For a more general conclusion, the studies are repeated for different simulated scenarios. The noise level per SAR image varies from 0.1 to   0.6   rad. Figure 12 shows the percentage of correctly unwrapped gradients for the entire D-InSAR stack depending on the noise level. For a noise level till   0.5   rad the results described above are confirmed. For a noise level of   0.6   rad it looks different. In this case, the search algorithm with Nelder–Mead, shown as dark gray bars, provides the best results. For a higher noise level, the EPC values are very small and there is no significant global maximum. Figure 13 shows the relative frequency of the occurring EPC values found by simulated annealing for the different noise levels. The darker the color of the histogram, the higher the noise. Furthermore, Figure 14 shows exemplary for one spatial arc of the simulated D-InSAR stack with a noise level of   0.6   rad the iteratively solved cost function (Figure 14a) and the EPC (Figure 14b). It is obvious that the EPC reaches very small values and that there is no significant maximum. Although simulated annealing and the grid search method find the global maximum, the reference values are at a slightly smaller EPC value with motion model parameters near 0. Since there are several local maxima, the Nelder–Mead algorithm ends near the starting solution, which in this case fits better to the reference.



With a higher noise level and thus smaller EPC values, the estimated motion model cannot be reliably estimated. In such cases, it is better to use a motion model that corresponds to a local maximum close to 0 instead of using an extreme motion model, which is very unreliable and may lead to phase unwrapping errors. Based on this conclusion, the idea is to use a modified search algorithm. This search algorithm relies on the results of simulated annealing as long as the EPC value is above a certain threshold and for smaller values, it is assumed that the motion model could not be estimated reliably and instead, the local maximum around 0 is taken using the Nelder–Mead method. For this simulation, the threshold is set to 0.3 rad based on the histogram in Figure 13.



For the arc analyzed in Figure 14b, the optimum point found by this modified algorithm is marked as a white triangle that fits better to the reference as the solution found by simulated annealing. A corresponding overall result of the percentage of correctly unwrapped phase gradients is shown as white bars in Figure 12. For a noise level till   0.5   rad the results are identical to simulated annealing and the grid search algorithm. However, with a noise level of   0.6   rad an improvement can be seen, also with respect to the conventional way by minimizing the costs of the temporal LP in an iterative search process.



Considering the real ERS 1/2 data set, the resulting EPC values using simulated annealing are only in 0.1% of cases below the selected threshold of 0.3 rad. So in most cases, simulated annealing will estimate reliable motion model parameters. However, if the data is extremely noisy, it would be better to use the modified search algorithm.




7. Conclusions


This paper focuses on the three-dimensional EMCF algorithm. The inclusion of the temporal relationship between the interferograms results in a higher percentage of correctly unwrapped phase gradients. However, the disadvantage is that the motion model parameters   v  ∆  x  k l      and   ∆  h  ∆  x  k l       which are necessary during the temporal phase unwrapping, have to be estimated in an iterative search process.



Therefore, a special search space is defined and divided into certain step widths. For each (  v  ∆  x  k l     ,   ∆  h  ∆  x  k l      )-pair the temporal LP is solved searching for the minimal cost value. The problem is that the choice of the search space is not straightforward and should, therefore, be as large and fine as possible. This results in very long run times. Moreover, due to the discrete optimization function, the minimum is not necessarily unique.



This paper presents an alternative way to estimate the motion model by maximizing the continuous EPC function. Different optimization algorithms are compared to find the global maximum. Applied to the simulated data, it could be shown that this alternative way works. When high noise is expected, a modified approach combining simulated annealing and Nelder–Mead is recommended. Since the temporal LP only has to be solved once and not iteratively, the alternative method is much faster in run time and is thus well suited for the processing of large data sets.



When applied to real data, the alternative method has also shown its efficiency. Compared to leveling data, the crucial movements are correctly detected. In some pixels, it could even be shown that the alternative method estimates a better motion model than the conventional method.
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Figure 1. Spatial Delaunay triangulation for an example of four pixels. To ensure that the solution is rotation-free, the sum of the unwrapped phase gradients in one triangle has to be zero. 
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Figure 2. Dual graph of Figure 1. The constraints of the primal problem define the new nodes with node potential b. The arcs connect these nodes by cutting the arcs of the primal graph. 
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Figure 3. Temporal triangulation related to the small baseline subset (SBAS) method. The white dots represent the individual SAR scenes at the individual acquisition times with corresponding orthogonal spatial baseline relating to the master scene. The black lines represent the interferograms. 
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Figure 4. Temporal relationship for one spatial arc. The thickly marked line is analysed in time. To ensure that the solution is rotation-free in the temporal plane, the sum of the three phase gradients has to be zero. 
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Figure 5. Workflow for generating simulated interferometric phases. The simulated SAR images consist of a ground settlement, a topographical error and a noise part. On this basis, interferograms are generated, which in turn are provided with noise. 
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Figure 6. Coherent pixels of simulated ground settlement depression for one interferogram with a temporal baseline of   ∆  t  α β     = 315 days and an orthogonal spatial baseline of   ∆  b  ⊥ , α β     = −217.645 m. 
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Figure 7. Percentage of correctly unwrapped phase gradients depending on the temporal baseline. The results of the extended minimum cost flow (EMCF) algorithm are shown as black bars. The gray bars represent the results of the MCF algorithm without considering the temporal information. 
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Figure 8. Cost values and corresponding ensemble phase coherence (EPC) values for two simulated spatial gradients. The black triangles in the left figures symbolize the optimal point resulting from the iterative search process where the costs of the temporal linear program (LP) are minimized. For comparison, the black star is the reference solution. The other symbols in the right figures represent the optimum point from maximizing the EPC. The gray square is obtained using the Nelder–Mead method, the gray triangle using the grid search process and the light gray point using simulated annealing. The black point represents the starting solution. 
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Figure 9. Percentage of correctly unwrapped phase gradients depending on the temporal baseline. The motion model is estimated with different approaches. The black bars show the results of the conventional way by minimizing the costs of the temporal LP in an iterative search process. The dark gray bars show the results using the Nelder–Mead method to estimate the motion model by maximizing the EPC, the middle gray bars when using the grid search method and the light gray bars when using simulated annealing. 
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Figure 10. Mean deformation velocity map of the Lower-Rhine-Embayment based on ERS 1/2 data from May 1992 to December 2000. The deformation model is estimated using the conventional and the alternative approach. The highlighted test regions 1 to 6 are examined in more detail as a time series in Figure 11. 
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Figure 11. Deformation time series of five points lying in each of the six highlighted test region shown in Figure 10. The black triangles are the results using the conventional approach and the light gray points are the results using the alternative way. For comparison the black squares indicate the data from the closest leveling point. 
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Figure 12. Percentage of correctly unwrapped phase gradients depending on the noise level. The motion model is estimated with different approaches, see different gray levels already described in Figure 9. The additional white bars show the results using a modified search algorithm combining simulated annealing and the Nelder–Mead method. 
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Figure 13. Relative frequency of occuring EPC values using simulated annealing. The darker the color of the histogram, the higher the noise level. It varies from   0.1   rad to   0.6   rad. 
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Figure 14. Cost values and corresponding EPC values for one spatial arc of the simulated D-InSAR stack with a noise level of 0.6 rad. The black triangle in the left figure shows the results of the conventional way. The black star is the reference solution. The gray square in the right figure shows the results using the Nelder–Mead method for maximizing the EPC, the gray triangle when using the grid search method, the light gray point when using simulated annealing and the white triangle when using a modified search algorithm combining simulated annealing and the Nelder–Mead method. The black point represents the starting solution which is necessary for some algorithms. 
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