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Abstract

:

This study presents a comparative study of multispectral and RGB (red, green, and blue) sensor-based cotton canopy cover modelling using multi-temporal unmanned aircraft systems (UAS) imagery. Additionally, a canopy cover model using an RGB sensor is proposed that combines an RGB-based vegetation index with morphological closing. The field experiment was established in 2017 and 2018, where the whole study area was divided into approximately 1 x 1 m size grids. Grid-wise percentage canopy cover was computed using both RGB and multispectral sensors over multiple flights during the growing season of the cotton crop. Initially, the normalized difference vegetation index (NDVI)-based canopy cover was estimated, and this was used as a reference for the comparison with RGB-based canopy cover estimations. To test the maximum achievable performance of RGB-based canopy cover estimation, a pixel-wise classification method was implemented. Later, four RGB-based canopy cover estimation methods were implemented using RGB images, namely Canopeo, the excessive greenness index, the modified red green vegetation index and the red green blue vegetation index. The performance of RGB-based canopy cover estimation was evaluated using NDVI-based canopy cover estimation. The multispectral sensor-based canopy cover model was considered to be a more stable and accurately estimating canopy cover model, whereas the RGB-based canopy cover model was very unstable and failed to identify canopy when cotton leaves changed color after canopy maturation. The application of a morphological closing operation after the thresholding significantly improved the RGB-based canopy cover modeling. The red green blue vegetation index turned out to be the most efficient vegetation index to extract canopy cover with very low average root mean square error (2.94% for the 2017 dataset and 2.82% for the 2018 dataset), with respect to multispectral sensor-based canopy cover estimation. The proposed canopy cover model provides an affordable alternate of the multispectral sensors which are more sensitive and expensive.
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1. Introduction


Numerous studies are being conducted on cotton crop growth monitoring for precision agriculture. Cotton is an important crop in the state of Texas, which produces more than 50% of the total cotton produced by the entire country, comprising a spatial coverage of around six million acres [1]. Recent advances in genetic engineering and genomics have significantly accelerated the breeding process of cotton [2]. There is a growing need for phenotyping to match this high pace breeding process. Consequently, plant breeders and agriculture scientists have recognized the need for a high-throughput phenotyping (HTP) system that can efficiently measure phenotypic traits such as crop height, volume, canopy cover, and vegetation indices (VIs) with reasonable accuracy [3]. An accurate phenotyping process is very critical for the reliable quantification of phenotypical traits to select the genotypes of interest. HTP is an extensively discussed phenomenon; however, until recently, its implementation has been rather fragmentary [4]. The change in this situation has been mainly attributed to the recent developments in unmanned aircraft systems (UAS). Lightweight platforms combined with consumer grade imaging sensors have provided an affordable system to perform the necessary remote sensing activities for precision agriculture, especially with low altitude flights that provide high temporal and spatial resolution data [5,6,7,8].



In this paper, canopy cover (CC), which is commonly expressed as the percentage of total ground areal coverage by the vertical projection of plant canopy, is studied. Plant canopy cover is strongly related to crop growth, development, water use, and photosynthesis, which makes it an important trait to be observed throughout the growing season [9]. In addition, CC is an important ancillary variable in the estimation of the leaf area index (LAI) [10]. Various remote sensing techniques have been employed in the literature to compute CC, and these include satellite imagery with varying degree of resolutions [11,12,13,14,15], airborne imagery [16] and light detection and ranging (LiDAR) data [17,18]. Satellite imagery has the advantage of providing large spatial coverage. However, coarser spatial resolution limits its application in computing CC over small breeding fields where genotype screening is the objective. Moreover, the temporal resolution of satellite imagery is also not enough for phenotypic applications. Furthermore, satellite imagery is highly affected by cloud cover and other atmospheric conditions [19]. On the other hand, aerial imagery usually has a higher spatial resolution, but it has fewer spectral bands as compared to satellite imagery [20]. CC estimation using LiDAR data can be slightly biased in visual interpretation; however, in general, it is particularly useful in the estimation of vertical canopy cover and angular canopy closure which is otherwise difficult to compute [21]. Terrestrial and airborne LiDAR data have been successfully used to compute CC in the literature [22,23]. However, data collection frequency has remained a significant issue, as LiDAR sensors and airborne imaging sensors are relatively expensive compared to UAS. Recently, UAS have emerged as an alternate to the satellite, airborne imaging sensors or LiDAR sensors to estimate CC, and this approach is more affordable and could provide higher temporal and spatial resolution [24,25,26,27,28]. UAS-based CC measurements have been efficiently used to estimate LAI [29,30] and have been used as one of the comparison parameters to quantify the difference between various crop management practices throughout the growing season [31]. Moreover, a recent study conducted over maize field indicated that UAS-based CC is significantly correlated with the grain yield [32].



CC computation using multispectral (MS) sensors has gained more popularity over RGB(red, green, and blue)-based CC, with the primary reason being that the MS sensor is more stable over time and remains relatively unaffected by changes in environmental conditions (e.g., sunlight angle and cloud cover) throughout the crop growing season due to its irradiance sensor [3,7,33,34]. However, MS sensors are more sensitive and expensive compared to RGB sensors. RGB-based CC estimation methods can be divided into two categories, namely the thresholding method and the pixel classification method. Thresholding methods require the specification of the color thresholds or the ratios to identify canopy pixels. Pixel classification methods use a supervised or unsupervised pixel-wise classification method to identify canopy pixels. Though pixel classification methods are highly accurate, they are time consuming and computationally extensive. Supervised classification methods require training samples to be collected, which is expensive and prone to human error. However, pixel classification methods are particularly useful to calibrate thresholding methods [35]. There is an ample amount of work in the literature that has used RGB sensors to compute CC. Early work in this direction includes the quantification of turfgrass cover using digital image analysis by Richarson et al., (2001) [36]. Lee and Lee, (2011), estimated canopy cover over the rice field using an RGB sensor [37]. Patrignani and Ochsner, (2015), developed the Canopeo algorithm to extract fractional green canopy cover [38]. Despite having a significant amount of previous literature exploring RGB-based CC estimation, there is a scarcity of work that compares different CC estimations throughout the crop growing season. Torres-Sánchez et al., (2014), [39] developed a multitemporal CC framework for a wheat field using UAS-based RGB images. However, it was limited to early season CC estimation only. Moreover, the highest accuracy that they achieved in mapping CC was less than 92%. Fang et al., (2016), [40] presented a case study of CC estimation using UAS-based MS sensor data over an oilseed rape. However, their study was aimed to provide CC estimation and flower fraction for the crop species that have conspicuous non-green flowers or fruits. Moreover, they primarily used MS sensor-based CC estimation methodology in their study, with only one RGB-based CC estimation approach that only worked efficiently during the vegetative period. Marcial-Pablo et al., (2019), [41] compared CC estimation using RGB and MS sensor-based vegetation indices over a maize field. Their results suggested that RGB-based CC estimation can be useful in the early-season growth stage of the crop, while later in the season CC estimation, using MS sensor-based indices was more accurate. Moreover, the accuracy of the CC estimation was also dependent on automatic thresholding using the Otsu method. Lima-Cueto et al., (2019), [42] used 11 VIs to quantify vegetation cover in olive groves, and they suggested that MS sensor-based CC had better accuracy as compared to RGB-based CC. A consistent observation in the aforementioned case studies was that RGB-based CC estimation was not efficient in the late season. Therefore, the objective of this study was not only to compare various RGB-based CC estimation methods with MS sensor-based CC estimation but also to improve RGB-based CC estimation to provide a more affordable option to breeders and agriculture scientists, particularly in late season.




2. Materials and Methods


2.1. Study Area and Sensors


A field experiment was established at the Texas A&M AgriLife Research and Extension Center in Corpus Christi, TX (Latitude 27°46’59” N and longitude 97°34’13” W). The trial consisted of 5 cotton genotypes from the Texas A&M AgriLife Cotton Breeding Program (presented in Figure 1). Genotypes were planted 22 March 2017 in skip and solid row patterns (i.e., one- or two-row plots, respectively), and each was replicated four times. For canopy cover estimation, another field experiment was established at the same location in 2018. The trial consisted of 10 cotton genotypes from the Texas A&M AgriLife Cotton Breeding Program. Genotypes were planted in the first week of April in skip and solid row patterns. To maintain the integrity of the experiment, only part of the field which is highlighted by yellow boxes in Figure 1, was considered for both 2017 and 2018, as the selected area was the only area which had an alternate pattern of skip and non-skip rows and a common variety. The selected area was divided into 1 x 1 m size grids. The number of grids in 2017 and 2018 experiments was 300 and 600, respectively.



RGB and MS sensors were used for this study, as presented in Figure 2. A DJI Phantom 4 Pro (SZ DJI Technology Co., Ltd., Shenzhen, China) was used for RGB data collection. It comprised a 3-axis gimbal-stabilized RGB sensor with a resolution of 20 mega pixels. MS data were collected using the DJI Matrice 100 platform (SZ DJI Technology Co., Ltd., Shenzhen, China) with a SlantRange 3p sensor (Slantrange Inc, San Diego, CA) equipped with integrated solar spectrometer for frame-to-frame, radiometrically accurate reflectance measurements. The sensor has a spatial resolution of 4.8 cm/pixel at 120 m above ground level. It collects data using four spectral bands, namely green, red, red-edge, and near infrared bands, for which the peak wavelengths are presented in Table 1.




2.2. Data Collection and Preprocessing


Data collection and preprocessing was followed from the method of Ashapure et al. (2019) [31]. UAS data (both MS and RGB) were collected over the experimental field on a weekly basis. Table 2 presents the flight specifications for both RGB and MS data collection. A total of eleven and ten flights were conducted in 2017 and 2018, respectively, using RGB and MS sensors. The overlap for MS sensor data collection was 70%, and it was 80%–85% for RGB sensor data collection. In 2017, the altitude was about 20 m for the RGB sensor and 25 m for the MS sensor. In 2018, the flight altitude for RGB and MS sensors was 35 and 47 m, respectively. Provided the experimental field was in a coastal area, wind speed and rain were the potential factors to be considered before every flight. Most flights were conducted between 10:00AM and 2:00PM, except under unfavorable weather conditions, such as a wind speed greater than 15 mph or raining. Moreover, the temperature variation throughout the growing season varied between 79 and 96 °F.



Generally, UAS are equipped with a consumer grade global positioning system (GPS) that do not have satisfactory location accuracy for aerial mapping applications. To overcome this problem, semi-permanent ground control points (GCPs) with a high reflectance were installed over the study area. The GCPs were surveyed using a dual frequency, post processed kinematic (PPK) GPS system, 20 Hz V-Map Air model (Micro Aerial Project L.L.C., Gainesville, FL). Images obtained from the UAS platform with significant overlaps along with the 3D coordinates of the GCPs were imported to Agisoft Photoscan Pro (Agisoft LLC, St. Petersburg, Russia), which uses structure from motion (SfM) photogrammetry algorithms to derive high dens 3D point clouds, fine spatial resolution 2D orthomosaics, and digital surface models (DSM). The SfM refers to the process of finding the three-dimensional structure of an object by analyzing local motion signals over time [43].




2.3. Canopy Cover Computation


The percentage CC was computed as the ratio of canopy area to the total area of the grid computed using Equation (1), where GSD is ground sampling distance. An RGB orthomosaic image was converted into a binary image, where zero represents non-canopy pixels and one represents canopy pixels. As the whole field was divided into a square meter grid by using Equation (1), a grid-wise percentage CC was computed (As shown in Figure 3).


  CC   =  (      ∑  ​   (  G C  D 2   )      i f   C a n o p y   P i x e l     ∑  ​   (  G C  D 2   )         )  × 100 ,  



(1)







As mentioned earlier, MS sensor-based CC estimation is considered, in the literature, as the most reliable estimation technique that uses a normalized difference vegetation index (NDVI) to separate the canopy from the non-canopy areas (computed using Equation (2) [44]). SlantView, the software developed for the SlantRange 3p MS sensor, was used for the radiometric calibration in order to accurately compare the crop conditions across datasets collected in varying lighting conditions throughout the day and growing season. A detailed visual inspection was performed to find a threshold NDVI value to separate the canopy area from the non-canopy area in the image throughout the growing season regardless of the growth stage.


  NDVI   =  (    N I R − R e d   N I R + R e d      )  ,  



(2)







To investigate the accurate CC estimation using the RGB-based sensor, which is equivalent to CC estimation using NDVI, a pixel-wise classification method was implemented; this is presented in Figure 4. As found in the literature, pixel classification methods are considered highly accurate for separating the canopy and non-canopy classes, and they are mainly used to calibrate RGB-based methods [35,38,45]. A pixel classification method based on K-means clustering was used to compare the RGB-based methods that use vegetation indices to separate canopy areas from non-canopy areas. Initially, K-means clustering with five classes was applied to the RGB orthomosaics, considering five potential classes representing soil, shadow, cotton bolls, green canopy and brown canopy, as presented in Figure 4. After assigning the class labels to the clustered map, it was validated using ground-truth samples collected over RGB orthomosaics using visual inspection, and the overall classification accuracy was found to be at least 97%. Later, soil, shadow and cotton bolls were merged and assigned as non-canopy, and green and brown canopy were merged and identified as canopy classes. However, as pixel-wise classification-based CC estimation is computationally extensive, its implementation was solely done with an intention to investigate the maximum achievable performance using the RGB-based sensors and to compare it with MS sensor-based CC estimation.



In this study, four different RGB-based methods were used, namely Canopeo, the excessive greenness index (ExG), the modified green red vegetation index (MGRVI) and the red green blue vegetation index (RGBVI), to generate the binary images to separate canopy areas from non-canopy areas (Table 3).



The overall procedure to compute the CC binary map using RGB vegetation indices is presented in Figure 5. The Canopeo algorithm resulted in a binary map that separated canopy areas from non-canopy areas; however, applying vegetation indices over the RGB mosaics resulted in a grayscale image. Similar to the NDVI, an empirical evaluation was performed over all the grey scale vegetation index maps to decide a threshold value for the ExG, the MGRVI and the RGBVI that could separate canopy areas from non-canopy areas. A detailed visual inspection was performed to determine a threshold value to separate canopy areas from non-canopy areas in the image throughout the growing season, regardless of the growth stage. Considering the homogeneity of the crop, only a subset of the image was used to determine the threshold, and the threshold chosen for each VI is presented in Table 4. The demonstration of visual inspection is presented in Figure 6, where a subset of an early stage and a mature stage RGB image of the same area is considered. Originally for all the RGB images in the growing season, a range of threshold values with a step size of 0.01 was applied to a subset area in the images to generate binary map using the grayscale VI map of the subset area. However, for the demonstration, only one VI (ExG) image was considered, and this was generated using one early stage (image taken on 7 June 2017) and one mature stage (image taken on 10 July 2017) RGB image with a range of threshold values and a step size of 0.02. It can be observed from Figure 6 that variation in threshold values did not affect the binarization of the early stage image, as most of the canopy was green. However with the higher threshold (0.22), the binary image had some canopy pixels not classified as canopy due to their darker color. The effect of variation in threshold was more significant in the mature stage image. A lower threshold value of 0.18 resulted in a lot of non-canopy pixels classified as canopy, especially the shadow pixels. A slightly higher threshold value of 0.22 resulted in more conservative classification that omitted a substantial number of canopy pixels. Visual inspection suggested that the threshold value of 0.2 resulted in a most appropriate classification for the ExG. Similarly, other VIs were also examined under visual inspection to select a single threshold value for all the images in the growing season.



RGB-based vegetation indices accurately identified healthy green canopy; however, later in the season as the canopy started to change the color, their ability to identify canopy deteriorated. To further improve the binary map (indicating canopy and non-canopy areas), a morphological closing operation was performed. The morphological closing operation is a combination of dilation and erosion, and it helps to remove small holes while keeping the separation boundary intact [48]. For this experiment, a 3 × 3 kernel window over one iteration was used to perform closing operation.





3. Results


The CC grid maps at each flight for both 2017 and 2018 are presented in Figure 7 and Figure 8, respectively. The visual inspection of the grid maps revealed that the percentage canopy cover increased in the growing season and reached its plateau right after the middle of the season (19 June for the 2017 experiment and 13 June for the 2018 experiment). Later in the season, it was observed that the percentage CC started to slightly decrease with the canopy senescence. For the 2017 experiment, a rapid decay in CC was observed between 18 July and 23 July due to a common practice in the cotton fields known as defoliation, which prepares the crop for harvesting. A similar effect was observed in the 2018 experiment between 9 July and 19 July.



Following the methodology presented in Figure 4 using RGB images, K-means clustering-based classification maps were generated considering five clusters which were later labeled to represent soil, cotton boll, shadow, green canopy, and brown canopy. Later, binary maps were generated by merging soil, cotton boll and shadow classes to indicate non-canopy, while brown canopy and green canopy classes were merged to indicate canopy pixels. The comparison of the average CC per grid using the NDVI and K-means (also referred as RGB reference) is presented in Figure 9 and Figure 10 for the 2017 and 2018 experiments, respectively. From both the 2017 and 2018 experiments, it was observed that the NDVI-based and RGB reference-based average CC per grid followed the same trend throughout the growing season, and there was a one-to-one correspondence between the two when plotted as a straight line at an intercept of one with very high R2 values (0.98 for 2017 and 0.97 for 2018). The results indicated that it is possible to achieve the same level of performance using the RGB-based sensor as that of the MS sensors using NDVI. However, the purpose of the RGB reference CC estimation was only to provide a comparison reference for the MS sensor-based CC estimation.



Using RGB images, four thresholding-based CC estimation methods were implemented, namely Canopeo, the ExG, the MGRVI and the RGBVI. Along with the NDVI-based average CC estimation per grid, the average CC estimation per grid in the growing season for each RGB-based CC estimation method before and after applying morphological closing (MC) is presented in Figure 11 and Figure 12 for the 2017 and 2018 experiments, respectively. It can be observed from Figure 11 that, early in the growing season, the average CC estimated by all the methods was in agreement with very less variation and followed the same increasing trend as the NDVI-based estimation. However, the Canopeo and ExG methods reached their peak early in the season (7th June), as compared to other methods. The main reason for this was that they were accurately identifying healthy green canopy, but later, as the canopy started to change color from green to yellow and eventually to brown, they were not as efficient as other methods to identify the matured canopy. Moreover, after they reached their peak, they rapidly started to decrease later in the season, commensurate with the rate of change of color in the canopy in the later season. As can be observed from Table 5, the average root mean square error (RMSE) of the percentage CC turned out to be highest amongst all (17.87 for Canopeo and 16.97 for the ExG). The MGRVI showed a slightly better performance over Canopeo and the ExG, and it was able to identify mature canopy. However, in comparison to the NDVI, it also reached its peak relatively early. The RGBVI turned out to be the most efficient method to estimate CC, as, especially later in the season, it outperformed the other RGB-based methods. However, the RGBVI still could not match the NDVI-based CC estimation. It was noticed that morphological closing significantly improved the CC estimation, and the average RMSE with the NDVI-based CC estimation was substantially reduced (Table 5).



A similar trend was observed in the performance of thresholding-based CC estimation methods in the 2018 experiment (Figure 12). Canopeo and the ExG method had the higher RMSE, as compared to other methods (Table 5). However, CC estimation values of 2018 experiment were slightly higher compared to CC estimation values of 2017 experiment. The RGBVI turned out to be the most efficient CC estimation method amongst all. The application of the morphological closing operation significantly reduced the RMSE. It was observed that morphological closing operation resulted in slightly better performance in the 2018 experiment as compared to the 2017 experiment. It was noticed that in the 2018 experiments, the spatial resolution of the RGB images was slightly lower than the 2017 experiments. However, the difference in the spatial resolution was not much (difference of ~0.2cm), and a slight decrease of the GSD might contribute to the better classification and later filtering performance because a very high resolution leads to more details being observed, which could be undesirable when the information class under consideration is more general. Furthermore, a little difference in the CC growth pattern in two years was observed, which was a function of weather conditions (such as daily temperature and precipitation) and the type of genotype planted.




4. Discussion


Recent years have witnessed an upsurge in UAS and sensor technology, an upsurge which has made it possible to collect high temporal and spatial resolution data over crops throughout the growing season. The main objective of this study was to provide a comparison framework between MS sensor-based CC estimation and RGB-based CC estimation, as very scarce attention has been paid to explore different VIs generated using UAS-based sensors to compute canopy cover in the literature. As mentioned in the literature, MS sensor-based CC estimation is more accurate and stable because it accounts for the live canopy based on the chlorophyll content present in the canopy, and this content is highly reflected in the near-infrared (NIR) band; hence, the canopy varieties which are not green in color can be correctly accounted for. Moreover, changes in the color as the season progresses can also be identified accurately. However, the accuracy of the NDVI is a function of the type and quality of the multispectral sensor used to collect the image. In this study, temporal NDVI maps were comparable, despite changes in lighting conditions over different flights throughout the season, as they were generated from multispectral data collected using the SlantRange 3p sensor that performed radiometric calibration. The RGB-based CC estimation performed inadequately if the plant color deviated from green, which was confirmed by the experiments performed in both 2017 and 2018.



Except for the Canopeo method, all the other RGB VIs considered in this study required a threshold to be applied in order to separate canopy areas from non-canopy areas. In previous studies, the Otsu method has mostly been used for automatic thresholding [41]. The Otsu method resulted in an accurate thresholding early in the season, as the image had a mostly bimodal histogram and the variances of the spectral clusters were small compared to the mean difference. However, later in the season, thresholding by the Otsu method was questionable, because, as the season progressed, the variance in the spectral signature of the canopy increased, and, closer to senescence, the image no longer possessed a bimodal histogram due to the emergence of new spectral classes such as open cotton bolls. Consequently, in this study, the VIs were examined under visual inspection to select a single threshold value for all the images in the growing season. It was observed that the selected single threshold value successfully classified canopy pixels. Though they were less affected due to senescence as compared to the RGB-based VIs, the overall NDVI values still decreased in the late season; however, the selected single threshold value successfully classified canopy pixels with reasonable accuracy based on visual interpretation. Since this study was limited to the cotton crop, the threshold value might differ for other crops, and there might be a different trend observed in response to the senescence in the growing season. In future, an efficient thresholding method that can classify canopy regardless of growth stage would help automate the process.



As previous studies have affirmed that RGB-based CC estimation efficiently works early in the season [40,41], it was also observed in this study that early in the season, both the MS- and RGB-based CC estimations were in agreement and followed a similar increasing trend. Moreover, in previous studies, MS sensor-based CC estimation has been found to be more accurate in the later season as compared to RGB-based CC estimation [41]. In this study, it was observed that as the season progressed, MS sensor-based CC estimation kept on increasing, but RGB-based CC estimation peaked early and started to drop relatively rapidly for both the 2017 and 2018 experiments. Nevertheless, the RGBVI outperformed other RBG-based CC estimation methods, though still not close enough to match the estimation by MS sensor-based CC estimation. That led to the question “is it possible to achieve the same level of accuracy by using RGB-based CC estimation as that of the NDVI-based CC estimation?” With the aforementioned objective, a K-means clustering-based CC estimation method was implemented, and this was tested by using ground truth samples for the canopy and non-canopy classes. It was observed that K-means clustering-based approach matched the accuracy level of the MS sensor-based CC estimation. However, there was a requirement to investigate any scope for an improvement to the RGB-based CC estimation approach, as the K-means clustering-based approach, or any classification-based approach is accurate but computationally extensive, especially in its parameter tuning and demand for ground truth sample collection, which is labor-intensive and time consuming. The objective of this study was to improve the RGB-based CC estimation approach. It was noticed that, later in the season, RGB-based indices were not able to capture the canopy pixels that were not green, which resulted in CC maps with a lot of small holes. The morphological closing operation proved to be a solution to this problem and helped to fill very small holes and keep the boundary of the canopy intact. In both the 2017 and 2018 experiments, it was noticed that applying the morphological closing operation significantly improved the performance of the RGB-based CC estimation. The RGBVI with morphological closing applied was found to have a CC estimation very close to the NDVI-based CC estimation. With the proposed approach, a more affordable alternate to the MS sensor can be provided to estimate CC.




5. Conclusions


A comparative study was performed to evaluate CC estimation using an RGB sensor. With a multi-year CC analysis, MS sensor-based CC estimation was used as a reference, as it is considered a stable and accurate form of estimation. The correlation of RGB reference-based CC estimation with MS sensor-based CC estimation ensured the feasibility of using an RGB sensor to match the MS sensor-based CC estimation. An analysis of RGB-based methods suggested that the RGBVI was more tolerant to changes in the color of the canopy when the canopy started to senescence. Moreover, when applied with the morphological closing operation, the RGBVI-based CC estimation was found to be as accurate as MS sensor-based CC estimation, with an average RMSE of less than three percent. CC is a good predictor variable for plant growth parameters. As multispectral sensors are more sensitive and expensive, the proposed RGB-based CC estimation could provide an affordable alternate to agriculture scientists and breeders. In the future, this methodology will be investigated on other crops, as there might be a different trend observed in response to senescence in the growing season.
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Figure 1. Experimental field setup consisted of cotton in skip and solid row patterns in: (a) 2017 and (b) 2018. The experimental field setup is presented with an RGB (red, green, and blue) orthomosaic of the study area on June 7, 2017, and June 6, 2018. 
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Figure 2. RGB and multispectral sensors used for data collection. (a) The DJI Phantom 4 Pro for RGB and (b) the DJI Matrice 100 platform with the SlantRange 3p sensor for multispectral data collection. 
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Figure 3. Canopy cover estimation from the orthomosaic images (Red square: individual crop grid, and each grid is 1 × 1 m): an RGB orthomosaic image collected using the unmanned aerial systems (UAS) platform, followed by the binary classification results of the orthomosaic image, where white represents the canopy class and black represents the non-canopy class; the last image represents the grid-wise estimated canopy cover (CC). 
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Figure 4. K-means clustering-based pixel classification method workflow where the orthomosaic is classified into five classes, and, later, classes are merged into two clusters, namely canopy and non-canopy. The RGB orthomosaic presented was captured on 19th June 2017. 
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Figure 5. Procedure to generate a binary map that indicates canopy and non-canopy areas. Applying the vegetation index over the RGB orthomosaic resulted in a grayscale image. By applying thresholding, a binary image was generated. Lastly, morphological closing was applied over binary image to improve binary classification. The presented RGB orthomosaic was captured on 10 July 2017, and the excessive greenness index (ExG) was the VI used for the demonstration of the methodology. 
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Figure 6. Procedure to select appropriate threshold value to generate a binary map that indicates canopy and non-canopy areas. The first images are a subset of RGB images captured on 7 June 2017 and 10 July 2017. Second images are the result of applying the vegetation index (ExG) over RGB images. The next three images are the result of applying varying threshold values that were superimposed on the original RGB images (the canopy classified pixels are represented by the red color, and non-canopy pixels were set to transparent). 
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Figure 7. CC grid maps generated at each flight in growing season using normalized difference vegetation index (NDVI) maps for the 2017 dataset. 
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Figure 8. CC grid maps generated at each flight in growing season using NDVI maps for the 2018 dataset. 
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Figure 9. For the 2017 experiment: (a) the average NDVI and RGB reference-based percentage CC for each flight in the growing season; (b) a comparison of the NDVI and RGB reference-based percentage CC techniques with R2. 
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Figure 10. For the 2018 experiment: (a) the average NDVI and RGB reference-based percentage CC for each flight in the growing season; (b) a comparison of the NDVI and RGB reference-based percentage CC techniques with R2. 
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Figure 11. For the 2017 experiment, the average CC estimation per grid using the NDVI-based CC estimation throughout the growing season, along with the average CC estimation using (a) Canopeo, (b) the ExG, (c) the modified green red vegetation index (MGRVI) and (d) the red green blue vegetation index (RGBVI), before and after applying the morphological closing (MC) operation. 
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Figure 12. For the 2018 experiment, the average CC estimation per grid using the NDVI-based CC estimation throughout the growing season, along with the average CC estimation using (a) Canopeo, (b) the ExG, (c) the MGRVI and (d) the RGBVI, before and after applying the morphological closing (MC) operation. 
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Table 1. Peak wavelength and FWHM (full width at half maximum) for SlantRange 3p sensor bands.
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	SlantRange 3p Sensor Band
	Peak Wavelength (nm)
	FWHM (nm)





	Green
	560
	40



	Red
	655
	35



	Red-edge
	710
	20



	Near infrared
	830
	110
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Table 2. UAS data collection timeline and sensor-wise flight specification.
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Date

	
Flight Altitude (m)

	
Overlap (%)

	
Spatial Resolution (cm)




	

	
RGB

	
Multispectral

	
RGB

	
Multispectral

	
RGB

	
Multispectral






	
24 April 2017

	
20

	
30

	
85

	
75

	
0.51

	
0.93




	
5 May 2017

	
20

	
25

	
85

	
70

	
0.50

	
0.85




	
12 May 2017

	
20

	
25

	
85

	
70

	
0.51

	
0.81




	
20 May 2017

	
20

	
25

	
85

	
70

	
0.52

	
0.82




	
30 May 2017

	
20

	
25

	
85

	
70

	
0.51

	
0.85




	
7 June 2017

	
20

	
25

	
85

	
70

	
0.51

	
0.83




	
19 June 2017

	
20

	
25

	
85

	
70

	
0.52

	
0.81




	
5 July 2017

	
20

	
25

	
85

	
70

	
0.51

	
0.81




	
10 July 2017

	
20

	
25

	
85

	
70

	
0.50

	
0.83




	
18 July 2017

	
20

	
25

	
85

	
70

	
0.51

	
0.82




	
23 July 2017

	
20

	
25

	
85

	
70

	
0.51

	
0.82




	
23 April 2018

	
35

	
47

	
80

	
70

	
0.73

	
1.61




	
7 May 2018

	
35

	
47

	
80

	
70

	
0.69

	
1.65




	
14 May 2018

	
35

	
47

	
80

	
70

	
0.71

	
1.61




	
23 May 2018

	
35

	
47

	
80

	
70

	
0.71

	
1.64




	
1 June 2018

	
37

	
47

	
80

	
70

	
0.73

	
1.62




	
6 June 2018

	
35

	
47

	
80

	
70

	
0.72

	
1.61




	
13 June 2018

	
35

	
47

	
80

	
70

	
0.71

	
1.63




	
3 July 2018

	
35

	
47

	
80

	
70

	
0.71

	
1.61




	
9 July 2018

	
35

	
47

	
80

	
70

	
0.72

	
1.63




	
19 July 2018

	
35

	
47

	
80

	
70

	
0.70

	
1.62
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Table 3. RGB image-based vegetation indices and their formula.
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	Vegetation Index
	Formula
	Reference





	Canopeo
	  c a n o p y =  (   i 1  <  θ 2   )  ×  (   i 2  <  θ 1   )  × (  i 3  >  θ 3  )  

   i 1  =   r e d   g r e e n    ,    i 2  =   b l u e   g r e e n   ,      i 3  = 2 × g r e e n − b l u e − r e d  

     θ 1  = 0.95 ,      θ 2  = 0.95 ,    θ 3  = 20  
	[38]



	ExG
	2   G n  −  R n  −  B n     

   R n  =  R  R + G + B    ,    G n  =  G  R + G + B    ,    B n  =  B  R + G + B    
	[46]



	MGRVI
	      G 2  −  R 2     G 2  +  R 2      
	[47]



	RGBVI
	      G 2  − R × B    G 2  + R × B     
	[47]
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Table 4. Threshold chosen for vegetation indices (Vis) to separate canopy and non-canopy areas.
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	VI
	Threshold
	Range





	NDVI
	0.6
	0 to 1



	ExG
	0.2
	−2 to 2



	MGRVI
	0.15
	−1 to 1



	RGBVI
	0.15
	−1 to 1
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Table 5. Average RMSE of the thresholding-based CC estimation methods with respect to the NDVI-based CC estimation (%) throughout the growing season.
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RGB-Based Method

	
Average RMSE with Respect to NDVI-Based CC Estimation (%)




	
2017 Experiment

	
2018 Experiment




	
Before MC

	
After MC

	
Before MC

	
After MC






	
Canopeo

	
17.87

	
13.34

	
15.56

	
9.73




	
ExG

	
16.97

	
13.00

	
15.51

	
8.67




	
MGRVI

	
13.11

	
10.35

	
14.34

	
6.95




	
RGBVI

	
7.44

	
2.94

	
8.85

	
2.82
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