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Abstract

:

The daily position time series derived by Global Navigation Satellite System (GNSS) contain nonlinear signals which are suitably extracted by using wavelet analysis. Considering formal errors are also provided in daily GNSS solutions, a weighted wavelet analysis is proposed in this contribution where the weight factors are constructed via the formal errors. The proposed approach is applied to process the position time series of 27 permanent stations from the Crustal Movement Observation Network of China (CMONOC), compared to traditional wavelet analysis. The results show that the proposed approach can extract more exact signals than traditional wavelet analysis, with the average error reductions are 13.24%, 13.53% and 9.35% in north, east and up coordinate components, respectively. The results from 500 simulations indicate that the signals extracted by proposed approach are closer to true signals than the traditional wavelet analysis.
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1. Introduction


During the past three decades, the global or regional GNSS (Global Navigation Satellite System) station networks have been constructed for various applications [1,2,3], and nearly thirty years’ of position time series of a larger number of permanent stations have been derived using GNSS tracking data. Thanks to these position time-series data, various geophysical phenomena, such as plate tectonics [4], crustal deformation [5], post-glacial rebound [6] and vertical land motion at tide gauges [7], have been investigated more clearly. Due to time variable characteristics of external environments and geophysical effects, GNSS position time series show significant seasonal changes, especially for the vertical component [8]. The main causes of seasonal oscillations are attributed to gravitational excitation, soil moisture and environmental loading variations [9,10,11]. If seasonal signals are not well characterized or there is non-random noise in the position time series, the velocity of a permanent station and its uncertainty will be misestimated [12,13]. In addition, in order to analyze the noise components using existing software CATS [14], Hector [15] and est_noise [16], all signals must be removed from the GNSS position time series beforehand. Therefore, there has been an increasing interest in extracting signals from GNSS position time series, especially seasonal signals. Since a seasonal signal is irregular and its amplitude varies over time [17,18], it cannot be characterized by using a combination of annual and semi-annual harmonic functions with constant amplitudes that are solved by least squares estimation (LSE) [19,20,21]. Moreover, besides the annual and semi-annual signals, there still exist some other periodic signals with periods of 350 days and their fractions [22,23,24]. Consequently, the nonlinear variation of a GNSS position time series cannot be reliably described via a harmonic model.



Several studies have been carried out to reliably describe and deal with time-varying seasonal signals, such as singular spectrum analysis (SSA) [25], Kalman filter (KF) [26,27] and adaptive Wiener filter (AWF) [28]. Wavelet analysis (WA) is one of the data-driven approaches to analyzing the non-linear time series. It was initially proposed by Morlet et al. [29,30] to analyze the seismic signals in geophysics and was popularized by Grossmann and Morlet [31] and Goupillaud et al. [32]. Nowadays, WA becomes a new mathematical approach and is widely applied in geodesy and geophysics [33,34], remote sensing [35,36] and hydrology [37,38]. Unlike the Fourier transform (FT) [39] which maps a time series from time domain to frequency domain, the wavelet transform (WT) can simultaneously describe the time-frequency characteristics of a time series, which is one of the most important properties of the wavelets [40]. As a time-frequency analysis method, the WT can decompose the time series into different components according to frequency, and then map the decomposed components at different scales to obtain the information of time series at different resolutions, which is named as multiresolution analysis (MRA) [41]. Due to its superior performance on signal processing, it has also been employed to analyze the GNSS position time series. For preprocessing of GNSS position time series, Wu et al. [42] proposed an improved   3  σ    method of outlier detection based on WA. Borghi et al. [43] introduced WT to detect discontinuity in GNSS position time series. For noise analysis, Kaczmarek and Kontny [44] identified the noise model using WA and demonstrated that the nature of noise did not depend on the method of modeling the time series. Wu et al. [45] proposed a wavelet-based hybrid approach to remove white noise and flicker noise originating from GNSS position time series. Li et al. [46] introduced a WT-based multiscale multiway principle component analysis (MSMPCA) to eliminate noise in high-rate GNSS data including high-frequency random noise, low-frequency errors and common mode error (CME). For signal analysis, Kaczmarek and Kontny [17] applied wavelet power spectrum analysis to position time series and found that annual signal is more significant than other periodic oscillations. Bogusz [47] investigated the non-linearity of GNSS position time series with the use of WT. Klos et al. [18,48] employed reconstructed components of seventh and eighth levels based on wavelet decomposition (WD) to model the seasonal signals, which included annual and semi-annual signals, respectively.



The traditional WA deals with a GNSS position time series without taking the formal errors into account. This is not reasonable because the precision of GNSS position time series varies from epoch to epoch [49,50,51]. Therefore, the formal errors, which are provided along with the position time series, should be considered when extracting signals using WA. Although Li et al. [49] and Li and Shen [50] considered the formal errors of GNSS time series for extracting CME of regional GNSS network based on principle component analysis (PCA), all WA approaches did not use the formal errors when analyzing GNSS position time series to the best of our knowledge. Therefore, a new WA approach named as weighted wavelet analysis (WWA) is proposed in this contribution, in which the formal errors are used to construct the weight factors. The remainder of paper is organized as follows. Section 2 presents the methodology, including the traditional binary wavelet analysis and WWA by considering the formal errors. Section 3 gives an analysis of real position time series of 27 permanent stations from the Crustal Movement Observation Network of China (CMONOC) over the period from year 1999 to 2018. The 500 simulations are carried out in Section 4. Section 5 presents discussion and conclusions.




2. Methodologies


2.1. Binary Wavelet Analysis


Assuming that   φ ( t )   is a mother wavelet function, then a family of wavelet functions can be generated by translating and scaling the   φ ( t )   as [52]


   φ  a , b   ( t ) =  1   a    φ  (    t − b  a   )   



(1)




where  a  and  b  denote the scaling factor and translation factor, respectively. If we perform binary discretization on scaling and translation factor, namely, taking   a =  2 j  , b =  2 j  k  , where   j , k   are integers, then Equation (1) is rewritten as [53]


   φ  j , k    ( t )  =  2  − j / 2   φ  (   2  − j   t − k  )   



(2)







The Equation (2) is a family of binary wavelet functions. For a discrete position time series of base station   x =    [       x 0       x 1     ⋯     x  N − 1        ]   T   , its j-th WT can be calculated by the following equation [54]


  w  (  j , k  )  =   ∑  i = 0   N − 1     x i     ∫   S i      φ  j , k    ( t )       d t  



(3)




where    S i    represents i-th sampling interval and   w  (  j , k  )    denotes k-th value of j-th wavelet coefficients. The matrix form of Equation (3) is


   w j  =  W j  x  



(4)




where,    w j    represents the vector of j-th wavelet coefficient with dimension    n j  =  N /   2  j + 1      , and the capital form    W j    represents the    n j  × N   wavelet transform matrix of the j-th layer, which can be expressed as


    W j  =    [       W  j , 0  T       W     j , 1    T     ⋯     W  j ,  n j  − 1  T       ]   T      W  j , k   =  [         ∫   S 0      φ  j , k   ( t ) d t           ∫   S 1      φ  j , k   ( t ) d t       ⋯       ∫   S  N − 1       φ  j , k   ( t ) d t         ]    



(5)







Stacking the wavelet coefficient of each layer and adding the scale coefficient to last layer    v  J − 1    , the wavelet transform of  x  can be expressed as


  w =  [       w 0         w 1       ⋮       w  J − 1          v  J − 1        ]  =  [       W 0         W 1       ⋮       W  J − 1          V  J − 1        ]  x = W x  



(6)




where,  J  denotes the number of layers to be decomposed,    V  J − 1     is a unit row vector satisfying    V  J − 1   ⊥  W j   , which can be uniquely determined according to the orthogonality condition. The wavelet transform matrix  W  is a standard orthogonal matrix satisfying    W T  W = W  W T  =  I N   , where    I N    denotes N-dimensional identity matrix. As the MAR process shown in Figure 1 [41], the original time series can be reconstructed by WT matrix and wavelet coefficient as follows


  x =  W T  w =   ∑  j = 0   J − 1     d j  +  a  J − 1      



(7)




where    d j    denotes the detail component of j-th layer and    a  J − 1     denotes the appropriate component of time series. From the frequency domain perspective, the time series with frequency of  f  can be decomposed into several components with different frequencies. For daily GNSS position time series, its sampling frequency is one day. Considering that the annual and semi-annual signals are the two main periodic oscillations, with the periods of about   182 ∈ (  2 7  ,  2 8  )   days and   365 ∈ (  2 8  ,  2 9  )   days, respectively, the number of layers to be decomposed  J  is chosen as 8 and the reconstructed components of seventh and eighth level can be considered to be the annual and semi-annual signal, which is also confirmed by Klos et al. [18].




2.2. Weighted Wavelet Analysis by Considering Formal Errors


For the traditional WA approach, the Equations (1)~(7) are generally employed to analyze the time series without considering the prior formal errors. To introduce the weight factors according to the formal errors, the position time series is first decomposed into several components with different frequency by WA approach, and the signal and noise are separated by using correlation coefficient method [55], by which the layer with local minimum correlation coefficient is the boundary layer between signal and noise. The correlation coefficient of j-th layer is computed as follows


  R ( x ,  d j  ) =     ∑  i = 0   N − 1    (  x i  −  x ¯  ) (  d  i , j   −   d ¯  j  )         ∑  i = 0   N − 1      (  x i  −  x ¯  )  2          ∑  i = 0   N − 1      (  d  i , j   −   d ¯  j  )  2         



(8)




where,  x  and    d j    denote the vectors of original time series and its j-th layer elements,   x ¯   and     d ¯  j    are their correspondent average values,    d  i , j     is the i-th element of    d j    and i represents the epoch index of the time series.



Consequently, both the signal and noise are reconstructed according to the boundary layer from the decomposed coefficients. At i-th epoch of the time series, the signal    s i    and noise    e i    are represented as


   x i  =  s i  +  e i     ( i = 0 , 1 ⋯ , N − 1 )  



(9)







Considering that the temporal correlation is not provided in GNSS time series and the precision of observations is only related to noise, not the signal [50], the weight of time series is adjusted by multiplying the noise with a weight factor    p i    as follows


   x i ′  =  s i  +  p i   e i    ( i = 0 , 1 ⋯ , N − 1 )  



(10)




where    x i ′    denotes the adjusted time series. According to the law of error propagation, the formal error of    x i ′    can be derived by


   σ   x i ′     =  p i    σ i    



(11)




where    σ i    is the formal error of the original time series at i-th epoch. According to the definition of weight, we have


   p 0 2   σ 0 2  =  p 1 2   σ 1 2  = ⋯ =  p  N − 1  2   σ  N − 1  2  =  m 2   



(12)




where  m  is a constant denoting the formal error of unit weight. It is obvious from Equations (11) and (12) that each component of the adjusted time series has the same formal error  m . Therefore, processing the adjusted time series with WA is equivalent to processing the original time series by introducing a weight factor, for this reason the proposed approach is called weight wavelet analysis (WWA). In order to keep the total energy of the adjusted time series unchanged [50,51], the sum of the weights for all epochs should be equal to the number of epochs, i.e.,


    ∑  i = 0   N − 1     p i 2  = N    



(13)







From Equations (12) and (13), the weight factor    p i    and constant  m  can be derived as follows


  m =   N /   ∑  i = 0   N − 1     1   σ i 2         



(14)






   p i  =      m 2     σ i 2      =    N    ∑  j = 0   N − 1       σ i 2   /   σ j 2           



(15)







Once the weight factor is determined by Equation (15), the adjusted time series can be derived by Equation (10), where initial signal and noise are derived from the original time series by WA approach. Then the adjusted time series is iteratively processed by using WA approach to extract signal and noise until the difference   Δ  s i    of the signals between two adjacent iterations satisfies the following threshold [50]


   |  Δ  s i   |  < ε  



(16)




where  ε  is a small value used to terminate the iterative procedure, which is suggested to be chosen as 0.001 [50]. The algorithm of WWA is summarized in Figure 2.





3. Real GNSS Position Time Series Analysis


In order to verify the performance of our new approach, the position time series of 27 permanent stations of CMONOC were analyzed with the comparison of traditional WA and their corresponding locations are presented in Figure 3. The dataset of position time series was downloaded from the GNSS data product service platform of China Earthquake Administration (http://www.cgps.ac.cn/). The CMONOC provided the data solved by Bernese and GAMIT, respectively. Since the time series derived by Bernese is too short, we adopted the GAMIT solution; for specific processing details refer to ftp://ftp.cgps.ac.cn/doc/processing_manual.pdf. Outliers were eliminated by interquartile range (IQR) criterion [56] and observations with the formal errors larger than 10 mm and 20 mm respectively for horizontal and vertical components were discarded [50]. Offsets were detected and corrected by sigseg software [57] and manual visual inspection. The gaps in the data were supplemented with zero values.



Here we take BJFS station as an example to specifically show the processing details of WWA and WA approach. Figure 4 and Figure 5 present the position time series and formal errors of BJFS station during the period from year 1999 to 2018, respectively, which clearly indicate that the precision varies with the epoch and vertical component is obviously worse than horizontal component. Considering that the Coiflet wavelet is near symmetric and has shown to be excellent for the sampling approximation of smooth functions [53,59], thus we adopted the coif-5 wavelet as the mother wavelet. The coif-5 wavelet was employed to perform 8-layer decomposition on the detrended position time series; the reconstructed component of each layer are shown in Figure 6. To distinguish the frequency (period) of reconstructed components, the Lomb–Scargle algorithm [60] was adopted; the corresponding results are presented in Figure 7. It is obvious we can conclude that WA can decompose the position time series into several components with different frequencies efficiently. The correlation coefficients between original time series and reconstructed components are presented in Table 1, from which we can find that the boundary layers between signal and noise are    d 4  ,  d 5    and    d 5    for north, east and up components, respectively. According to Equation (14), the formal errors of unit weight for north, east and up components were 1.01 mm, 1.05 mm and 3.03 mm; the corresponding weight factors are presented in Figure 8. Then we analyzed and extracted the signals from the position time series of BJFS station with WWA and WA approaches; the results are presented in Figure 9, where red and blue lines denote the results from WA and WWA and green line denotes the difference between them. From Figure 9, we can find that both two approaches can better describe the non-linear variation of the GNSS position time series and the extracted signals have slight difference, with mean absolute differences are 0.09 mm, 0.10 mm and 0.23 mm for north, east and up components, respectively. After the signals are removed from time series, the average error of residual time series can be calculated with Equation (17) for WA and Equation (18) for WWA as follows


    σ ^   W A   =       ∑  t ∈ S      e ^   W A  2  ( t )    / M     



(17)






    σ ^   W W A   =       ∑  t ∈ S      e ^   W W A  2  ( t ) p ( t )    / M     



(18)




where     e ^   W A     and     e ^   W W A     are the residuals by WA and WWA,  S  denotes the epoch set of observations and  M  is the number of dataset. Since the total weights are same for WA and WWA, the average error can be used to characterize the quality of extracted signal [50]. For BJFS station, the average errors of north, east and up components are 0.74 mm, 0.88 mm and 3.04 mm for WWA and 0.97 mm, 1.11 mm and 3.64 mm for WA, respectively. Therefore, we can conclude that WWA can extract more signals than the WA approach.



To further testify the performance of WWA with the comparison of traditional WA, we analyzed all 27 permanent stations series of CMONOC. Figure 10 presents the formal errors of unit weight derived by Equation (14) for all 27 stations in grey bar, from which we can find that the values are varied from different stations for each coordinate component, and the vertical component are significantly larger than horizontal component. The mean formal errors of unit weight of 27 stations are 2.0 mm, 2.2 mm and 7.0 mm for north, east and up components, respectively. Furthermore, the formal errors of all stations for three components are highly correlated and the correlation coefficient is 0.9573 between north and east component, 0.9508 between north and up component and 0.9863 between east and up component, respectively. The standard deviations of weight factors, which reflect the variation of weights in different epochs, are also presented in Figure 10 with blue dot symbol, which are basically distributed between 0 and 1. Moreover, both the formal errors of unit weights and the standard deviations of weight factors are very similar for the three coordinate components of all 27 stations. The mean standard deviations of weight factors are 0.27, 0.28 and 0.26 for north, east and up components, respectively.



Figure 11 presents the average errors of residual time series for all stations after extracting signals via WA and WWA, as well as the improvements of WWA relative to WA, which are calculated by Equation (19)


    Imp   σ ^   =     σ ^   W A   −   σ ^   W W A       σ ^   W A     × 100 %  



(19)







As can be seen from Figure 11, the average errors of WWA are smaller than WA for all stations, which indicate that WWA performs better than WA on signals extraction from GNSS position time series. The mean improvements of WWA relative to WA are 13.24%, 13.53% and 9.35% for north, east and up components, respectively. Similar to the formal error of unit weight and the standard deviation of weight factor, the improvements of three components are also strong correlated, with the correlation coefficient of 0.8730 between north and east, 0.8051 between north and up and 0.8845 between east and up. Moreover, the relative improvements for three components are consistent with those of the standard deviation of weight factors in Figure 10 and their correlation coefficients are 0.8213, 0.9002 and 0.8322 for north, east and up components, respectively. This indicates that the more the weight factor varies, the higher the relative improvement will be.




4. Synthetic Time Series Analysis


To further evaluate the performance of the WWA approach, the simulation experiments were carried out in this section, since true signals are known in simulation cases. The simulated strategy was the same as the literature [50]. Here, the extracted signals of BJFS station with WA are treated as true signal    S 0    and the noise    e 0    is generated based on the formal errors using the Matlab function mvnrnd. Therefore, the simulated time series    X 0    generated by adding    S 0    and    e 0    as follows


   X 0  =  S 0  +  e 0   



(20)







Considering that the true signal is known, the root mean square error (RMSE) and mean absolute error (MAE) of the extracted signal can be calculated with


  RMSE =       ∑  t ∈ S      [  S 0  ( t ) −  S ^  ( t ) ]  2     M     



(21)






  MAE =  1 M    ∑  t ∈ S     |   S 0  ( t ) −  S ^  ( t )  |     



(22)




where,    S 0  ( t )   and    S ^  ( t )   denote the true signal and the extracted signal at the  t  epoch, M is the length of dataset. The smaller the RMSE and MAE, the closer the extracted signal will be to the true signal. In order to obtain statistically reliable results, we repeat the simulation experiments 500 times. For each experiment, the signal was extracted by WA and WWA, and then the RMSE and MAE were computed based on Equations (21) and (22); the specific results are presented in Figure 12 and Figure 13. Obviously, all RMSEs and MAEs of WWA were smaller than those of WA, which indicates that WWA performs better than WA in extracting signal from GNSS time series. The mean RMSE and MAE of signal extracted by WA and WWA are shown in Table 2, as well as the improvements of WWA relative to WA, which are calculated as follows


    IMP   R M S E   =     RMSE   W A   −   RMSE   W W A       RMSE   W A     × 100 %  



(23)






    IMP   M A E   =     MAE   W A   −   MAE   W W A       MAE   W A     × 100 %  



(24)







From Table 2, it is clearly that the improvements for the north component was the highest, with 9.90% and 19.84% for RMSE and MAE, respectively, followed by the up component, with 3.06% and 3.01% for RMSE and MAE, and the east component performed the worst, with improvements of 2.89% and 2.63% for RMSE and MAE.




5. Discussion and Conclusions


Various seasonal signal and noise are contained in GNSS position time series. An effective separation of signal and noise not only helps to obtain a more accurate velocity estimate of permanent station, but also lays the foundation for noise analysis. Initially, the seasonal variation of GNSS position time series was modelled by harmonic model [19,20,21], which assumed that the amplitude of signal was constant. However, it can be seen from Figure 9 that the amplitude of nonlinear seasonal signals varies with epoch to epoch, which is also demonstrated by others [17,18]. Moreover, it has been verified that the WA can decompose the position time series into different scales (Figure 6) and the reconstructed component of each layer has different frequencies (Figure 7). Obviously, the reconstructed component of seventh (d7) and eighth level (d8) represent semi-annual and annual signals, respectively, which consists with Klos et al. [18]. It seems that the annual signal is more correlated with the original time series (Table 1) than semi-annual signal, which indicates that the annual signal is more significant. This finding confirms the assumption of Kaczmarek and Kontny [17], in which the wavelet power spectrum analysis has been used to measure the amplitudes of periodic signals.



Since the formal errors of position time series of GNSS permanent station are also provided in daily solution, WWA is proposed in this paper for extracting the time-varying seasonal signal from a GNSS position time series. The proposed approach adjusts the weight of position time series by constructing weight factors via formal errors. When formal errors are homogeneous, the WWA will be reduced to WA. The real position time series of 27 permanent stations from CMONOC over the period from 1999 to 2018 were analyzed using WWA and WA. Both methods can extract the non-linear seasonal variation from noisy position time series. After removing the signals from original time series, the average errors of residual time series by WWA were all smaller than those by WA for all stations and the mean improvements are 13.24%, 13.53% and 9.35% for north, east and up components, respectively. Furthermore, the improvement seemed to be correlated with the standard deviation of weight factors. In order to further illustrate the superiority of WWA relative to WA, the 500 simulations were carried out. The results show that the signal extracted by WWA was closer to true signal compared with WA. For the north component, the mean RMSE and MAE of signal extracted by WWA relative to WA reduced from 0.5294 mm to 0.4770 mm and 0.4184 mm to 0.3354 mm, with improvements of 9.90% and 19.84%, respectively. For the east component, the corresponding mean RMSE and MAE reduced from 0.3708 mm to 0.3601 mm and 0.2543 mm to 0.2476 mm, with improvements of 2.89% and 2.63%. For the up component, the corresponding mean RMSE and MAE reduced from 0.9990 mm to 0.9684 mm and 0.7180 mm to 0.6964 mm, with improvements of 3.06% and 3.01%. Both the results of real and synthetic time series demonstrated that WWA performs better than WA. Therefore, the formal errors should be considered when extracting the signals from GNSS position time series using wavelet analysis.
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Figure 1. Multi-resolution analysis of time series  x . 
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Figure 2. Symbolic algorithm of weighted wavelet analysis (WWA) for extracting signal from time series  x  with formal errors  σ . 
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Figure 3. Geographic locations of 27 stations in the Crustal Movement Observation Network of China (CMONOC) [58]. 
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Figure 4. Position time series of BJFS station. 
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Figure 5. Formal errors of BJFS station. 
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Figure 6. Reconstructed components of BJFS station using wavelet analysis. 
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Figure 7. Periodic power spectrum of reconstructed component of each layer. 
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Figure 8. Weight factor of position time series for BJFS station. 
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Figure 9. Extracted signals with wavelet analysis (WA) (red line) and WWA (blue line) from BJFS position time series, as well as their difference (green line). 
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Figure 10. Formal errors of unit weight (grey bar) and standard deviations of weight factors (blue line) for 27 stations. 
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Figure 11. Average errors and relative improvements for all stations. 
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Figure 12. RMSEs of 500 simulations of the WA and WWA. 
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Figure 13. MAEs of 500 simulations of the WA and WWA. 
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Table 1. Correlation coefficients between original time series and reconstructed component of each wavelet layer.
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     d i     

	
    R ( x ,  d i  )    




	
North

	
East

	
Up






	
    d 1    

	
0.3218

	
0.3192

	
0.3271




	
    d 2    

	
0.2416

	
0.2372

	
0.2692




	
    d 3    

	
0.1823

	
0.1898

	
0.2181




	
    d 4    

	
0.1540

	
0.1463

	
0.1823




	
    d 5    

	
0.1577

	
0.1380

	
0.1598




	
    d 6    

	
0.1673

	
0.1616

	
0.1678




	
    d 7    

	
0.2280

	
0.2284

	
0.2543




	
    d 8    

	
0.3148

	
0.2797

	
0.4829
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Table 2. Mean root mean square error (RMSE) and mean absolute error (MAE) of 500 simulations and improvement of WWA relative to WA.
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MRMSE

	
MMAE




	
WA (mm)

	
WWA (mm)

	
IMP (%)

	
WA (mm)

	
WWA (mm)

	
IMP (%)






	
North

	
0.5294

	
0.4770

	
9.90

	
0.4184

	
0.3354

	
19.84




	
East

	
0.3708

	
0.3601

	
2.89

	
0.2543

	
0.2476

	
2.63




	
Up

	
0.9990

	
0.9684

	
3.06

	
0.7180

	
0.6964

	
3.01
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