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Abstract

:

A fast voxel traversal algorithm for ray tracing was applied to build a 4 × 4 × 20 tomography model using the observation data of 11 ground-based Global Navigation Satellite System (GNSS) meteorology (GNSS/MET) stations in Hebei Province, China. The precipitation water vapor (PWV) observed at 05 a.m. (Universal Time Coordinated: UTC) on 10 December 2019, was used to reconstruct three-dimensional (3D) water vapor density fields over the test area. The tomographic results (GNSS_T) show that the water vapor density above this area is mainly below 25 g/m3 and is concentrated between the first to the fourth layers. The vertical distribution conforms to the exponential characteristics, while the horizontal distribution shows a decreasing trend from southwest to northeast. In addition, the results of the 0.25° grid dataset generated by the Global Forecast System (GFS) of the National Center for Environmental Forecasting (NCEP) (GFS_L) were interpolated to the height of the tomographic grid, which is in good agreement with the tomographic results. GFS_L is larger than GNSS_T on the first floor at the surface, with an average deviation of 0.19 g/m3. In contrast, GFS_L from the second floor to the top of the model is smaller than GNSS_T, with the average deviations distributed between −0.08 and −0.15 g/m3.
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1. Introduction


Changes in water vapor over time and space have particularly important indications for meteorological forecasting [1,2], especially for the monitoring and forecasting of small-and medium-scale severe weather with a horizontal scale of about 100 km and a life history of only a few hours [3,4,5]. Its 3D distribution is critical for the development and correction of the initial field of the mesoscale numerical forecasting model. Accurate atmospheric water vapor monitoring and its assimilation in the numerical weather forecasting model will improve the prediction accuracy of precipitation and severe weather [6,7]. The initial value of the 3D spatial distribution of water vapor in the current model is mainly provided by the radiosonde network, which takes observations every 12 h, and the distance between the stations is higher than 200 to 300 km [5]. Although aircraft observations, satellite, and ground data have been used as supplementary observations to initialize mesoscale models in recent years, their applications are limited by the lower spatial resolution and retrieval accuracy [8,9].



Meteorological products such as precipitable water vapor (PWV), total zenith delay (ZTD), and zenith wet delay (ZWD) obtained by ground-based Global Navigation Satellite System (GNSS) meteorology can accurately describe the details of high temporal and spatial changes of atmospheric water vapor in real-time. Moreover, satellite navigation systems such as Global Positioning System (GPS), BeiDou Navigation Satellite System (BDS), and Global Navigation Satellite System (GLONASS) are developing rapidly, and their observation ranges can cover the whole world [10,11,12], which solves the difficulties in weather forecasts [5,13]. The assimilation of PWV data has a positive impact on temperature, humidity, and precipitation forecasting [14,15,16,17,18,19], but the application of PWV also has a bottleneck because it cannot reflect the 3D distribution of water vapor in the atmosphere. To address this limitation, the slant water vapor (SWV) measured by GNSS contains the vertical profile information of water vapor. By using the observation data of the slant path of the GNSS network with densely distributed stations, the 3D distribution of water vapor can be obtained by a tomography technique [20,21,22,23]. By comparing the vertical distribution of water vapor retrieved from 3D tomography with the results obtained by numerical weather models [24], accurate vertical structure of deviations can be obtained to capture the continuously changing processes of small-scale water vapor fields during strong convection [21]. This will play a positive role in improving the GNSS observation data assimilation operator and the humidity field of the numerical prediction during convection [25]. Flores et al. [26] used the slant wet delay (SWD) to detail the tomography of atmospheric water vapor through the discretion of the tropospheric atmosphere over the GNSS area, and by using SWD across the grid in all directions to obtain the water vapor information in the grid. Moreover, Hirahara [27] conducted a tomographic experiment in Shigaraki to study the changes in atmospheric water vapor over a large scale and obtained a four-dimensional wet refractive index structure during a cold front transit. Meanwhile, MacDonald et al. [28] compared the SWD with other observations and pointed out that the denser the GPS monitoring network is, the easier it is to detect the 3D distribution of water vapor. Braun et al. [1] and Braun and Rocken [29] established the relationship between the SWD and the amount of SWV and verified the accuracy and feasibility of GPS remote sensing of water vapor in a slant path. Sparse rays passing through the model grid can cause ill-condition issues during tomography. Benevides et al. [30] used multi-GNSS observations to tackle this problem, while Yao and Zhao [31] added the rays passing through the side of the tomographic model into the observation equation matrix to increase the stability of the calculation. In recent years, many researches have focused on the model building technology itself, some new methods and techniques such as the least-squares and compressive sensing [32], improved parameterized tropospheric tomographic technique [33], and adaptive simultaneous iterative reconstruction technique [34] have been applied to the model. In addition, many studies resolved the problems of solving observing equations [35,36] while some other studies took the observations of multi-satellite navigation systems as input [37,38] to promote the efficiency of the model. However, few studies have focused on the efficiency of signal line indexing in the tomography model which also needs to be improved.



Tracing rays through the grid index during the tomography process consumes computing resources and is prone to aliasing. The traditional index determination method requires the coordinates of the intersection point of the ray and the grid and then finds the midpoint coordinates of two adjacent intersection points [39]. This process consumes more than 75% of the computing resources [40]. The DDA (digital differential analyzer) algorithm is the simplest straight-line algorithm in computer graphics and can be used for ray tracing. The basic idea is a numerical differential algorithm [41,42], yet Fujimoto et al. [43] extended the two-dimensional DDA algorithm to three dimensions. The three-dimensional DDA (3DDDA) algorithm improves the ray tracing calculation speed by 13 times compared to the traditional algorithms. Amanatides and Woo [44] introduced a fast voxel traversal algorithm for ray tracing, which is an improvement of the DDA algorithm as it does not require unconditional stepping along an axis like 3DDDA and it has no preferred axis. It greatly simplifies the internal loop and realizes an accurate judgment of whether the intersection of the ray and grid is in the current index.



In this study, the fast voxel traversal algorithm for ray tracing was applied to the 3D water vapor tomography model for the first time, which not only eliminated the complicated process of calculating the center point of the signal line in the grid during the indexing process but also solved the problem of repeated indexing when the signal line crosses the grid intersection line. Consequently, it improved the indexing efficiency of the signal line and provided accurate grid intercept positioning information for observation equations. We conducted a tomography test using the slant water vapor (SWV) observed by 11 stations in Hebei, China, then used the GFS reanalysis data at the same site to compare with the GNSS tomography results to quantitatively evaluate the solution of the tomographic model which provides a reference for tomography application of the fast voxel traversal algorithm.




2. Materials and Methods


2.1. Data Introduction


This tomography experiment used the observation data of 11 GNSS/MET stations in Hebei Province, China, at 05 a.m. (UTC) on 10 December 2019. The parameters, such as the position of the stations and equipment models, are shown in Table 1.



The Global Forecast System (GFS) dataset used for the verification and analysis of water vapor tomography results in this study is the reanalysis result of the NCEP grib2 format global forecast system running on a 0.25° × 0.25° global grid. The air pressure stratification is divided into 50 layers between 0.4 hPa and 1000 hPa, and the product interval is 3 h. The meteorological elements used were temperature, relative humidity, potential height, and air pressure of each layer. The address to download the data is as follows: https://rda.ucar.edu/datasets/ds084.1/, accessed on 12 January 2020.




2.2. Methodology


The total delay distance of the GNSS signals in the atmosphere   Δ L   is related to the atmospheric refractivity N [45],


  Δ L =   ∫  s  N d s  



(1)







N can be expressed in terms of atmospheric properties as follows [46],


  N =  [  − 4.03 ×   10  6     n e   f   ]  +  [  77.6    P d   T   ]  +  [  70.4    P v   T  + 3.739    P v     T 2     ]   



(2)




where    n e    is the electron density in the atmosphere, f is the frequency of the electromagnetic wave,    P d    is the pressure of the dry air,    P v    is the pressure of the humid air, and T is the atmospheric temperature. The above formula can be understood as the   Z T D  , calculated as the sum of the zenith hydrostatic delay (  Z H D  ) and   Z W D  .   Z H D   can be calculated accurately based on Saastamoinenempirical formulas [47]. Then   Z W D   can be obtained by subtracting   Z H D   from the   Z T D  .



  Z W D   has a relationship with   P W V   which is proved by Bevis et al. [45],


  P W V = ∏ × Z W D  



(3)







   ∏    is the mapping function calculated as follows [45],


  ∏ =     10  6    ρ  R v   [     k 3     T m    +  k 2  − ω  k 1   ]     



(4)




where  ρ  is the water vapor density,    R v    is an atmospheric constant of water vapor,    k 1   ,    k 2   ,    k 3   , and ω are physical constants, and    T m    is the average temperature of the atmosphere, which can be expressed by the surface air temperature:    T m  = 70.2 + 0.72    T s   . The radiosonde data can be used for regression analysis to establish coefficient values suitable for the characteristics of the area [45].



PWV cannot be directly used for 3D tomography calculation, and the total amount of atmospheric water vapor in the zenith direction needs to be converted into the water vapor content on the satellite’s slant path using a mapping function. The total tropospheric delay (  S T D  ) can be expressed as [48],


  S T D =  M  d r y    ( e )  Z H D +  M  w e t    ( e )    Z W D +  M Δ   ( e )     (   G N  cos  ( ∅ )  +  G E  sin  ( ∅ )   )   



(5)




where    M  d r y    ( e )    and    M  w e t    ( e )    represent the dry and wet mapping functions, respectively;    G N    and    G E    represent the north-south and east-west gradients, respectively;    M Δ   ( e )    is the horizontal gradient mapping function; e is the satellite elevation angle, and;  ∅  is the satellite azimuth angle. When using the GAMIT software [49] for data processing,   Z T D   and the total delay gradient are first to be calculated. Then, the method described above is used to obtain   Z W D  . Equation (3) shows that     P W V   and     Z W D   can be directly converted according to the coefficient, so formula (5) can be converted into the form that directly uses   P W V  .   S W  V i k    represents the slant path moisture content of the satellite  k  received by station   i  ,  λ  = 0.15 [48], and   P W  V i    is the total amount of precipitable water vapor over station  i  [48].


  S W  V i k  =  M  w e t     (  e i k  )    P W  V i  + λ × [  M Δ   ( e )     (   G N w  cos  ( ∅ )  +  G E w  sin  ( ∅ )   )   



(6)







GAMIT does not generate dry and wet delay gradients separately. The dry delay gradient is stable, which can be assumed as a constant for a certain period of time (12 h). By averaging the gradient solutions    G N    and    G E    in this period, the influence of the dry delay gradient can be reduced or eliminated, then the wet delay gradients    G N w    and    G E w    can be obtained. The wet mapping function can be calculated using the following formula [50],


   M  w e t    (   e i k   )  =   1 +  a w  /  (  1 +  b  w   /  (  1 +  c w   )   )    sin e +  a w  /  (  sin e +  b w  /  (  sin e +  c w   )   )     



(7)







   M  w e t    (   e i k   )    represents the wet mapping function of station  i , receiving satellite  k , while    a w   ,    b w   , and    c w    are the parameters of the new mapping function developed by [51] related to the geographic location and date but have no connection with the meteorological observations, which can be calculated using formula (8).


   a w  =  a  a v g    (   φ i   )  −  a  a m p    (   φ i   )     cos   (  2 γ ×   t −  T 0    365.25    )   



(8)




where   γ     = 3.14,    a  a v g    (   φ i   )    and    a  a m p    (   φ i   )    can be queried in [51],    φ i    represents the latitude of station  i , t is the day of year,    T 0    = 28; and    b w    and    c w    are obtained by the same method. The mapping function of the horizontal gradient is calculated according to the following formula, where c = 0.0032 [48].


   m  Δ    ( e )  = 1 /  (  sin  ( e )    tan  ( e )  + c  )   



(9)









3. Model Building


3.1. Unification of Coordinate System


First, the ground-based GNSS observation data from 11 stations in Hebei Province were selected as the input of the tomography model, as shown in Figure 1. The coordinates of the station in the middle position were selected as the origin (red star) of the new coordinate system, and the relative coordinates of other stations were calculated.



Second, generate a 4 × 4 × 20 basic grid with the station in the middle position as the origin. In the horizontal direction, the area of    2 °  ×  2 °    is divided into 4 × 4 uniform grids, and in the vertical direction, the 10 km is divided into 20 layers evenly. Then, the coordinates of the intersection point between the signal line and the top layer of the model were calculated based on the relative coordinates of each station and the satellite elevation and azimuth angles. Assuming that the elevation angle of the satellite is θ, the azimuth angle is  α , the wgs84 coordinates of the station are   l o  n s   ,   l a  t s   ,    h s   , and the intersection point of the satellite ray and the ceiling of the model are   l o  n d   ,   l a  t d   ,    h d   .



If 0°<  α  ≤ 90°,


  l o  n d  =    (  10 −  (   h s  / 1000  )   )    tan θ   × sin α + l o  n s   



(10)






  l a  t d  =    (  10 −  (   h s  / 1000  )   )    tan θ   × cos α + l a  t s   



(11)




If 90°<  α  ≤ 180°,


  l o  n d  =    (  10 −  (   h s  / 1000  )   )    tan θ   × sin  (    180  °  − α  )  + l o  n s   



(12)






  l a  t d  =    (  10 −  (   h s  / 1000  )   )    tan θ   × cos  (    180  °  − α  )  + l a  t s   



(13)




If 180° <  α  ≤ 270°,


  l o  n d  =    (  10 −  (   h s  / 1000  )   )    tan θ   × sin  (  α −   180  °   )  + l o  n s   



(14)






  l a  t d  =    (  10 −  (   h s  / 1000  )   )    tan θ   × cos  (  α −   180  °   )  + l a  t s   



(15)




If 270°<  α  ≤ 360°,


  l o  n d  =    (  10 −  (   h s  / 1000  )   )    tan θ   × sin  (    360  °  −    α   )  + l o  n s   



(16)






  l a  t d  =    (  10 −  (   h s  / 1000  )   )    tan θ   × cos  (    360  °  − α  )  + l a  t s   



(17)




   h d    = 10,



If  α  ≤ 0°,  α  =     α    + 360°, then repeat the judgment above.




3.2. The Intercept of the Signal Line and the Grid


The surface perpendicular to the X-axis is defined as the X-axis profile, and the Y-axis and Z-axis profiles are named in the same way. Taking the intersection of the signal line and the Z-axis profile as an example, the red line represents the signal line in Figure 2, the red line represents the satellite position, and the blue origin represents the station position.    θ 1  = arctan  (   Y 1  /  X 1   )   ,    θ 2  = arctan  (   Z 1  /  sqrt   (   X 1 2  +  Y 1 2   )   )    [52],


     θ 3  = arctan (  (   Z w  −  Z s   )  / sqrt (  (   X w  −  X s   )  ^ 2 +  (   Y w  −  Y s   )  ^ 2     +  (   Z w  −  Z s   )  ^ 2 ) )    



(18)







   θ 4  =   90  °  −  θ 3   , By using the sine of    θ 4    to project the distance between the grids in the X-axis direction into the distance between the intersections on the signal line, the intersection coordinate of the X-axis profile and the signal line can be obtained by using the range limit of the X value. According to the same method, the intersection coordinates of the signal line and the Y (Z) axis profile can be calculated, as shown in Figure 3. Therefore, by sorting all the intersection coordinates obtained above according to the Z coordinate, the spatial position order of all intersections can be obtained. Because the coordinates of all the stations and satellites are positive, and the signal line is always along the Z-axis from small to large values, the distance between the intersection points is calculated to obtain the intercept of the signal line through each grid [53].




3.3. Indexing by a Fast Voxel Traversal Algorithm for Ray Tracing


Finding the index of the ray passing through the model grid is a key step in water vapor tomography modeling. Figure 4 shows the fast voxel traversal algorithm for ray tracing in a 2D grid. There are two important steps in the fast voxel traversal algorithm for ray tracing. First, the index of the starting point of the ray is determined using    X  s t a r t     to represent the starting point of the X-axis of the signal line, while GridX[0] represents the starting point of the X-axis of the grid, and then whether   R =  X  s t a r t   − G r i d X  [ 0 ]    is greater than 0 can be determined. If it is greater than 0, the signal line is in the grid model, meaning that the next step is to calculate the starting index of the signal line.    X  I n d e x   s t a r t     Assuming that voxel size X represents the unit length of the X-axis of the grid,


   X  I n d e x   s t a r t   = M a x    (  1 ,   c e i l  (   (   X  s t a r t   − G r i d  [ 0 ]   )  / v o x e l s i z e X  )   )   



(19)







After the starting point index is determined, the direction of the signal line should be determined, and the scale of the X-axis direction is defined as


   t  m a x   X =  (   X  I n d e x   s t a r t   · v o x e l s i z e X −  X  s t a r t    )  /  X  v e c    



(20)




where    X  v e c     represents the total projection length of the signal line on the X-axis. In the same way, the scales in the Y- and Z-axis directions can be obtained by    t  m a x   Y   and    t  m a x   Z  , respectively, and then the three scales can be compared. The index number is one step forward in the direction of the minimum value, and the pointer is used to move the scale, which can effectively improve the tracking efficiency of the signal line. Therefore, it can be determined that the index number of the end of the signal line is similar to the start index, and it ends when the signal line advances to the index number    X  I n d e x   e n d    ,


   X  I n d e x   e n d   = M a x    (  1 ,   c e i l    (   (   X  e n d   − G r i d X  [ 0 ]   )  / v o x e l s i z e X  )   )   



(21)







The index tracking of the signal line in the experiment is shown in Figure 5. The two figures on the left are the projections of the signal line on the XY and XZ profiles, and the right figure shows the index tracking result of the signal line in the 3D grid [54].




3.4. Formation and Solution of Equation Group


This section may be divided into subheadings. It should provide a concise and precise description of the experimental results, their interpretation, as well as the experimental conclusions that can be drawn.



3.4.1. Observation Equation


The signal line passes through each grid and generates an intercept, which is the coefficient of the observation equation. The water vapor density in the grid is the parameter to be determined, and the slant water vapor in the direction of the signal is the observed value. First, the intercept    S i    between the intersection points must be calculated, and then the intercept    S i    and index    N i    are stored correspondingly.


   S i  =    (   x  i + 1   −  x i   )  ^ 2 +  (   y  i + 1   −  y i   )  ^ 2 +  (   z  i + 1   −  z i   )  ^ 2    



(22)







The slant water vapor that each station receives from each signal is extracted, where s represents the number of satellites and n represents the number of stations. In this experiment, s = 9 and n = 11. Then, the observation equation of this experiment can be expressed as follows,


   [           S  11       S  12      …     S  1 m          S  21       S  22      …     S  2 m         …          …          …            S  t 1       S  t 2      …     S  t m        ]  ·  [       X 1         X 2       …       X m       ]  =  [          S W  V 1 1        S W  V 1 2           …      S W  V n s       ]   



(23)







The first row of the matrix on the left represents all intersections with the grid when the signal line of the first satellite received by the first station passes through the grid. The intercept between the two intersections is the intercept, and the index corresponding to the intercept is the number of grids. For example, if the signal passes through the first grid, then the corresponding intercept is written to the position of    S  11    , and if it passes through the last grid m, then the corresponding intercept is written to the position of    S  1 m    , m represents the total number of model grids,   t = s × n  , and    X i    is the density of water vapor in each grid, which needs to be solved in this experiment.




3.4.2. Horizontal Constraint Matrix Equation


The geometric construction of the ground-based GNSS observation network and the uneven distribution of GPS satellites in the observation network made it difficult to provide observations that uniformly cover all grids. As a result, some grids have no observations passing through, thus the observation equation will be ill-conditioned. Assuming that the horizontal distribution of water vapor during the observation period is stable, the horizontal constraint is added to the observation equation based on the principle that the closer the distance is, the stronger the correlation. Grids with observational information can pass water vapor information to empty grids through horizontal constraints and fully transmit the information of observations to all grids. Generally, the horizontal constraint uses a Gaussian weighting function, and the expression is as follows,


   W i j  =  {      1 ,                T a r g e t   g r i d       −   exp  (  −    d  i , j  2    2  σ 2     )      ∑   i = 1  Q  exp  (  −    d  i , j  2    2  σ 2     )    ,     o t h e r s        



(24)







The Gaussian weighted value of the grid points of the same layer was calculated, and Q is the total grid number of the same layer. By assuming that the weight of the first grid point is 1, the weight of the other grid points was calculated using Formula (24). Where    d  i , j     represents the distance from the other grid points to the first grid point. σ is a smoothing factor, which is determined according to the range of the stationary hypothesis which is set to 1 in this experiment [48]. Then, all grid points of the same layer were calculated as the target, as well as the relative weights of the other grid points in the same layer.


   [             W  11       W  12      …     W  1 m              W  21       W  22      …     W  2 m         …          …          …              W  m 1       W  m 2      …     W  m m        ]  ·  [       X 1         X 2       …       X m       ]  = 0  



(25)







The first grid of the first height layer was selected as the target grid, then the Gaussian weighting coefficients of the first 16 weights of the first row on the left side of the above matrix equation were calculated according to Formula (24), and the remaining 304 weights were written as 0. The target grid in the second row from the left of the matrix equation is the second grid of the first height layer. Each layer has 16 grids, and row 17 on the left of the matrix equation is the first grid of the second layer.




3.4.3. Vertical Constraint Matrix Equation


The water vapor density at the same horizontal position in the model conforms to the exponential distribution in the vertical direction and can be expressed by the following formula, where i is the vertical height,


  S W  V i  = S W  V 1  ×  (  −  e     h i  −  h 1   H     )   



(26)







  S W  V 1    represents the water vapor in a grid at a certain position in the first layer,    h i    represents the height to be solved,    h 1    is the height of the first layer; in this experiment, the vertical height is 10 km in total which is divided into 20 layers, and the height of the first layer    h 1    is 0.25 km, meaning    h i  =  (  i − 1  )  × 0.5 + 0.25   (km). Taking the first grid as an example, its grid at the same horizontal position is 1, 17, 33, …, 305.


    [     19   0   0   0   0   …   −  e     h  17   −  h 1   H      0   …   −  e     h  33   −  h 1   H      0   …   −  e     h  305   −  h 1   H      0   …     0   19   0   0   0   …   −  e     h  18   −  h 2   H      0   …   −  e     h  34   −  h 2   H      0   …   −  e     h  306   −  h 2   H      0   …                             …                          0   0   0   …   19   …   −  e     h  32   −  h  16    H      0   …   −  e     h  48   −  h  16    H      0   …   −  e     h  320   −  h  16    H        ]  ·  [       X 1         X 2       …       X m       ]   = 0  



(27)







The first row on the left side of the above matrix equation indicates that the first grid is the target grid, then the weight of the first grid in the first layer in the vertical direction is 19, and the rest are 0. The weight of the first grid of the second layer in the vertical direction is   −  e     h  17   −  h 1   H     , and the other weights are 0. By analogy, each row of the matrix equation has 320 weights, with a total of 16 rows. In the formula, H is the scale height. The empirical formula is as follows,


  H =   10 w    ρ 0     



(28)




where w is the total amount of PWV (the model has 16 grids in the horizontal direction and 11 target stations; w can be replaced by the PWV of the nearest station),    ρ 0    is the surface water vapor density, which can be calculated using the following formula,


   ρ 0  =  e   R v  T    



(29)




where T is the ground temperature,    R v    = 0.4615 J/(kg), and e is the surface water vapor pressure, which can be calculated by the Goff-Gratch formula [55]. First, the saturated water vapor pressure, E, was calculated as follows,


    log E = 10.79574    (    1 −    T 0   T   )  − 5.028   log  T   T 0    + 1.50475 ×   10   − 4    [  1 −   10   − 8.2969  (   T   T 0    − 1  )     ]         + 0.42873 ×   10   − 3      [    10   4.76955  (  1 −    T 0   T   )    − 1  ]  + 0.78614     



(30)




where    T 0    = 273.16 (K) and T is the absolute temperature in Kelvins. Then, the vapor pressure of each layer was calculated from the saturated vapor pressure of each layer, where U is the relative humidity,


  e = E ×  U  100    



(31)








3.4.4. Boundary Constraint Matrix Equation


In order to reflect the changes in the water vapor vertical profile more reasonably, boundary information can also be given. According to radiosonde data, water vapor is generally concentrated from the ground to a height of 3 km, which decreases rapidly with the increase in altitude, dropping to approximately 0.1 g/m3 at a height of 10 km. Therefore, in this experiment, the water vapor density of the ceiling is constrained to 0.1 g/m3. The matrix equation is as follows,


   [  0    0    …    0    1    …    1    1 …    ]  ·  [       X 1         X 2       …       X m       ]  = 1.6  



(32)







The left side of the matrix equation is composed of 0 and 1, the first 304 values are 0, and the last 16 values are 1.




3.4.5. Solving Equations


By combining the above four matrix equations, the unknown quantities of water vapor density can be calculated in each grid using the singular value decomposition solving method of MATLAB [56],    [  U , S , V  ]  = s v d    ( C )   , where C represents the coefficient matrix on the left side of the matrix Equation (33), and the V matrix is the result of the water vapor density in the model grid.


   [     S     W     E     I     ]  · X =  [      S W V      0     0      1.6      ]   



(33)










4. Results


Figure 6 shows the water vapor tomography results of the 11 stations in the experiment. The horizontal coordinates represent latitude and longitude in degrees, and the vertical coordinates represent layers, each layer represents 500 m. The color bar represents the water vapor density, which is mainly below 2 km in this experimental area. This result is consistent with the general results of radiosonde [48]. In the vertical direction, the water vapor gradually decreases as the height increases, and in the horizontal direction, it gradually decreases from the southwest to the northeast. Furthermore, the water vapor density decreases significantly from the fourth layer upwards, and it is difficult to see the layer change of the water vapor density from Figure 6. In order to analyze the accuracy of the tomography model more clearly, we calibrated the GNSS_T and the GFS_L from the altitude and horizontal position respectively before the comparison.



The water vapor density with a grid accuracy of 0.25° × 0.25° from the GFS data was used to compare its altitude needs to be calibrated according to the height of the tomography model. Figure 7a,c,e,g shows the isosurface of the water vapor density tomography results at 11 stations from the ground to 2 km, and Figure 7b,d,f,h shows the isosurface of the GFS results at the same height. The water vapor density peaks at four layers all appeared in the southwest corner. Yet the water vapor density in the central and northeast corners was lower. Although the results of the first and second layers are in good agreement, the third and fourth layers have deviations. Figure 7f,h show that the tomography results are higher in some stations. In the southeast of the third layer, the difference between the two results is more obvious. In addition, Figure 7g shows that there are two high-value areas of water vapor density in the north and southeast directions which are not obvious in the result of GFS.



The isosurface map of the lower level shows that the two results are in good agreement, and the comparison result of the water vapor density profile at the same station also indicates the correlation between the two results. Figure 8 shows that the water vapor density profile of GNSS_T is more in line with the exponential change, which satisfies the previous vertical constraints. The deviations between the two results of the first layer to the fourth layer are small. The results of the GFS change significantly above layer 9, while the results of the GNSS tomography are stable. The tomography results above layer 5 are larger than those of GFS, and the absolute value of the deviation is within 1 g/m3.




5. Discussion


The deviations of the two results can be derived to analyze the accuracy of the tomography model which are shown in Figure 9. The deviations have the same trend distributed between −1 and 0.5 g/m3, with an average value of −0.547 g/m3. The tomography result showed the szag station as too large, at approximately 2 g/m3 compared to the results of the other stations. The reason for this needs further study. The deviations between the two results reached the maximum on the 9th layer, followed by fluctuations, which basically were less than zero. In addition, the deviations appear to be polarized on the 13th layer, some of them are smaller, while the others become larger. The water vapor density isosurface of these two layers can be used to analyze the distribution of these deviations characteristics in the model.



Figure 10 shows the GNSS_T, GFS_L, and the deviation between them on the 9th and 13th layers. First of all, most of the deviations are less than zero, so the GNSS results are smaller in these two layers. Secondly, the distribution of GFS appears to be higher in the surrounding area and lower in the center which is not visible in the results of GNSS_T. In addition, the peak of water vapor density of the GFS results appears in the north of both layers, while the GNSS results are completely different. The reason for this deviation may be due to the vertical restraint effect of the tomographic model itself, or because t we set 12h when calculating the gradient with GAMIT, so the obvious atmospheric gradient changes are smoothed out [57]. These hypotheses still need a lot of studies.



The grid division of the tomography model in this experiment uses a basic mode that needs to be improved. The grids in the horizontal and vertical directions are all uniform, which cannot satisfy all observations. First of all, the horizontal distribution of stations is not always so uniform, which may cause a rank deficit in the observation equation. Secondly, in the vertical direction, the density of water vapor in the atmosphere varies greatly, but it is mainly distributed below 2 km–3 km, so the grid division in the vertical direction should be dense below 2 km–3 km, while sparse above that. In addition, sometimes the atmospheric gradient changes very fast, especially when there is a convective weather process, so the time interval for gradient calculation should be shortened, which will effectively capture the change characteristics of water vapor.




6. Conclusions


The fast voxel traversal algorithm for ray tracing was applied to the construction of a GNSS water vapor tomography model for the first time, which has high feasibility. The index sequence formed by grid tracking accurately describes the path of the satellite signal received by the GNSS station, avoiding repeated indexing caused by rays passing through the grid intersection. Because the scale is used to judge the direction of the ray, the step of finding the center point of the intersection of the ray and the grid is eliminated, which improves the efficiency of the tomographic solution.



A comparative analysis with the GFS reanalysis data at the same site demonstrates that the model built in this study has a high water vapor tomography accuracy. In particular, the consistency of the water vapor density results from the ground to a height of two km. The tomographic results above 10 layers show little change, while the GFS results fluctuate more obviously. The reason for this deviation may be related to the constraints of the model in the vertical direction and the uniform division of the grid. This will continue to be studied and analyzed in future experiments.



This model uses a uniform grid division, which reduces its applicability. The grid will be divided into non-uniform grids according to the actual station spacing and the distribution of water vapor in the atmosphere, thereby improving the accuracy of the model. Furthermore, this study directly used PWV instead of ZWD when calculating the water vapor content of the slant path. The residual term R_e was not introduced and empirical values for λ were used, which may affect the accuracy of tomography and thus will be the focus of future studies.
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Figure 1. Distribution of tomography stations. 
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Figure 2. Ray angle diagram (red line is the signal line). 
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Figure 3. The intersections of signal lines and the model (black and yellow balls are the positions of the station and satellite; blue, red, and green balls are the intersections of the signal lines and the model; red and blue lines are the signal and central lines). 
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Figure 4. Two dimensional demonstration of the fast voxel traversal algorithm for ray tracing. (The red dotted lines represent the signal extension line and the vertical line; R represents the distance between the starting point of the signal line and the origin of the X axis; T represents the distance between the starting point of the signal line and the first intersection of the x-axis direction;    X  v e c     represents the projection length of the signal line on the X axis). 
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Figure 5. Demonstration of the fast voxel traversal algorithm for ray tracing through the model grid (a) XY plane projection; (b) XZ plane projection; (c) a 3D display of rays passing through the model. 
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Figure 6. 3D water vapor tomography result. 
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Figure 7. (a) GNSS_T of the first layer; (b) GFS_L of the first layer; (c) GNSS_T of the second layer; (d) GFS_L of the second layer; (e) GNSS_T of the third layer; (f) GFS_L of the third layer; (g) GNSS_T of the fourth layer; (h) GFS_L of the fourth layer. 
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Figure 8. (a) Comparison of GNSS_T and GFS_L between 20 layers at following stations: szcz, szhj, szbd, szzz, szme, szcf. (b) Comparison of GNSS_T and GFS_L between 20 layers at following stations: szag, szyx, szyq, szax, szwe. 
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Figure 9. The deviation between the water vapor density of the tomography and GFS data. 
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Figure 10. (a) GNSS_T of the ninth layer; (b) GFS_L of the ninth layer; (c) Deviation between GNSS_T and GFS_L of the ninth layer; (d) GNSS_T of the thirteenth layer; (e) GFS_L of the thirteenth layer; (f) Deviation between GNSS_T and GFS_L of the thirteenth layer. 
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Table 1. The parameters of the station.
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	Station
	Latitude
	Longitude
	Altitude (km)
	Receiver
	Antenna





	szcz
	38.21°N
	116.51°E
	0.008
	TRIMBLE NETR9
	TRM57971.00



	szag
	38.42°N
	115.33°E
	0.036
	TRIMBLE NETR9
	TRM55971.00



	szhj
	38.42°N
	116.06°E
	0.015
	TRIMBLE NETR9
	TRM57971.00



	szbd
	38.44°N
	115.29°E
	0.017
	TRIMBLE NETR9
	TRM57971.00



	szwe
	38.85°N
	116.46°E
	0.008
	TRIMBLE NETR9
	TRM57971.00



	szme
	38.93°N
	115.31°E
	0.05
	TRIMBLE NETR9
	TRM57971.00



	szax
	38.94°N
	115.89°E
	0.013
	TRIMBLE NETR9
	TRM57971.00



	szlf
	39.29°N
	116.42°E
	0.014
	TRIMBLE NETR9
	TRM57971.00



	szyq
	39.3 °N
	116.48°E
	0.016
	TRIMBLE NETR9
	TRM57971.00



	szyx
	39.34°N
	115.52°E
	0.056
	TRIMBLE NETR9
	TRM55971.00



	szzz
	39.47°N
	116.03°E
	0.036
	TRIMBLE NETR9
	TRM57971.00
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