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Abstract: A directional borehole radar consists of one transmitting antenna in the borehole and
four receiving antennas distributed at equal angles in a ring. The receiving antennas can determine
the depth and orientation of targets beside the borehole. However, the problem of target orientation
determination and 3D imaging algorithms remains a technological challenge. The MUSIC (multiple
signal classification) algorithm requires a peak search, so the accuracy of the operation is limited
by the angle interval. Based on the MUSIC algorithm, the Root-MUSIC algorithm is proposed and
implemented. By replacing the spectral peak search with calculating the roots of the polynomials
greatly improves the orientation recognition accuracy. Finally, the results obtained using the above
algorithm are verified with synthetic data and compared with the results of the MUSIC algorithm.
The results show that both the MUSIC algorithm and the Root-MUSIC algorithm can achieve very
good orientation determination and 3D imaging results. In terms of accuracy, the Root-MUSIC
algorithm has an obvious improvement compared with the MUSIC algorithm.

Keywords: orientation recognition; Root-MUSIC algorithm; directional borehole radar; 3D imaging

1. Introduction

GPR (Ground penetrating radar) is an effective spherical physical method to detect
targets by using the electrical properties of underground media [1]. It mainly detects the un-
derground electrical targets by transmitting and receiving high frequency electromagnetic
waves [1]. When an electromagnetic wave propagating in underground media interfaces
a medium with different electromagnetic characteristics, it is reflected. After the returned
electromagnetic wave is received, a radar time profile is formed by processing the signal.
According to the parameters of signal intensity, waveform, and double travel time in the
profile, the spatial position, electrical state, and geometry of the target can be detected.
GPR is widely used in many fields, such as groundwater pollution research, geotechnical
engineering, sedimentology, glaciology, and archaeology [2–4].

A GPR system includes a transmitting antenna and receiving antennas, as well as
a control system for receiving and transmitting signals and data storage. GPR uses wide-
band antennas [5,6]. Different antennas have different frequency ranges, detection depths,
and resolutions. When GPR uses a lower frequency wave, the detection depth can be
larger, but the resolution is relatively low; conversely, when using a higher frequency
electromagnetic wave, the detection depth is shallow, but the resolution is relatively
high [7].

Borehole radar is a type of GPR, and because the antennas are placed in the bore-
hole, it can detect and evaluate the geological structure of deep underground areas with
a high resolution [8]. The application of borehole radar includes underground structure
detection, feature description, geological research, and underground facilities detection. At
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present, the antenna frequency of borehole radar is generally lower than 100 MHz, and the
penetration depth in crystalline rock is 20 m or more [9,10].

The traditional borehole radar transmitting antenna and receiving antennas are omni-
directional, so they can only detect the depth of the target and the distance to the borehole,
but not its azimuth [11]. At present, three-dimensional imaging of underground media is
still very difficult. To solve this problem, directional borehole radar technology has been
developed [12].

Directional borehole radar can detect not only the depth and distance from the target
but also its azimuth [13–15]. There are two ways to realize the directional borehole radar:
the first is to use array antennas to receive the measurement, which uses the uniform circular
array to extract the azimuth information according to the different arrival times [16]; the
second is to use a directional transmitting antenna, which directionally transmits the
electromagnetic wave around the borehole, and the azimuth of the target is found from
the transmitting direction of the antenna [17]. In a conventional borehole radar system,
the transmitting antenna emits an electromagnetic wave isotropically, i.e., without special
directivity. However, in a borehole radar system with a directional transmitting antenna, it
is necessary to ensure the transmitting antenna has clear directivity to accurately determine
the orientation of the target through the reflected wave [18–20].

For directional transmitting antenna, we need a directional antenna. Generally speak-
ing, an underground antenna is composed of an electric dipole or a magnetic dipole.
Whether it is an electric dipole or a magnetic dipole, the radiation of the antenna is om-
nidirectional in the direction of the borehole axis rotation. In order to solve the problem
of reflector accurate positioning, it is necessary to research and develop the asymmetric
antenna around the borehole axis, namely the directional antenna. The antenna can in-
dicate the orientation of the reflector. Jeffrey Lytle of Lawrence Livermore Laboratory at
the University of California, in the United States, was the first to carry out research in
this field. They have developed an antenna whose point source is eccentrically located in
a high dielectric constant medium. Due to the eccentric effect of the source, the radiation of
the antenna is not axisymmetric in the direction of rotation. However, the study did not
provide the measured data. Wright and others from the U.S. Geological Survey have also
carried out a lot of research and developed a prototype of the directional radar system. The
antenna is composed of a monopole antenna placed in a cavity. The effectiveness of the
antenna is verified by numerical simulation and physical experiments. The results show
that the antenna has azimuth directivity, but some backward radiation is unavoidable. T
and amp; a radar from the Netherlands is the company’s in-hole directional radar system.
They placed a reflector behind a dipole antenna and filled it with special materials to form
a directional antenna. This kind of antenna is a bit like the shielding antenna of GPR.
The directivity of a high-frequency range antenna is easy to obtain, but the penetration
ability of these frequencies is poor. Therefore, in the development process, we need to
take a compromised method to ensure penetration and directivity at the same time. This
determines the size of the antenna and the size of the probe. The antenna is optimized
for a 100 MHz measurement. Another related problem is the consideration of the whole
module and durability, so as to produce a simple and flexible instrument. These consid-
erations lead to the complete separation of the positioning system of the probe from the
actual radar system. The radar system is located in the cylindrical radar module, which
includes two antennas and all electronic components. The module itself cannot determine
the orientation of the probe itself and cannot resist large pressure and external temperature.
The positioning module is used to determine the position of the probe itself. It consists
of a motor and a position detector with the entire antenna in it. The positioning module
protects the radar module from the harsh underground environment [21].

Directional receiving borehole radar is more common than directional transmitting
antenna radar [22]. For this kind of directional receiving antenna, one transmitting an-
tenna and four receiving antennas are used, as shown in Figure 1. The four antennas are
distributed uniformly along a ring perpendicular to the borehole. For the convenience of
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analysis, the four antennas are labeled East, South, West, and North, rotating clockwise.
When the direction of the North antenna is consistent with the geographical North, the
other antennas are consistent with the geographic East, West, and South; otherwise, a
deviation angle exists that can be corrected by measuring the angle between the North
antenna and the geographical North. Therefore, only the azimuth relative to the four
antennas is needed to calculate the azimuth of the target. We compare and analyze the
waveforms received by the four receiving antennas, use the corresponding azimuth estima-
tion algorithm to determine the specific azimuth of the target, and then use the azimuth to
carry out three-dimensional imaging of the target.
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Figure 1. Single-transmitter four-receiver borehole radar.

The MUSIC (multiple signal classification) algorithm, the traditional azimuth recogni-
tion algorithm, uses the orthogonality of signal subspace and noise subspace to construct
the spatial spectrum [23]. A certain angle interval is selected to search the spectrum peak,
which corresponds to the direction of the reflected wave. Therefore, the accuracy of the
MUSIC algorithm is limited by the angle interval. This paper proposes and implements
a three-dimensional imaging algorithm of directional borehole radar based on the Root-
MUSIC algorithm. The Root-MUSIC algorithm is a kind of spatial spectrum algorithm that
uses the process of calculating the roots of polynomials to replace the spectral peak search
in the MUSIC algorithm. The accuracy of operation is not limited by the angle interval, so
it is greatly improved.

2. Materials and Methods
2.1. Materials

In this paper, the FDTD (Finite Difference-Time Domain) algorithm is used to synthesize
data. We use a two-dimensional model and a three-dimensional model for numerical simulation.

2.1.1. Two-Dimensional Model

The transmitting and receiving antennas used in this paper are both point antennas.
As is shown in Figure 2, the size of the model on the x-axis and y-axis is 20 m × 20 m. The
number of models in X and Y directions is 2000 × 2000. The size of the unit grid in the X
and Y directions is 0.01 m × 0.01 m. In the process of the simulation, granite is selected as
the surrounding rock, and its relative dielectric constant is 7; the fluid in the borehole is
borehole water and the relative permittivity of it is 81; the relative permittivity of the sonde
is 3; borehole radius is 5 cm; sonde radius is 4 cm; and, the array radius of the receiving
antenna is 3 cm. When the receiving antenna array is placed between the borehole and the
sonde, we change the azimuth of the transmitting antenna and calculate the azimuth of
the transmitting antenna with the received signal. The transmitting antenna is 10 m away
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from the receiving antenna, so the incident wave can be regarded as a parallel wave. The
following azimuth angles are used in this simulation: 24◦, 166◦, 196◦, and 329◦.

Remote Sens. 2021, 13, x FOR PEER REVIEW 4 of 18 
 

 

receiving antenna is 3 cm. When the receiving antenna array is placed between the bore-
hole and the sonde, we change the azimuth of the transmitting antenna and calculate the 
azimuth of the transmitting antenna with the received signal. The transmitting antenna is 
10 m away from the receiving antenna, so the incident wave can be regarded as a parallel 
wave. The following azimuth angles are used in this simulation: 24°, 166°, 196°, and 329°. 

 
Figure 2. Two-dimensional simulation model. 

2.1.2. Three-Dimensional Model 
The three-dimensional model is shown in Figure 3. The size of the model is 20 m × 20 

m × 10 m. The number of cells in the main grid is 800 × 800 × 200, the grid size of the main 
grid is 0.025 m × 0.025 m × 0.05 m, and the sub-grid is from the 396th grid to the 405th grid 
in both the X- and Y-directions and from the 10th grid to the 190th grid in the Z-direction. 
The size ratio of the main grid to the sub-grid is 5:1. 

The model includes inclined fractures to the east of the borehole and vertical fractures 
to the south of the borehole. In the east direction, the top of the inclined fracture is 4.1 m 
away from the borehole with a depth of 2 m, and the bottom is 5.3 m away from the bore-
hole with a depth of 8 m. The fracture is 5 m wide and 0.5 m thick. The diameter of the 
borehole is 10 cm, the diameter of the sonde is 8 cm, the receiving antennas are linear 
antennas of length 0.8 m, and the receiving and transmitting distance is 1.5 m. The fluid 
in the borehole is water. The sonde is made of PVC pipe. The surrounding rock is granite, 
and the fracture is filled with water. The physical parameters of the surrounding granite 
are as follows: the relative permittivity is 7, and the conductivity is 0.0007. The parameters 
of the water are as follows: the relative permittivity is 80, and the conductivity is 0.7. The 
parameters of the PVC pipe are as follows: the relative permittivity is 3, and the conduc-
tivity is 0. 

Figure 2. Two-dimensional simulation model.

2.1.2. Three-Dimensional Model

The three-dimensional model is shown in Figure 3. The size of the model is
20 m × 20 m × 10 m. The number of cells in the main grid is 800 × 800 × 200, the
grid size of the main grid is 0.025 m × 0.025 m × 0.05 m, and the sub-grid is from the
396th grid to the 405th grid in both the X- and Y-directions and from the 10th grid to the
190th grid in the Z-direction. The size ratio of the main grid to the sub-grid is 5:1.
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The model includes inclined fractures to the east of the borehole and vertical fractures
to the south of the borehole. In the east direction, the top of the inclined fracture is 4.1 m
away from the borehole with a depth of 2 m, and the bottom is 5.3 m away from the
borehole with a depth of 8 m. The fracture is 5 m wide and 0.5 m thick. The diameter
of the borehole is 10 cm, the diameter of the sonde is 8 cm, the receiving antennas are
linear antennas of length 0.8 m, and the receiving and transmitting distance is 1.5 m. The
fluid in the borehole is water. The sonde is made of PVC pipe. The surrounding rock is
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granite, and the fracture is filled with water. The physical parameters of the surrounding
granite are as follows: the relative permittivity is 7, and the conductivity is 0.0007. The
parameters of the water are as follows: the relative permittivity is 80, and the conductivity
is 0.7. The parameters of the PVC pipe are as follows: the relative permittivity is 3, and the
conductivity is 0.

2.2. Methods
2.2.1. Numerical Simulation Algorithm

The numerical simulation in this paper is essentially an electromagnetic phenomenon.
The analysis of the electromagnetic problems is to solve the Maxwell equations under
specific boundary conditions. Maxwell equations can be written in integral form and
differential form. The time-domain finite difference method (FDTD) was first proposed by
Kane. S. Yee [24]. It is based on the Maxwell curl equation in differential form, which can
separate the differences between space and time. Previous studies have shown that FDTD
is one of the most simple and effective numerical methods to calculate Maxwell equations,
and it is a common calculation method for Directional Borehole Radar [25].

In this paper, the FDTD algorithm is used for numerical simulation. The FDTD
algorithm transforms the Maxwell curl equation with the time variable into a different
form and advances the solution of the space electromagnetic field in turn on the time axis.
Each electric field (or magnetic field) component is surrounded by four magnetic fields
(or electric fields) components. It is the simplest of all electromagnetic field calculation
methods. It directly solves the problem from the Maxwell equation without complicated
mathematical derivation and is quite intuitive and effective [26,27].

The traditional FDTD algorithm has the following problems. The first is the two-scale
problem. When the scatterer is very small, it will lead to a two-scale problem. In order
to simulate the geometry or internal structure of scatterers in detail, the size of the grid
must be small enough, and the number of grids in the whole calculation area needs to be
increased. When the model space is relatively large, the number of grids needed to solve
this problem in the uniform grid space will be very large, which requires considerable
memory consumption for the computer. The stability of FDTD is directly related to the
time step, and the memory problem also makes the convergence slow. The second is that
FDTD is difficult to work for curve boundary. In fact, FDTD only makes tensor product
mesh, which can only get the surface target by ladder approximation [28].

To solve this kind of problem is to use a smaller mesh in the part that needs detailed
simulation first and use the allowed coarse mesh for the rest. It can not only meet the
calculation accuracy but also save memory and running time. This method is called
sub-grid technology, also known as local fine grid technology, which is widely used in
various problems. Intuitively, the whole region is calculated with the main grid, and
then the sub-region is calculated with a smaller grid, and then the results of the two are
combined [29,30].

The above is the numerical simulation method used in this paper. The following
discusses the azimuth recognition and three-dimensional imaging algorithm used in this
paper. Because the Root-MUSIC algorithm and the MUSIC algorithm involved in this paper
are based on a uniform linear array, the general theory of uniform county is discussed
first [31].

2.2.2. General Theory of Uniform Linear Array

We first discuss the relationship between an incident wave and a uniform linear array.
The uniform linear array is a simple linear array, as shown in Figure 4. M elements are
aligned along a line, and the element spacing is d. The DOA (Direction of Arrival) is
defined as the angle between the wave direction and the array normal direction and is
expressed as θ characterized by rotational symmetry around the array. The uniform linear
array analysis is based on the following assumptions.
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(1) The number of sources cannot be greater than the number of receiving antennas;
(2) The noise is uniform random noise, and the signal is not correlated with the noise;
(3) The signal sources are usually narrow-band far-field signals;
(4) The receiving antenna is omnidirectional and the mutual coupling between antennas

is not considered [32,33].

If there are N(N < M) targets, the signal of the ith target is as follows:

si(t) = zi(t)ejω0t, i = 0, 1, . . . , N − 1 (1)

where zi(t) is the complex envelope of the ith signal, which contains signal information;
exp(jω0t) is the carrier of the spatial signal; ω0 is the angular frequency; and j is the imagi-
nary unit. Then, the signal received by the whole antenna array is calculated as follows:

X(t) = AS(t) + N(t) (2)

where A =
[

a0 . . . ak−1
]

is the array manifold, ai =
[

e−jω0τ1t . . . e−jω0τMt
]T is

the direction vector of the signal, τ is the time delay relative to the reference array element,
S(t) =

[
s0(t) . . . sM−1(t)

]T is the signal matrix, N(t) =
[

n1 . . . nM
]T is the

additive noise matrix, and [•]T is the matrix transpose.
The time delay of the Mth element relative to the first element is shown below.

τm = −1
c

sin(θ)(m− 1)d (3)

The direction vector of equidistant linear array is obtained as follows:

a =
[

1 e−j ω0
c d sin(θ) e−j ω0

c 2d sin(θ) . . . e−j ω0
c (M−1)d sin(θ)

]T

=
[

1 e−j 2π
λ0

d sin(θ) e−j 2π
λ0

2d sin(θ)
. . . e−j 2π

λ0
(M−1)d sin(θ)

] (4)

When the wavelength and the geometric structure of the array are determined, the
direction vector is only related to the azimuth angle θ, so the direction vector of the equidis-
tant linear array is denoted as a(θ), which is independent of the position of the reference
point. If there are N signal sources, the direction of arrival is i = 1, 2, . . . , N, respectively.

A = [a(θ1), a(θ2), . . . , a(θN)]

=


1 1 1 1

e−j 2π
λ0

d sin(θ1) e−j 2π
λ0

d sin(θ2) . . . e−j 2π
λ0

d sin(θN)

. . . . . . . . . . . .

e−j 2π
λ0

(M−1)d sin(θ1) e−j 2π
λ0

(M−1)d sin(θ2) . . . e−j 2π
λ0

(M−1)d sin(θN)

 (5)
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The expression of the direction vector of an equidistant linear array is given above.
The output of the antenna array is as follows:

y(t) =
M

∑
m=1

s(t)w∗me−j 2π
λ0

(m−1)d sin θ (6)

The vector form is as follows:

y(k) = wHX(k) (7)

where, w =
[

w1 w2 . . . wM
]T is the weight vector.

2.2.3. Root-MUSIC Algorithm

The MUSIC algorithm uses the orthogonality of signal subspace and noise subspace
to construct a spatial spectrum function. Through a spectrum peak search, the DOA of the
signal is detected, and the peak corresponds to the target azimuth [34].

The MUSIC algorithm is based on the following assumptions:

(1) The array element spacing is not less than half of the wavelength of the highest
frequency signal;

(2) The noise of the processor is additive Gaussian distribution;
(3) The number of signal sources is less than the number of array elements, and the

number of signal samples is greater than the number of array elements;
(4) The source must be a random number with uniform distribution.

The Root-MUSIC algorithm first needs to define the following polynomial.

f (z) = eH
i p(z) i = N + 1, . . . M (8)

where ei is the M − N eigenvectors corresponding to the small eigenvalues in the data
covariance matrix, where

p(z) =
[

1 z . . . zM−1 ]T (9)

where z = exp(jω). When the root of the polynomial is exactly on the unit circle,
p(exp(jω)) is a steering vector with spatial frequency ω. According to the eigenstruc-
ture algorithm, p(exp(jωm)) = pm is the steering vector of the signal, so it is orthogonal to
the noise subspace. Therefore, the definition of the polynomial can be modified as follows:

f (z) = pH(z)UNUH
Np(z) (10)

If roots of Equation (10) are obtained, the information about the angle of arrival of
the signal sources can be obtained. At the same time, we find that there is a z* term in
the polynomial, which makes the process of finding zero more complicated. If z = exp(j),
z∗ = exp(−j), zz∗ = 1, then z∗ = 1/z.

To simplify, Equation (10) is modified as follows:

f (z) = pH(z)UNUH
Np(z)

= pT(z∗)UNUH
Np(z)

= pT(z−1)UNUH
Np(z)

(11)

To solve the problem conveniently, we continue to modify Equation (11) to obtain the
modified Root-MUSIC algorithm expression.

f (z) = zM−1pT(z−1)UNUH
Np(z) (12)
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Note that the order of the polynomial f (z) is 2(M− 1), and the matrix UNUH
N has the

property that there are (M− 1) pairs of complex roots mirrored symmetrical about the unit
circle, and each pair of roots is conjugated with each other. Of these (M− 1) pairs of roots,
there are N roots z1, ..., zN that are also exactly uniformly distributed on the unit circle, and

zi= exp(j ωi) 1 ≤ i ≤ N (13)

The above consideration is that the data covariance matrix can be known accurately.
In practical applications, when there are errors in the data matrix, we only need to find the
N roots of Equation (13) close to the unit circle.

θi= arcsin
(

λ

2πd
arg{zi}

)
(14)

A summary of the Root-MUSIC algorithm steps is as follows:

(1) The covariance matrix is calculated according to the received data X;
(2) The covariance matrix is eigen-decomposed to determine the noise subspace UN and

the signal subspace US;
(3) According to Equation (12), the root polynomial f (z) is constructed and the roots of

the polynomial are found;
(4) The roots near the unit circle are found, and the signal DOA is solved according

to Equation (14).

2.2.4. 3D Imaging Algorithm of Directional Borehole Radar Based on Root-MUSIC

The Root-MUSIC algorithm is only suitable for a uniform linear array, but not for
a uniform circular array. The detection range of a uniform linear array is from −90◦ to 90◦

and has symmetry ambiguity. Therefore, we need to transform the uniform circular array
into a uniform linear array by setting a virtual antenna and then identify the azimuth.

DOA Method Based on a Uniform Circular Array

Because the receiving antenna of a directional borehole radar array is a uniform
circular array, it can be divided into two uniform linear arrays, one in the East–West
direction and one in the North–South direction. Then, the problem can be solved by adding
virtual antennas as shown in Figure 5.

Remote Sens. 2021, 13, x FOR PEER REVIEW 9 of 18 
 

 

2.2.4. 3D Imaging Algorithm of Directional Borehole Radar Based on Root-MUSIC 
The Root-MUSIC algorithm is only suitable for a uniform linear array, but not for a 

uniform circular array. The detection range of a uniform linear array is from −90° to 90° 
and has symmetry ambiguity. Therefore, we need to transform the uniform circular array 
into a uniform linear array by setting a virtual antenna and then identify the azimuth. 

DOA Method Based on a Uniform Circular Array 
Because the receiving antenna of a directional borehole radar array is a uniform cir-

cular array, it can be divided into two uniform linear arrays, one in the East–West direc-
tion and one in the North–South direction. Then, the problem can be solved by adding 
virtual antennas as shown in Figure 5. 

The array in the East–West direction includes receiving antennas W, W′, E, E′, where 
W′ and E′ are virtual antennas and E′E = EW = WW′. The uniform linear array in the North–
South direction is the same. Since the four virtual antennas on each uniform linear array 
are equidistant, the time delay of the received signal of the virtual antenna is easy to ob-
tain. We use the azimuth recognition algorithm to calculate the azimuth of the uniform 
linear array in the east-west and north-south direction, and then synthesize the two results 
to get the target azimuth. 

 
Figure 5. Schematic diagram of the two groups of the uniform linear array. 

Borehole Effect and Correction 
The Root-MUSIC algorithm and MUSIC algorithm are only suitable for orientation 

recognition in homogeneous media. Both borehole and sonde can cause interference to 
the directional borehole radar azimuth recognition. Therefore, we need to eliminate the 
borehole effect through the design of the algorithm. We assume that the reflected wave is 
incident at a certain true azimuth, calculate the time difference between the reflected wave 
and each receiving antenna, and then calculate the time delay. According to the time de-
lay, we can obtain the apparent azimuth by using the azimuth recognition algorithm in a 
uniform medium to calculate the azimuth. We can change the true azimuth from 1° to 
360°. We can obtain the correspondence between the azimuth and the apparent azimuth, 
and we can eliminate the borehole effect. 

3D Imaging Algorithm 
Based on the correction relationship of the non-uniformity around the borehole, we 

propose and implement the azimuth recognition and 3D imaging algorithm of directional 
borehole radar under the condition of non-uniformity around the borehole. The algorithm 
is as follows. 

Figure 5. Schematic diagram of the two groups of the uniform linear array.

The array in the East–West direction includes receiving antennas W, W′, E, E′, where
W′ and E′ are virtual antennas and E′E = EW = WW′. The uniform linear array in the
North–South direction is the same. Since the four virtual antennas on each uniform linear
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array are equidistant, the time delay of the received signal of the virtual antenna is easy to
obtain. We use the azimuth recognition algorithm to calculate the azimuth of the uniform
linear array in the east-west and north-south direction, and then synthesize the two results
to get the target azimuth.

Borehole Effect and Correction

The Root-MUSIC algorithm and MUSIC algorithm are only suitable for orientation
recognition in homogeneous media. Both borehole and sonde can cause interference to
the directional borehole radar azimuth recognition. Therefore, we need to eliminate the
borehole effect through the design of the algorithm. We assume that the reflected wave
is incident at a certain true azimuth, calculate the time difference between the reflected
wave and each receiving antenna, and then calculate the time delay. According to the time
delay, we can obtain the apparent azimuth by using the azimuth recognition algorithm in a
uniform medium to calculate the azimuth. We can change the true azimuth from 1◦ to 360◦.
We can obtain the correspondence between the azimuth and the apparent azimuth, and we
can eliminate the borehole effect.

3D Imaging Algorithm

Based on the correction relationship of the non-uniformity around the borehole, we
propose and implement the azimuth recognition and 3D imaging algorithm of directional
borehole radar under the condition of non-uniformity around the borehole. The algorithm
is as follows.

(1) We input relevant parameters, including the receiving and transmitting distances,
central frequency of the antenna, relative permittivity of the surrounding rock, relative
permittivity of the borehole fluid, relative permittivity of the sonde, time sampling
interval, channel spacing, and received signals of the four receiving antennas.

(2) The original data are processed by direct wave.
(3) For each depth, we choose an appropriate window to ensure that the signal of a certain

direction in the window is dominant. At the same time, a threshold is selected. When
the average value of the four signals in the window is lower than the threshold,
the data in the window will be regarded as noise and will not be processed. If it is
larger than the threshold, the apparent azimuth is calculated according to the azimuth
recognition algorithm in the uniform medium. Move the window, point by point,
until all points of the trace are corresponding to this depth point. The above treatment
is applied to traces of all depths.

(4) We filter the apparent azimuth to eliminate the burr.
(5) Eliminate borehole effects by using the correspondence between the apparent azimuth

and the true azimuth.
(6) For the data of each depth, we use the true azimuth and the original signal to calculate

the transverse slice of the depth. The longitudinal slice is obtained by drawing the
depth signals of each azimuth in the three-dimensional array.

(7) For each longitudinal slice, migration imaging processing is performed to solve the
elevation problem.

(8) Vertical and horizontal slices after migration are used to construct three-dimensional
arrays. The first dimension of the three-dimensional array is the number of traces;
the second dimension is the azimuth from 0◦ to 360◦. The angle interval is 10◦.
The third dimension is the number of sampling points. Then, we image the three-
dimensional arrays.

3. Results

In this simulation, one transmitting antenna and four receiving antennas are used.
Four receiving antennas are located in the South, East, North, and West directions. The
main frequency of the antenna is 100 MHz.
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3.1. Calculation Results of Two-Dimensional Numerical Simulation

The original waveform of the binary numerical simulation results is shown in Figure 6.
We choose the North direction as 0◦ and the clockwise direction as the positive direction.
The azimuth is 24◦ as shown in Figure 6a. The azimuth is 166◦ as shown in Figure 6b. The
azimuth is 196◦ as shown in Figure 6c. The azimuth is 329◦ as shown in Figure 6d. We use
the Root-MUSIC algorithm and the MUSIC algorithm to recognize the above waveforms.
The angle interval of the MUSIC algorithm is 0.05 degree. We use the corresponding
relationship between the apparent azimuth and the true azimuth to remove the influence of
the borehole and sonde. The process used a 64-bit computer processor: Intel(R) Core(TM)
i5-3230M CPU@ 2.60 GHz, memory 8.0 GB.
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After the calculations, we can obtain the following results:
When the incident wave azimuth of the model is 24 degrees, the azimuth calculated by

the Root-MUSIC algorithm is 23.8336 degrees, and the azimuth calculated by the MUSIC
algorithm is 23.7159 degrees. The error of the Root-MUSIC algorithm is 0.1664, and the
error of the MUSIC algorithm is 0.2841.

When the incident wave azimuth of the model is 166 degrees, the azimuth calculated
by the Root-MUSIC algorithm is 166.1731 degrees, and the azimuth calculated by MUSIC
algorithm is 166.2133 degrees. The error of the Root-MUSIC algorithm is 0.1731, and the
error of the MUSIC algorithm is 0.2133.

When the incident wave azimuth of the model is 196 degrees, the azimuth calculated
by the Root-MUSIC algorithm is 196.1932 degrees, and the azimuth calculated by the
MUSIC algorithm is 196.2373 degrees. The error of the Root-MUSIC algorithm is 0.1932,
and the error of the MUSIC algorithm is 0.2373.

When the incident wave azimuth of the model is 329 degrees, the azimuth calculated
by the Root-MUSIC algorithm is 328.8578 degrees, and the azimuth calculated by the
MUSIC algorithm is 328.8439 degrees. The error of the Root-MUSIC algorithm is 1422, and
the error of the MUSIC algorithm is 0.1561.

Through the above results, we can confirm that the accuracy of the Root-MUSIC
algorithm is better than the MUSIC algorithm. This is because the operation error of the
Root-MUSIC algorithm mainly comes from the error generated by numerical simulation
and the operation error of the MUSIC algorithm not only contains the error generated by
numerical simulation, but also contains the error caused by the angle interval in the process



Remote Sens. 2021, 13, 2957 11 of 17

of spectrum peak search in the computational space. Therefore, the performance of the
Root-MUSIC algorithm is significantly better than that of the MUSIC algorithm.

3.2. Calculation Results of Three-Dimensional Numerical Simulation

For the three-dimensional model, we simulate as follows: the transmitting antenna
and the receiving antenna move up from the bottom to the top simultaneously, with the
moving step being 0.1 m, with 66 movement increments. The initial depth of the directional
borehole radar movement is 8.2 m, and the end depth of the directional borehole radar
movement is 1.6 m.

The corresponding synthetic data waveform is shown in Figure 7; this waveform is
displayed once every three traces so that the waveform can be seen clearly. It is obvious
from the waveform data that the direct wave and the reflected wave came from two targets,
and the arrival time of the reflected wave from each antenna is slightly different, which
makes directional detection possible.
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For the data collected by the borehole radar, the interference components such as the
direct wave should be removed first. Then, the MUSIC algorithm and the Root-MUSIC
algorithm are used for processing. The angle interval of the MUSIC algorithm is 1 degree.
The relationship between the apparent azimuth and the true azimuth is used to remove
the borehole effect. Finally, the filtering result is used to filter out the burr caused by the
calculation error.

We use the data at the depth of 1.6 m to display. The original waveform data is shown
in Figure 8. As seen from Figure 6, the East-receiving antenna receives the signal first, the
North-South-receiving antenna receives the signal at the same time, and the West-receiving
antenna receives the signal last, which is consistent with the model.
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Figure 8. Raw data of the single-channel waveform at a 1.6 m depth.

We show the spatial spectrum of the MUSIC algorithm at the depth of 1.6 m. The
position is at the centre of the window is 68 ns, and the length of the window is 100 sam-
pling points. The spatial spectrum of the MUSIC algorithm is shown in Figure 9, in which
the uniform linear array in the East-West direction is 0 in the North-South direction and
positive in the East-West direction. As shown in Figure 9a, the azimuth corresponding
to the spatial spectrum peak is close to 90◦, i.e., due East. The uniform linear array in
the North-South direction is 0 in the East-West direction and positive in the South. From
Figure 9b, the azimuth corresponding to the peak value of the spatial spectrum is close to
0◦ in the East-West direction. The azimuth is due East, which is consistent with the model.

Remote Sens. 2021, 13, x FOR PEER REVIEW 13 of 18 
 

 

value of the average error of the Root-MUSIC algorithm is 1.6069° and that of the MUSIC 
algorithm is 2.4711° after calculation. 

Using the orientation recognition results, the transverse slice data are synthesized, 
the 55th trace is selected, and the data are displayed with a depth of 7.1 m, as shown in 
Figure 12. Figure 12a is the horizontal slice synthesized by the orientation recognition re-
sult of the Root-MUSIC algorithm, and Figure 12b is the horizontal slice synthesized by 
the orientation recognition result of the MUSIC algorithm. According to the model, there 
is an inclined fracture in the East and a vertical fracture in the South of the borehole. It can 
be seen from the profile that a signal can be observed in the East and South directions in 
Figure 12a,b, which is in good agreement with the model. At the same time, the signals in 
Figure 12a are mainly concentrated in the due South and due East directions, with smaller 
burrs in other directions, and the effect is stronger than that in Figure 12b. Therefore, the 
result of the Root-MUSIC algorithm is better than that of the MUSIC algorithm. 

 
Figure 8. Raw data of the single-channel waveform at a 1.6 m depth. 

 
Figure 9. Spatial spectrum of the MUSIC algorithm, (a) spatial spectrum of the MUSIC algorithm 
for the East-West uniform linear array, (b) spatial spectrum of the MUSIC algorithm for the North-
South uniform linear array. 

Figure 9. Spatial spectrum of the MUSIC algorithm, (a) spatial spectrum of the MUSIC algorithm for
the East-West uniform linear array, (b) spatial spectrum of the MUSIC algorithm for the North-South
uniform linear array.

We calculate the correction relationship between the apparent azimuth and the true
azimuth. Because the results of the Root-MUSIC algorithm and the MUSIC algorithm
are similar, we choose the results of the Root-MUSIC algorithm to display, as is shown in
Figure 10. We use this relationship to remove the influence of the borehole non-uniformity.
The result of the orientation recognition is shown in Figure 11. Figure 11a,b are, respectively,
the azimuths calculated by the Root-MUSIC algorithm and the MUSIC algorithm. The
abscissa of the graph represents the travel time, and the ordinate represents the azimuth.
Compared with the model, when the depth is 1.6 m, there is only an inclined crack in the
East direction. A signal can be clearly seen in the figure, and the azimuth is approximately
90◦, which is in good agreement with the model. As seen from the figure, the accuracy of
Figure 11a is significantly higher than that of Figure 11b. The absolute value of the average
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error of the Root-MUSIC algorithm is 1.6069◦ and that of the MUSIC algorithm is 2.4711◦

after calculation.
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Using the orientation recognition results, the transverse slice data are synthesized,
the 55th trace is selected, and the data are displayed with a depth of 7.1 m, as shown in
Figure 12. Figure 12a is the horizontal slice synthesized by the orientation recognition
result of the Root-MUSIC algorithm, and Figure 12b is the horizontal slice synthesized by
the orientation recognition result of the MUSIC algorithm. According to the model, there is
an inclined fracture in the East and a vertical fracture in the South of the borehole. It can
be seen from the profile that a signal can be observed in the East and South directions in
Figure 12a,b, which is in good agreement with the model. At the same time, the signals in
Figure 12a are mainly concentrated in the due South and due East directions, with smaller
burrs in other directions, and the effect is stronger than that in Figure 12b. Therefore, the
result of the Root-MUSIC algorithm is better than that of the MUSIC algorithm.

Based on the orientation recognition results, the longitudinal slice data is synthesized,
and the angle interval is selected as 10 degrees. Since the results of the longitudinal slice of
the two algorithms have little difference, the longitudinal slice display of the Root-MUSIC
algorithm is selected, as shown in Figure 13. From the figure, it can be clearly seen that
there is an inclined fracture signal at 90◦ and a vertical fracture signal at 180◦ which are in
good agreement with the model.
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Figure 13. Longitudinal slices of the Root-MUSIC algorithm.

To solve the problem of the elevation angle, the longitudinal slices in each direction
are migrated. The longitudinal slice and the original signal are used to synthesize the
three-dimensional array, and the three-dimensional array is filtered and imaged. Because
the results of the two algorithms are almost the same, we choose the Root-MUSIC algorithm
to display the results, as shown in Figure 14.

It can be seen from the figure that there is an inclined fracture signal at the depth of
2 m to 8 m in the East direction of the borehole. The top of the inclined fracture signal is
approximately 4 m away from the borehole, and the bottom is approximately 5 m away
from the borehole. There is a vertical fracture signal at the depth of 6 m to 8 m in the South
direction of the borehole, which is approximately 8 m away from the borehole.
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4. Discussion

This paper presents and implements a three-dimensional imaging algorithm of the
directional borehole radar, based on the Root-MUSIC algorithm. Calculating the roots of
polynomials is used to replace the spectral peak search of the MUSIC algorithm so that the
accuracy of azimuth recognition is no longer limited by the angle interval of the spectral
peak search, which greatly improves the accuracy of azimuth recognition. The results were
verified by synthetic data.

The FDTD algorithm is used to synthesize the data. It is verified that the Root-MUSIC
algorithm has a significant improvement on the accuracy of the MUSIC algorithm.

For the results of the two-dimensional numerical simulation, we change the position
of the transmitting antenna to simulate the performance of the Root-MUSIC algorithm
and the MUSIC algorithm in different azimuths. From the results, it can be seen that the
azimuth recognition results of the Root-MUSIC algorithm and the MUSIC algorithm are
close to the real azimuth, and both methods can carry out effective azimuth recognition.
However, the orientation recognition accuracy of the Root-MUSIC algorithm is significantly
higher than that of the MUSIC algorithm.

For the results of the three-dimensional numerical simulation, we have the follow-
ing situation:

For the single-channel waveform at a depth of 1.6 m, the azimuth recognition result
is obtained. Both the Root-MUSIC algorithm and the MUSIC algorithm can be used for
bearing recognition effectively. Because of avoiding the process of spectral peak search-
ing, the accuracy of the Root-MUSIC algorithm is significantly higher than that of the
MUSIC algorithm.

For the horizontal slice, the Root-MUSIC algorithm and the MUSIC algorithm can
recognize the azimuth effectively. In the Figure 12, the two algorithms can see obvious
signals in the East and South directions. However, the Root-MUSIC algorithm is more
focused on energy, and its effect is better than the MUSIC algorithm.

For the longitudinal slice, the azimuth interval is 10◦, both the Root-MUSIC algorithm
and the MUSIC algorithm can be used for bearing recognition effectively. Both are in good
agreement with the model in the display of the longitudinal section. The problem of the
elevation angle can be solved by migration imaging. In addition, the three-dimensional
imaging results of the two algorithms can see clear targets.

5. Conclusions

The directional borehole radar includes one transmitting antenna and four receiving
antennas. Through the arrival sequence of the received waveforms, the accurate azimuth
of the target can be determined effectively. In this paper, a target orientation determination
algorithm based on the Root-MUSIC algorithm is proposed and implemented. On this
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basis, a 3D imaging algorithm of the borehole radar is realized. Using the FDTD algorithm
synthetic data, the results of the MUSIC algorithm and the Root-MUSIC algorithm are
compared. Both can effectively judge the precise orientation of the target, and both have
achieved very good results in 3D imaging. At the same time, we find that the Root-MUSIC
algorithm is superior to the MUSIC algorithm in its operation accuracy, which is very
suitable for directional borehole 3D imaging.
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