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Abstract: Landslide susceptibility modeling, an essential approach to mitigate natural disasters,
has witnessed considerable improvement following advances in machine learning (ML) techniques.
However, in most of the previous studies, the distribution of input data was assumed as being, and
treated, as normal or Gaussian; this assumption is not always valid as ML is heavily dependent on
the quality of the input data. Therefore, we examine the effectiveness of six feature transformations
(minimax normalization (Std-X), logarithmic functions (Log-X), reciprocal function (Rec-X), power
functions (Power-X), optimal features (Opt-X), and one-hot encoding (Ohe-X) over the 11conditioning
factors (i.e., altitude, slope, aspect, curvature, distance to road, distance to lineament, distance to
stream, terrain roughness index (TRI), normalized difference vegetation index (NDVI), land use, and
vegetation density). We selected the frequent landslide-prone area in the Cameron Highlands in
Malaysia as a case study to test this novel approach. These transformations were then assessed by
three benchmark ML methods, namely extreme gradient boosting (XGB), logistic regression (LR),
and artificial neural networks (ANN). The 10-fold cross-validation method was used for model
evaluations. Our results suggest that using Ohe-X transformation over the ANN model considerably
improved performance from 52.244 to 89.398 (37.154% improvement).

Keywords: landslide susceptibility; feature transformations; machine learning; remote sensing;
LiDAR; GIS

1. Introduction

Landslides are among the common natural disasters that cause considerable damage
to life and property in various regions around the globe, with governments and other
agencies having to spend a substantial amount to monitor and mitigate the disaster [1,2].
Although landslide-related damage cannot be entirely avoided, these events can be pre-
dicted to some extent so that damage to human life and property can be minimized [2]. In
general, susceptibility maps are used to perform hazard and risk assessments in landslide-
prone areas. Consequently, landslide susceptibility assessment has been considered as a
fundamental step in landslide risk management. In recent years, machine learning (ML)

Remote Sens. 2021, 13, 3281. https://doi.org/10.3390/rs13163281 https://www.mdpi.com/journal/remotesensing

https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com
https://orcid.org/0000-0001-9863-2054
https://orcid.org/0000-0002-2822-3463
https://doi.org/10.3390/rs13163281
https://doi.org/10.3390/rs13163281
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/rs13163281
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com/article/10.3390/rs13163281?type=check_update&version=3


Remote Sens. 2021, 13, 3281 2 of 22

methods have been widely adapted to evaluate diverse engineering and scientific problems,
including in the field of geosciences. These methods have proved to yield a high level of
accuracy to generate landslide susceptibility models [1,3]. Combining various types of
machine learning (ML) models such as decision tree-based ensembles [4], integrating ML
with geographic information systems (GIS) [5], and combining ML with different remote
sensing data sources such as Interferometric Synthetic Aperture Radar (InSAR) [6], have
also had a significant contribution to model improvements.

The ML methods provide promising solutions, particularly on a regional scale, even
with limited geotechnical parameters [1]. However, in earlier studies, the default settings of
the ML methods were used by assuming the normal distribution of the input data [7]. Yet,
in landslide hazard studies, the variables might not normally be distributed, instead, they
may have a Gaussian-like distribution (e.g., nearly Gaussian but with outliers or skewed) or
a different distribution (e.g., exponential). Ideally, the majority of ML algorithms perform
better when the input variables have a standard distribution form, as this provides an
easier path for the algorithms to learn the weights of the parameters [8]. Moreover, it keeps
beneficial information regarding the outliers and makes the algorithms less sensitive to
them [9]. Thus, feature transformations [8], which are a part of feature engineering, can
assist in fulfilling this aim. Feature engineering was initially established by George Box
and David Cox to solve a situation involved with linear regression [10]. It happens in the
pre-processing stage in ML before the primary modeling, providing a better understanding
of the models’ behavior for the computer; however, it is a time-consuming part of learning
in the projects [8]. Therefore, to achieve further robust modeling, most of the efforts
in ML should be assigned to the pre-processing design/step [11,12]. This step has the
potential to boost the learning scheme and the final output; more specifically, it was settled
with the most recent advancements in the discipline of speech recognition [13,14] image
processing [15] (e.g., in images dimension reduction or auto-encoders data) as well as
diverse domains of science such as medical [16], biological [17], business, stock market [18],
genetic [19], and information systems [20].

Numerous studies have been carried out in landslide susceptibility studies with
respect to the different aspects of sampling methods [3,21], ML architecture [22], and
validation measures [23]. Numerous studies have focused on sampling strategies, the
selection of training samples, and addressing the effects of incomplete datasets [21,24].
Many studies have attempted to improve landslide susceptibility models by proposing
new input factors into the process, including conditioning factors optimization [25,26]. For
instance, researchers emphasized the comparison of different combinations of conditional
factors, assuming the normal input for the analysis [27]. Other researchers have also
developed techniques to assess the impacts of data resolution and scale [28], conditioning
factors, data preparation methods for conditioning factors [7], and optimization techniques
for statistically selecting the best factors [29]. As an example, scientists evaluated the effects
of the spatial resolution of the digital elevation model (DEM) models and their products on
landslide susceptibility mapping by considering the minimax normalization for the factor
pre-processing [30]. Other researchers used ten continuous conditioning factors with an
individual neuron for each variable, applying the common (minimax) normalization for
the input variables [28]. Researchers also investigated the effects of factor optimization
with artificial neural network (ANN) and logistic regression (LR) methods, concluding that
the ANN method outperformed after optimization. Minimax transformation was utilized
for the input, and the importance of such a processing step before modeling in landslide
susceptibility was pointed out [31].

Furthermore, model parameterization and integration strategies have aided in improv-
ing landslide susceptibility mapping [32]. Statistical and ML models are often affected by
the selection of proper hyper-parameters (parameterization) for a specific case study, and it
has been extensively studied in the context of landslide susceptibility assessment. For ex-
ample, researchers investigated various support vector machine (SVM) kernel functions for
the input, including linear, polynomial, radial, and sigmoid functions, in which the radial



Remote Sens. 2021, 13, 3281 3 of 22

showed the best performance compared to the other functions [32]. A comprehensive study
in the Cameron Highlands, Malaysia, evaluated the performance and sensitivity analysis of
various ML techniques such as the expert-based, statistical, and hybrid models. The type of
pre-processing used in their study was mostly focused on removing the noise, the selection
of the most important conditioning factors, and the conventional data normalization for
the input [7]. Scholars implemented the powerful Gaussian function for the input and the
susceptibility maps were generated based on the decision tree (DT), SVM, and adaptive
neuro-fuzzy inference systems (ANFIS) in Penang, Malaysia [33].

Improving landslide modeling through ensemble strategies has also been an active
research field in landslide studies. The ensemble techniques performed well in generalizing
compared with other previous methods of ANN, SVM, and Naïve Bayes (NB) applied
to the same study area; however, these studies utilized the default form for feeding the
data [30]. Researchers used the minimax normalization scalar for their modeling and
reported that the ANN model outperformed the previous extreme gradient boosting (XGB)
model for the same study area. However, limited conditioning factors and inventories
were the main drawbacks of their study [34].

More recently, the performance of several MLs, such as the backpropagation neural
network (BPNN), one-dimensional convolutional neural network (1D-CNN), DT, random
forest (RF), and XGB, was extensively assessed by [35]. In their study, the imbalance in
the dataset was eliminated, and the normal distribution for ML models was used. Their
result showed that XGB had peak accuracy among the other models. They reported that
the pre-processing data workload had a significant impact on the classifier. In multi-hazard
modeling (including landslides) various ML methods were designed and assessed using
21 conditional hazard factors [36]. The normalized default of the input was used, and
SVM was reported as the most accurate model for predicting landslides. In another study,
ref. [37] utilized the normal distribution setting of ML and the Logistic Model Tree model
had the highest accuracy followed by LR, NB, ANN, and SVM, respectively.

As evident from the various studies mentioned above, the quality of the training is a
crucial element in determining the accuracy and generalization of landslide models. In ML,
some methods, i.e., based on the distance between data points, such as k-nearest neighbors
(KNN), SVM, or ANN, prefer the input variables to be normalized to gain the best practice
of modeling. Previous studies significantly improved the landslide models using different
approaches, such as data-dependent methods [24,38], diverse architectures [22,33], and
training strategies [39,40]. Nevertheless, they used the conventional process of data, e.g.,
feature normalization, and none of those studies have reported the effect of different feature
transportation on model performance.

Therefore, the current study aims to assess the effectiveness of six feature transforma-
tions, including minimax normalization (Std-X), logarithmic functions (Log-X), reciprocal
function (Rec-X), power functions (Power-X), optimal features (Opt-X) selected by ran-
dom forest, and one-hot encoding (Ohe-X) applied to land use and vegetation density on
landslide susceptibility by applying them on three models, namely XGB, LR, and ANN as
benchmark models. Initially, 11 conditioning factors (including continuous and categorical
factors) and 35 landslide locations were used. The techniques were evaluated by 10-fold
cross-validation and receiver operating characteristic (ROC) curves within a region in the
Cameron Highlands in Malaysia.

2. Study Area and Dataset
2.1. Study Area

The study area was chosen in a tropical area in the Cameron Highlands in the state
of Pahang, Malaysia (Figure 1). This region has experienced numerous landslides and
floods in the past, which were mainly caused by heavy and prolonged rainfall [2]. The
predominant land cover of the area is a rainforest with dense vegetation. The geographic
location of the area is between latitude 101◦24′00′′ E and 101◦25′10′′ E and longitude
4◦30′00′′ N and 4◦30′55′′ N. The mean annual rainfall in this region is 2660 mm. The day
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and night average temperatures are 24 ◦C and 14 ◦C, respectively. Geographically, the area
is hilly, with elevation ranging from 1451.92 to 1838.23 m. The dominant lithology of the
area is composed of granites, phyllite, and some schists layers [3].
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Figure 1. Location of the study area: (a) map of Malaysia; (b) map of Cameron Highlands, and (c) the study area including
landslide inventories.

2.2. Dataset
2.2.1. Landslide Inventory

Landslide susceptibility assessment requires landslide inventories for the training and
validation of models. The inventories can be prepared through field surveys, past landslide
events from news and government records, and remote sensing data. In this research, a
landslide inventory identified 35 landslide locations (shallow landslides) in the Cameron
Highlands, Malaysia (Figure 1), taken from the previous projects [2,3,29,41].

In addition, the light detection and ranging (LiDAR) data was used to derive the DEM
over a 25 km2 area, and other associated conditioning parameters. The data was captured
on the 15th of January 2015 using an airborne laser scanning system (RIEGL) with a point
spacing of 8 points per square meter and an altitude of 1510 m [2,42].

The DEM was formed with 0.5-m spatial resolution from the last return LiDAR
point clouds, and it was derived using the ArcGIS Pro based on the multiscale curvature
method (curvature filtering technique) [43]. In addition, the inverse distance weighting
interpolation technique was used to convert the point clouds into a raster format.

2.2.2. Landslide Conditioning Factors

Altitude, slope, aspect, curvature, distance to road, distance to lineament, distance to
stream, land use and land cover, terrain roughness index (TRI), vegetation density, and the
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normalized difference vegetation index (NDVI) were used as geo-environmental factors
due to the wide usage of these parameters in a large number of landslide susceptibility
studies [33]. The effectiveness and functionality of each conditioning factor are provided in
the following:

Altitude: variation in the elevation considerably influences the mapping of landslide
susceptibility [30]. In the study area, the altitude varies between 1451.92 and 1838.23 m
(Figure 2a);
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Slope: Slope is one of the key parameters leading to soil instability, especially in
extreme conditions. Generally, while the slope increases, the strength capacity of the soil de-
creases [44]. In this research, the slope of the investigation region was in the 0–70.08 degrees
range (Figure 2b);
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Aspect: It represents the downslope direction of the maximum rate of change in value
from each cell to its neighbors (slope direction). It can also indicate specific measures for
soil moisture, evaporation, and distribution of vegetation that requires large quantities of
moisture [45]. It varies from 0 to 360 degrees (Figure 2c);

Curvature: The ground shape of the earth with the corresponding runoff is identified
as surface curvature. It has a critical role in changing the characteristics of landforms.
Thus, it is an important factor for landslide modeling. The convex surface instantly drains
wetness, while for an extended duration, the concave surface keeps humidity [46]. The
curvature (total curvature) is a combination of profile curvature (parallel direction with
maximum slope) and plan curvature (perpendicular to the orientation of maximum slope).
In this work, the curvature ranges from −242.82 degrees to 281.88 degrees (Figure 2d);

Distance to road: Excavations, the application of external loads, and the eviction
of plants are common activities during construction along highways and roads. These
occasions might be a direct or indirect impact of human activities and soil erosion in prone
areas. The likelihood of landslide events is generally increased with the distance to road,
stream, and lineament. The Euclidean distance analysis is used to generate these layers [44]
(Figure 2e);

Distance to lineament: The geology of the area can be strongly affected by faults,
fractures, and joints, providing ideal pathways for drainage and, therefore, the proximity
to lineament has an influential impact on landslide occurrence [47] (Figure 2f);

Distance to stream: Furthermore, distance to stream as a raster layer was derived
from the DEM utilizing the Euclidean distance analysis and existing topographic map of
the study area [30] (Figure 2g);

Land use land cover: Human activities are also considered influential on landslides
because they affect patterns of land use and land cover. The land use map of the study was
taken from the department of the survey and mapping in Malaysia in the same year [30].
Eleven classes in the study area were identified as categorical classes, namely LU1: Water;
LU2: Forest; LU3: Industrial; LU4: Infrastructure; LU5: Agriculture; LU6: Residential; LU7:
Vacant; LU8: Transportation; LU9: Facilities; LU10: Mixed; LU11: Commercial (Figure 2h);

Terrain Roughness Index (TRI): TRI is one of the essential hydrological factors that
contribute to identifying landslide-prone areas. It illustrates the changes in the height
of adjacent cells in a DEM and affects the topographic and hydrological processes in the
development of landslide events [44]. In the current study, the TRI values range from 0 to
148.64 (Figure 2i). The TRI was calculated using Equation (1) [45]:

TRI =
√

max2 −min2 (1)

where, min and max values represent the highest and lowest number of rectangular cells
within nine DTM windows, respectively;

Normalized Difference Vegetation Index (NDVI): This index was extracted from a
high-resolution SPOT 5 image (10 m) by applying the band ratio in Equation (2). The
output of the NDVI raster (Figure 2j) often ranges from −1 to 1, where the negative rates
imply non-vegetated regions and the high positive rates demonstrate a good condition of
green vegetation [7]:

NDVI =
NIR− RED
(NIR + RED)

(2)

Vegetation density: Vegetation density, as a categorical conditioning factor, was deter-
mined using the NDVI index, which was reclassified by the quantile classification method
in the ArcGIS Pro. The NDVI raster was then reclassified using the manual classification
method into four classes with a range of values: (−1 to −0.5) as non-vegetation; (−0.51 to
0) as low density; (0.1 to 0.5) as moderate density; (0.51 to 1) as high density [7] (Figure 2k).
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3. Methods
3.1. Overall Workflow

The overall workflow of the current study is shown in Figure 3. Initially, 11 condition-
ing factors (nine continuous factors and two categorical) were selected as input variables.
Among them, ten influential conditioning factors (NDVI excluded) were set by considering
the multicollinearity analysis based on previous research [3,7].
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Moreover, 35 landslide (and 35 random non-landslide) events were identified to feed
the models. Six feature transformation models, along with the base model, were considered
for the landslide susceptibility assessment. Three benchmark algorithms from different ML
families (i.e., XGB, LR, ANN) were chosen to assess which model obtains the benefits from
the transformations. To evaluate and further reduce the effect of over/under promising
prediction, 10-fold cross-validations were implemented. This validation can minimize the
impact of over/under promising prediction results. Finally, three landslide susceptibility
maps were produced and evaluated according to the highest accuracy models in each ML
group.

3.2. Feature Transformations

Feature transformation is the process of modifying data but maintaining the infor-
mation. These modifications can make understanding ML algorithms easier, delivering
better outcomes by improving the performance and data integrity. In data points, for
example, replacing a variable or feature “x” by a function of x (e.g., log x) is a type of
feature transformation [48]. The transformed feature will then be used as input to run
models.
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Feature transformation is a part of feature engineering. Feature engineering is a skill
that extracts further information from the existing data. It does not add any data, but
it makes the data more useful for ML models to learn and understand the models [8].
Feature engineering can be divided into two main stages, namely feature transformation
and feature creation. The transformation refers to a process that replaces the distribution
of a variable with others [48]. In contrast, the feature creation technique is an approach to
create new features (variables) based on the existing variables [49]. In this study, the feature
transformation technique was applied to the landslide conditioning factors as specific
variables. The type of functions used for the transforming process is provided in Table 1. It
describes the functionality of six transformations [50,51] used in the current study.

Table 1. Transformation approaches and functions used in the current study.

Transformation Approach Function Description

Minimax normalization (Std-X) y = (x−min)/(max−min)
When x = min, y is equal to 0, whereas when x = max,
the value of y is equal to 1. This implies that the total
range of X varied in a range from 0 to 1 [52].

Logarithmic functions (Log-X) y = log ax
Logarithmic functions are the inverses of exponential
functions. The reverse of the exponential function
y = ax is x = ay [53].

Reciprocal function
(Rec-X) f (x) = 1/x

The reciprocal function is a function characterized by
the set of nonzero real numbers, which sends every
real number to its reciprocal value [54].

Power functions
(Power-X) y = x̂(1/1.2))

All power functions pass through the point (1,1) on
the coordinate plane. It is a function where,
y = xn A = πr2n so that n is any real constant
number [55].

Optimal features selected by
random forest
(Opt-X)

RF f ii =
∑j norm f iij

∑jεall f eatures,kεalltrees norm f ijk

Random forests are comprised of from 4 to 12 hundred
choices of trees. Each tree has an additional order of
Yes/No inquiries dependent on a singular or mixture
of features. The importance of each feature is extracted
from how “pure” every lot is [56,57].

One-hot encoding (Ohe-X) applied
to land use and vegetation density

Land use and vegetation density
encoding

For categorical variables, no ordinal relationship exists,
and the integer encoding is not sufficient. One-hot
encoding is applied to the integer representations.
This is the place the integer encoded variable is
unconcerned and another paired variable is added for
every unique integer number [58].

3.3. Modeling Methods
3.3.1. Extreme Gradient Boosting (XGB)

In the case of a small to medium range of data, decision tree-based methods are
identified as one of the cutting-edge techniques. As such, the new popular tree-based
boosting method is XGB, which has gained a great deal of attention in the latest stud-
ies [59–61]. Initially, it was introduced as a research project in 2016 as a scalable boosting
system [59]. The prediction ability of XGB is high because the weightage is based on
unexpected errors coming from the training process. This method utilizes distributed and
parallel evaluation in data mining, such as classification, regression, and ranking. It offers
a great advantage over the other methods by providing optimal usage of memory and
low computational cost [62–64]. Moreover, Bayesian optimization constructs an influential
approach for parameter optimization in XGB [60]. Considering K observations and P
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features for a specific dataset; H = {(Xi, Yi)} (|H| = k, Xi ∈ Rp , Yi ∈ R). The result of
a tree ensemble model can be evaluated for M additive functions as the following:

Yi = ∅ (Xi) =
M

∑
m=1

fm (Xi), fm ∈ S, (3)

where, a regression tree space is denoted as F, it is determined using the following equation:

S = { f (x) = wb(x)}
(

b : Rp → T, w ∈ RT
)

, (4)

where, b represents the framework of the tree, T represents tree leaves, and fm is a function
of b, and leaf weight is w. To reduce errors in the tree, the reduction function is computed
in the XGB as below:

L(t) =
k

∑
k=1

l(YiŶ
t−1
i + ft (Xi)) + Ω( ft), (5)

where , l is denoted as a dissimilar function of convex objective, resolving the error between
measured

(
Ŷi
)

and estimated values of (Yi); t is iteration for lessening the errors, and Ω is
the regression tree complicatedness:

Ω ( fk) = γT +
1
2

γ||w||2 (6)

Generally, using a more regulated interpretation to limit overfitting problems makes
the XGB as a unique and high-performance technique. It can be separated into three
categories, namely, General Parameters, Task Parameters, and Booster Parameters [59]. In
the present study, three common parameters were selected in XGB for landslide suscepti-
bility application, Colsample_bytree (subsample ratio of columns when constructing each
tree), Subsample (subsample ratio of the training instance), and Nrounds (max number of
boosting iterations).

3.3.2. Logistic Regression (LR)

LR models are used to model the likelihood of a particular event or class, such as
landslide/non-landslide events [65]. It categorizes the correlation between a variable and
some dependent parameters, including binary, continuous, or categorical. No need for
having normal distribution is one of the main advantages of LR models [42]. Independent
variables can be assigned to 0 and 1, representing the existence or non-existence of landslide
events. The outcome of the model ranges between 0 and 1, which indicates the landslide
susceptibility. The logistic function is the basis of this model, which can be computed by
Equation (7) [66]:

Y =
1

1 + e−(α+β1x1+β2x2+...βnxn)
(7)

where, α is a constant number, n represents the number of independent numbers, Xi
(i = 1, 2, . . . , n) denotes the variables of the predictor, and βi (i = 1, 2 , 3, . . . , n) represents
the LR coefficient.

3.3.3. Artificial Neural Networks (ANN)

ANNs involve higher complexity in their design, hidden layers, and neutrons, com-
pared with XGB models. The architecture of this model forms a set of neurons, initiated
with an input layer, in which the required parameters can be entered for training, testing,
and validating. The intermediate or hidden layers are located after the input layer, which
are responsible for learning the complex function to extract the major features from input
examples [67]. These hidden layers are responsible for landslide susceptibility measure-
ments for a given pixel on a scale, resulting in ranges from low to high susceptibility (range
from 0 to 1) [68].
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Feedforward neural networks (Figure 4) are the most widely used network architec-
ture, which is accepted as a useful neural network for landslide susceptibility [42]. Such
a model is made of layers with an input layer to receive information, an output layer
to transmit information to hidden layers, and the latter act as a feature extractor. The
information in the input layer propagates to the next hidden layer. Hidden layers get
weighted sums of incoming signals and process them using an activation function, most
commonly sigmoid and hyperbolic tangent functions. In turn, hidden units send output
signals to the next layer. This layer can either be another hidden layer or the output one.
Information is propagated forward until the network produces output.
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3.4. Evaluation Metrics
3.4.1. The 10-Fold Cross-Validation

Cross-validation is commonly used to evaluate the generalization of the prediction,
avoiding the over-promising/under-promising predictions. It acts as a repeated random
sub-sampling technique that no two test sets interfered with. The learning set is split
up into a K-separated subset of almost equivalent size (fold). The training process is
performed utilizing a subset of K-1 fold as the first training set, then the model is learned
over the rest of the subsets. This process is repeated until every one of the K-folds has been
filled as a validation set. The performance is then computed as an average of all K-fold
executions [69]. In the current study, the average accuracy was computed 10-fold.

3.4.2. Receiver Operating Characteristics (ROC)

The landslide susceptibility analysis was performed using the receiver operating
characteristics (ROC) curve, where the true positive rate is plotted counter to the false
positive rate at some threshold settings. In landslide susceptibility analysis, the AUC
defines the accuracy of the engaged model. The range of the AUC begins from 0.5 to 1,
where 0.5 indicates weak performance, while a value of 1 denotes the ideal performance of
a model [33].

4. Results
4.1. Descriptive Statistics of the Data

Each model might have a different and specific response to the variables and their
transformation forms. Feature or variable transformations have the potential to enhance
the training and performance of ML models, yet, it is not clear how these transformations
affect the landslide modeling.

Initially, several extracted statistics from the continuous variables are needed to apply
the transformation functions to different models. To this end, some common statistics such
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as mean, standard deviation, minimum, 25%, 50%, and 75% of probability, and maximum
values of the conditioning factors (continuous variables) were generated. Table 2 shows the
corresponding statistics for each continuous conditioning factor. These statistics were then
applied to the transformation functions to generate transformed forms of the variables.

Table 2. Summary statistics of the data used in the current study. The samples include a total of 70 events including
35 landslides (positive) and 35 random non-landslides (negative).

Item Slope Curvature Aspect Distance to
Lineament

Distance to
Road

Distance to
Stream Altitude TRI

mean 32.16 −1.05 180.18 108.43 74.19 37.92 1581.65 49.53

std 14.96 19.61 107.93 75.37 80.28 27.73 76.86 14.64

min 3.08 −83.54 4.31 1.41 2.24 0.00 1466.28 17.17

25% 22.59 −12.28 87.72 51.24 17.56 13.97 1520.74 42.97

50% 34.89 −0.88 175.74 89.22 48.52 31.96 1574.02 53.12

75% 43.14 6.97 281.97 150.93 100.16 56.19 1620.19 58.46

max 61.14 47.95 359.57 298.65 343.42 107.01 1795.60 88.25

The significance of each factor (e.g., slope) in landslide occurrence varies with the
other factors [2,45]. In many cases, the slope of prone areas is an essential part of landslide
occurrence. Several studies on the same study area also suggested that the slope was
the most dominant factor, and areas with a slope greater than 25 degrees are exceedingly
prone to landslides [2,7]. To this end, slope variables derived from DEM were transformed
into various forms of functions, namely Std-X, Log-X, Rec-X, and Power-X, and then were
compared with the original slope values. Histograms and the Q-Q plots were employed to
visualize the pattern and behavior of the samples after the transformations (Figure 5).

The Q-Q plot was used as a graphical tool, as it can evaluate a set of data plausibly
following some theoretical distribution (e.g., normal or logarithmic). If an ML algorithm is
run that assumes the dependent variables are normally distributed, the normal Q-Q plot
can then be used to investigate that assumption. The Q-Q plots can be formed for any kind
of variable distribution. It can be interpreted by plotting two sets of quantiles against each
other. If both sets of quantiles came from the same distribution form, they should create a
straight line. Figure 5a shows the histogram and the Q-Q plots of the original slope values
(base case) of the current study. This base case acts as a benchmark for comparison with
other transformation forms (Figure 5b–e).

The Q-Q plot of the base statues (Figure 5a) shows that variables roughly revolve
around the straight line. This result indicates that the variables are practically close to
the normal distribution; the corresponding histogram also confirms this form of data
distribution. When the Std-X was applied to the data, the samples were normalized in a
range from 0 to 1, and the Q-Q plot remained unchanged. This finding suggests that the
data were similar to the normal form (Figure 5b), whereas employing the Log-X (Figure 5c),
shows the points in the plot seem to fall about a straight line but are more distanced. The
corresponding histogram also reflects the same ranging from −2 to 0. The Log-X could
provide a better understanding of models that have an equal or close distribution with the
logarithmic function. Using the Rec-X plot (Figure 5d), the points fall along a line in the
middle of the graph but curve off in the extremities. This behavior generally suggests that
data have more extreme values than would be expected if they truly came from a normal
distribution. When the Power-X were used (Figure 5e), the points seem to fall about a
straight line and the histogram shows the values normalized by a range from 0 to 1. This
could provide a condition for the model to take advantage of a better understanding of the
learning process.
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4.2. Impact of the Feature Transformations Applied to the Benchmark Models

The impact of six scenarios of feature transformations applied was compared with the
base model (the default case often used in the landslide modeling). To this end, XGB, LR,
and ANN were chosen from different ML families/groups as benchmark models for a fair
comparison. The 10-fold cross-validation was selected due to its functional ability to better
understand the training of samples and to avoid over/under prediction. Table 3 shows the
comparative performance of the models with their corresponding transformation scenarios.

Table 3. Result of 10-cross-validation accuracy for XGB, LR, and ANN models by implementing
different feature transformation techniques.

Model
Accuracies Percentage of Improvement from the

Base Model

XGB LR ANN XGB LR ANN

X 87.546 83.434 52.244 - - -

Std-X 87.546 88.760 86.807 0.000 5.326 34.563

Log-X 81.880 82.125 86.974 −5.666 −1.309 34.730

Rec-X 81.282 77.365 82.888 −6.264 −6.069 30.644

Power-X 87.546 89.983 85.708 0.000 6.549 33.464

Opt-X 75.427 86.411 86.101 −12.119 2.977 33.857

Ohe-X 86.544 89.960 89.398 −1.002 6.526 37.154

4.2.1. Impact of the Feature Transformations on XGB

XGB was executed using the XGBoost package in the R and the remaining parameters
were used to the default value with Nrounds set to 10. The key parameters were selected as
Subsample ratio of columns (colsample_bytree): 0.5; maximum tree depth (“max_depth”):
5; the proportion of data instances to grow tree (“subsample”): 0.7. The results from
Table 3 show that using Power-X and Std-X, the performance stood unchanged by the
accuracy of 87.546 whereas using the other remained transformations resulted in the
performance of all models dramatically dropping (the worst performance was recorded
as 75.427 using the Opt-X). This indicates that XGB has not received any advancement
from the transformations; this is because XGB models are created in a way that predicts the
residuals or errors of prior models and are then added together to make the final prediction.
It also uses a gradient descent algorithm to minimize the loss when adding new models
and it has proven to push the limits of computing speed. In general, XGB showed its tough
resistance toward all feature transformations.

4.2.2. Impact of the Feature Transformations on LR

In LR, the landslide conditioning factors were first transformed into a logit variable.
Following this, the maximum likelihoods were computed from the logit variables. When
the Ohe-X functions were used, LR scored a comparable performance by the accuracy of
89.960. This result implies that LR worked better when the dependent variables were in
a categorical/binary form. This privilege of LR provides a better condition to describe
the data and to explain the relationship between one dependent binary variable and one
or more nominal, ordinal, interval, or ratio-level independent variables. LR also had an
efficient result in the base case with an accuracy of 83.434 and was useful in the Power-X
condition with an accuracy of 89.983. We anticipated this as the variables in LR do not need
to have a normal distribution.

Conversely, using the Rec-X function, the performance dropped to 77.365; this poor
performance could happen as the classes are highly correlative or highly nonlinear, the
coefficients of the model cannot correctly predict the gain/loss from each individual feature.
Moreover, outliers and leverage points can sway the decision boundary, causing poor
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performance. In general, LR performance seems efficient because LR is easy and quick to
implement, and simplifies the relationship between categorical data and certain dependent
variables that can be categorical, continuous, or binary. In addition, it performs well when
the dataset is linearly separable and less prone to over-fitting. The main limitation in LR is
the assumption of linearity between the dependent variable and the independent variables.

4.2.3. Impact of the Feature Transformations on ANN

To establish the ANN model, the numbers of input, hidden, and output layers should
be determined first. In this study, each of the input, hidden, and output layers consisted of
a single layer. The activation function was set as a rectified linear unit (ReLU), the number
of hidden layers was chosen as one, the number of hidden units in a hidden layer were
62 units and the learning rate was 0.01. Table 3 shows that, by engaging a diversity of
feature transformations, the performance of ANN was remarkably improved. The ANN
achieved the highest 10-fold cross-validation accuracy of 89.398 when the Ohe-x function
was employed so that the improvement rate was raised by 37.154%. This implies that the
model was able to better understand the learning scheme when the categorical features
were employed. In contrast, ANN displays the worst performance of 52.244, when the base
case (without transformation) was used. This indicates that ANN is highly dependent on
the quality of the input data and its distribution forms. ANN received the most advantages
from the transformations since these transformations could offer less complexity, providing
more efficient training practice. Overall, ANN showed the highest accuracy in the feature
transformations assessment.

4.3. Landslide Susceptibility Maps

After assessing the models, the landslide susceptibility maps were generated based
on the best result of each ML group (Figure 6). Five susceptible classes (i.e., very-low, low,
moderate, high, and very-high) were categorized based on natural break classification
carried out by ArcGIS software (Jenk’s method). Specifically, the values for each class were
as follows: (very-low (<0.2), low (0.2–0.4), moderate (0.4–0.6), high (0.6–0.8), and very-
high (>0.8). The natural break is a common method for preparing landslide susceptibility
mapping and is designed to calculate the best value ranging in diverse classes [4]. This
classification decreases the average deviation from the mean class’s value while increasing
the deviation from the other classes’ mean. It is an iterative process that repeats the
calculation in different breaks until it reaches the smallest variance in the class. From the
visual interpretation, it can be observed that the ANN model showed comparable results
with XGB and LR models. However, the overall performance of all models was relatively
efficient (close to 90%).

The landslide susceptibility maps of the area were validated using the ROC curve
(Figure 7). Furthermore, landslide density graphs were used to assess the validity of
landslide susceptibility maps, showing the landslide percentage that occurred in landslide
susceptibility classes [70]. The model evaluation determined by the density graph is shown
in Figure 8.

The ROC curve was used to evaluate the predictive capability of the improved models
(Figure 7). The curves demonstrated that the ANN model (using Ohe-X transformation)
scored the highest ROC value of 0.932, followed by XGB (without transformation/Std-
X), and LR (using Power-X) by values of 0.916 and 0.832, respectively. This quantitative
assessment validated the significant improvement of ANN through transformations and
less sensitivity of the XGB to transformations than LR and ANN.
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Further model evaluation was carried out by generating landslide density graphs.
According to the results in Figure 8, the number of landslides in each susceptibility class
was calculated and plotted in a two-dimensional graph, where its horizontal axis exhibited
the susceptibility class, and the number of landslides was shown on the vertical axis. The
outcomes showed that the XGB using Std-X, and ANN using Ohe-X, models predicted
the highest landslide ratio of (37.14%) in the very-high class. Additionally, the LR using
the Power-X model predicted 23% of landslides in the very-high susceptibility class. The
landslide density graph showed the robustness of these models in predicting landslide
inventories at a very-high susceptible level.

5. Discussion

Due to the internal processes of ML methods, normalized input variables are often
preferred for modeling as they provide a better practice for the training. That is why
these models perform better when the distribution of input data is normal or normal-like.
However, often the input data might not be normally distributed. This issue received less
attention in most of the previous landslide susceptibility modeling, as in most cases, the
default setting of ML was employed. Feature transformations, as pre-processing steps,
are techniques that can deal with this problem and improve the training performance
by transforming the input data into a more normal-like form [8]. This investigation can
provide the required awareness and motivate landslide experts to pay more attention when
building their robust models. For this purpose, we studied the influence of six feature
transformation functions applied to three standard ML methods.

Earlier studies using the XGB, LR, and ANN methods led to several important findings.
For a fair assessment, a cross-validation approach (that was carried out in the present study)
is required/recommended for the selection of training samples by a random process [71,72].
Wang et al. [73] reported that the LR model outperformed the ANN model and that
selecting appropriate landslide samples for training the models could improve the model’s
accuracy. In their LR model, the higher percentage of landslide points concentrated in
high and very-high classes (while in the current study, the performance of ANN was
higher than LR using the benefit of Ohe-X transformation) [73]. In another work by Zhou
et al. [66], the LR model showed a lower performance compared to the ANN model due
to complex nonlinear problems (while in the current study, the LR outperformed the
ANN when none of the transformations were used) [66]. Previous works also suggested
optimizing the training dataset as well as the model parameters for better susceptibility
modeling [72]. These ML models were widely implemented in landslide susceptibility
assessments and were concluded to have promising predictive capabilities with certain
limitations/challenges.
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We studied the ML feature transformation methods for improving landslide modeling
to further reduce the challenges that exist in landslide susceptibility. In this regard, if a
model can learn its own model based on engineered features, there is no need to recreate
the features to perform the best from the first step in the beginning. Therefore, most of the
models are highly recommended to be fed by appropriately engineered data/variables.
Figure 9 illustrates the benefits received from various transformation models applying
to XGB (Figure 9a), LR (Figure 9b), and ANN (Figure 9c). Figure 8d visually depicts
the percentage of the improvement rate of all models, indicating that the further the
distance from the center, the more benefit a model receives from a particular transformation.
The ANN received the most advantages from the feature engineering (Figure 9c,d) by
an improvement rate of 37.154% when Ohe-X transformation was used, while the XGB
demonstrated a solid resistance against all transformation models (Figure 9d). The lowest
accuracy of XGB was recorded when Opt- X was used because only two categorical
variables were involved in the transformation process (Figure 9a).
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The LR worked relatively well in its base model, which could be an indication of the
fact that the LR does not necessarily need a normal form of data distribution. This could be
attributed to its nonparametric nature, which permits the model to perform with skewed
distribution data, a phenomenon that can also be observed in the natural environment
and landslide conditioning factors. Power-X (as the top performance) was able to increase
the efficiency of the training, by providing a further normal-like condition to the data.
The Rec-X had the worst impact on the LR because the model could not correctly predict
the gain or loss from each individual feature due to highly nonlinear features (Figure 9b).
Considering LR advantages, it requires a shorter processing time than ANN; moreover, it
is fairly easy to implement, very efficient to train, and serves as a good option for starting
the modeling as a benchmark and tries using more sophisticated algorithms from thereon.
Nevertheless, it uses linear combinations of variables which is not proficient at modeling
entirely complex nonlinear problematic.

Furthermore, the XGB recorded its maximum performance of 87.546, when no trans-
formation was used (Figure 9a). This optimistic performance shows that XGB can learn
to re-generate that feature with less error, which means that the model can learn the en-
gineered feature with no additional support by transformers. This performance of XGB
is due to the potential of performing three primary forms of gradient boosting (gradient
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boosting, stochastic boosting, and regularized boosting) and it is strong enough to maintain
the fine-tuning and regularization factors. It is also speedy (parallel computation) and
highly efficient due to its scalability. However, as a drawback, it only works with numeric
features and could experience overfitting if hyperparameters are not adjusted appropriately.
The current work suggests that careful pre-processing of the input data is required before
the actual modeling. The outliers, highly correlated factors, and noisy data should be
pre-processed to reduce the final training data selection product effects. Comparison of
several models, the XGB model suggested a better option for accurate modeling because
the knowledge domain is different from one area to another.

Overall, this study suggests that XGB can competently deal with the input vari-
ables/conditioning factors without using transformations. However, in the case of dealing
with categorical variables, using the feature transformations seems more feasible and
recommended. Regarding the continuous variables, using Std-X and Power-X are highly
suggested. However, the one-hot encoding transformation is more valued when it comes
to categorical condition factors.

6. Conclusions

The ML has been shown to be an effective landslide susceptibility mapping method
in recent years. Diverse approaches have been made in the last few years, demonstrating
the success of several algorithms to enhance landslide assessment, including different
architectures, factor optimizations, and training/sampling practices. The effect of several
pre-processing steps before the main landslide modeling, including normalization in
the range of zero to one (such as minimax normalization), feature selection/elimination,
multicollinearity analysis, and quality of training, were also investigated. Nevertheless,
the impact of various feature transformations/engineering of the input data was not well
studied. Most of the existing landslide modeling uses/assumes the normal distribution
of input variables (default setting), which may not always be accurate. In this study,
several feature transformation solutions were applied to three ML methods, such as XGB,
LR, and ANN. The result suggested that the ANN model achieved the most significant
advantages using the Ohe-X function by the advancement rate of 37.154%, reaching its
best efficiency of 89.398. When the Power-X and Ohe-X functions were employed, the
LR model showed an improvement rate of 6.5%. On the other hand, the XGB model
achieved the best performance of 87.546 when the base model (without transformation)
was used. The outcome of this research can help geoscientists and landslide experts to
carefully consider the quality of input data before the primary modeling, as specific models
might be considerably affected by certain types of transformation functions. By utilizing
appropriate transformation strategies, further generalized state-of-the-art models can be
formulated. While, in this paper, we carried out a comparative study on a small area,
employing the model on a larger area would examine the robustness and transferability
of the model. Moreover, the study could be replicated in other geographical set-ups with
different geo-environmental factors and other types of landslides such as deep-seated
landslides.
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