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Abstract

:

Satellite quantitative precipitation estimation (QPE) can make up for the insufficiency of ground observations for monitoring precipitation. Using an Advanced Geosynchronous Radiation Imager (AGRI) on the FengYun-4A (FY-4A) satellite and rain gauges (RGs) for observations in the summer of 2020. The existing QPE of the FY-4A was evaluated and found to present poor accuracy over the complex topography of Western China. Therefore, to improve the existing QPE, first, cloud classification thresholds for the FY-4A were established with the dynamic clustering method to identify convective clouds. These thresholds consist of the brightness temperatures (TBs) of FY-4A water vapor and infrared channels, and their TB difference. Then, quantitative cloud growth rate correction factors were introduced to improve the QPE of the convective-stratiform technique. This was achieved using TB hourly variation rates of long-wave infrared channel 12, which is able to characterize the evolution of clouds. Finally, the dynamic time integration method was designed to solve the inconsistent time matching between the FY-4A and RGs. Consequently, the QPE accuracy of the FY-4A was improved. Compared with the existing QPE of the FY-4A, the correlation coefficient between the improved QPE of the FY-4A and the RG hourly precipitation increased from 0.208 to 0.492, with the mean relative error and root mean squared error decreasing from −47.4% and 13.78 mm to 8.3% and 10.04 mm, respectively. However, the correlation coefficient is not sufficiently high; thus, the algorithm needs to be further studied and improved.
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1. Introduction


Precipitation plays an important role in the interaction of the hydrosphere, atmosphere and biosphere [1,2,3,4]; its uneven spatial and temporal distribution often lead to extreme weather events such as rainstorms and drought, which have a serious impact on human activities [5,6,7]. Therefore, it is vital to obtain accurate and timely spatial-temporal information of precipitation for meteorological study, flash flood monitoring, water resource management, climatological modeling and assessing groundwater storage [8,9,10]. In addition, the accurate acquisition of precipitation intensity and accumulated precipitation is conducive to understanding the global water cycle and the energy balance of the Earth system [11].



Rain gauges (RGs) are the most direct and common precipitation detection equipment, which have a high accuracy at specific locations [12,13]. However, due to the limited regional representativeness of single station observation, when the distribution of RGs is sparse, there is insufficiency in estimating the spatial distribution of precipitation by RGs only [14]. By comparison with radar observation, Smith et al. [15,16] indicated that it is difficult to depict the intensity and spatial extent of heavy precipitation, even if the RG observation network is relatively dense. Furthermore, in the process of heavy precipitation, due to the influence of wind and the mechanical limitations of the bucket RGs, it is easy to obtain inaccurate catches [17,18]. To a certain extent, a weather radar solves the above problems and provides a continuous precipitation observation with a high spatial-temporal resolution, which plays an important role in the study of local precipitation spatial-temporal distributions. Nevertheless, ground-based weather radars are not the preference for large-scale precipitation observations because of the limitations of the observation range and the significant costs associated with equipment purchase and maintenance [19]. Ground-based weather radars often encounter beam blocking caused by terrain (particularly over complex topography such as hills and mountains), which brings uncertainty to radar quantitative precipitation estimation (QPE) [20,21,22].



Satellites can cover a wide range of observation, and their precipitation products provide an opportunity for QPE in areas with few RGs, which can not only describe the spatial-temporal changes of precipitation in these areas, but also have considerable accuracy [23,24]. Since the 1990s, the development of meteorological satellite detection technology has made up for the lack of spatial distribution of RGs and radar detection, and this makes it possible to establish reliable and cost-effective precipitation datasets [7,25,26]. Satellite-derived precipitation products also play a significant role in the monitoring and analysis of the rainstorm process [27].



Currently, satellite-derived precipitation products are mainly based on geostationary (GEO) satellites, low earth orbiting (LEO) satellites and the combination of multi-satellite observations. Although the microwave scanning radiometer carried by LEO satellites has a strong penetrability in the cloud and rain atmosphere and can directly obtain precipitation structure information, it is usually confined to precipitation retrievals over the ocean. The strong low-frequency upwelling radiation on land surfaces can submerge the low-frequency radiation emitted by precipitation particles; therefore, the low-frequency microwave channel is difficult to use for land surface precipitation retrieval [27]. Concurrently, due to the low temporal resolution, the low-frequency microwave channel has no advantage in the continuous observation of precipitation. Similarly, the rain radar carried by LEO satellites has the same limitation. Nevertheless, the application of near-real-time satellite QPE is expected for disaster preparedness and mitigation on both a regional and global scale [28]. Therefore, in view of the shortage of RGs, limited radar coverage due to terrain impact and low temporal resolution of LEO satellites, it is crucial to carry out QPE based on GEO satellites for monitoring and early warning of short-term heavy precipitation.



The precipitation retrieval of GEO satellites is mainly based on visible (VIS) and infrared (IR) channels. Barrett [29] carried out early precipitation estimation by using daily IR and VIS band cloud image data. Although the spatial resolution of VIS images is the highest, it is only limited to daytime. Therefore, the precipitation retrieval of GEO satellites is mainly based on IR images. The reason why IR cloud images can be used for remote sensing of rainstorm cloud is that when the brightness temperature (TB) of cloud-top IR radiation is lower, the higher the cloud top’s height, the thicker the cloud body, and the thickness of the cloud body is positively correlated with the probability of precipitation [30]. Wang et al. [31] and Zhuge et al. [32] constructed a generic matrix of two-dimensional precipitation probability and precipitation intensity based on the MTSAT and FengYun-2C (FY-2C) satellites, respectively, to realize the precipitation retrieval for different levels of rainfall. Moreover, many studies have shown that there is a good relationship between satellite IR TB and surface rainfall rates, especially for convective clouds, and the methods of QPE by satellite IR brightness temperatures (TBs) have been developed [33,34,35]. A benchmark technique is the GOES Precipitation Index (GPI), which simply allocates a rainfall rate of 3 mm/h to clouds with a cloud-top temperature lower than 235 K [36]. Based on the principle of the GPI algorithm, Ba and Gruber [37] proposed another automatic algorithm for GOES, the GOES multispectral rainfall algorithm (GMSRA), which adds a VIS light albedo threshold to identify precipitation clouds, and improves the recognition rate of warm cloud precipitation in the daytime. After the rainfall rate is retrieved by the IR secondary fitting method, the humidity factor is introduced for adjustment. Although such methods are subject to uncertainty due to the indirect relationship between the cloud-top temperature to surface precipitation, it has proved useful for operational use in the United States [38]. The National Environmental Satellite Data and Information Service (NESDIS) of the National Oceanic and Atmospheric Administration (NOAA) began carrying out QPE by satellite data in the 1970s, mainly with the manual Interactive Flash Flood Analyzer [39], which was automated into an auto-estimator (AE) after 10 years of operation [35,40] and then improved by a hydro-estimator (HE) [41]. Finally, the advantages of a microwave-estimated rainfall rate were combined with GOES data with high spatial and temporal resolution, and a self-calibrating multivariate precipitation retrieval (SCaMPR) algorithm was developed for the Geostationary Operational Environmental Satellite R series (GOES-R) [42]. Because different types of precipitation clouds produce different rainfall rates, Adler and Negri [34] proposed a convective-stratiform technique (CST) for QPE based on a one-dimensional cloud model, which can both estimate convective cloud precipitation and stratiform cloud precipitation. Subsequently, this algorithm is widely adopted for QPE and the estimation is in good agreement with ground observation [43,44,45,46,47]. In addition, artificial intelligence is also used in satellite QPE [48,49,50,51]. However, the effect of artificial intelligence is highly dependent on the overall quality of the training samples and data used, particularly as the model needs to be trained or tagged, and the training of high-resolution satellite images requires substantial computing resources [52]; therefore, artificial intelligence is currently not the optimal choice for satellite QPE.



The FengYun-4A (FY-4A) satellite, the first satellite of the FengYun-4 (FY-4) series of China’s second-generation GEO meteorological satellites, was launched on 11 December 2016, with a central longitude of 104.7°E [53]. Compared with the existing FengYun-2 (FY-2) satellite, the imaging observation channels of the advanced geosynchronous radiation imager (AGRI) carried on the FY-4A are expanded from 5 to 14, and more information about precipitation clouds can be obtained, which is conducive to the monitoring of short-term heavy precipitation. As Feng Yun satellites are the major operational meteorological satellites of China, the application of its QPE product becomes more necessary. It remains a challenge to use the FY-4A AGRI data for QPE. Compared with the FY-2 and GMS-5, the number of observation channels of the FY-4 has increased significantly, and the temporal resolution is higher; however, there are few studies of QPE based on FY-4 observations, and it is important to evaluate the existing QPE of the FY-4A and improve its accuracy, especially over complex topography. This paper introduces an application method of FY-4A AGRI multi-channel spectral data in QPE and evaluates its effect with complex topography in Western China. Section 2 introduces the dataset and methods used for QPE validation, while Section 3 describes the validation of the existing QPE of the FY-4A and the improvement of the QPE algorithm based on the FY-4A AGRI, as well as the accuracy of the improved QPE, and the discussion of the results is presented in Section 4. Conclusions are drawn in Section 5.




2. Materials and Methods


China’s topography is high in the west and low in the east, roughly in three-step terrains. The first-step terrain: the Qinghai-Tibet Plateau located in southwest China, with an average altitude of more than 4000 m. The second-step terrain: to the north and east of the outer edge of the Qinghai-Tibet Plateau; it is mainly composed of broad plateaus and basins, and there are also a series of high mountains, most of which are at an average altitude of 1000–2000 m. The third-step terrain: from the second step to the east to the seashore; it is mainly composed of hills, low mountains and plains, and the altitude is mostly below 500–1000 m. The three-step terrains form a variety of topographic features, including mountains (such as Tibetan Plateau), hills, plains and basins [19]. This study focuses on the region of 24° to 34°E and 100° to 112°N in Western China. As shown in Figure 1, this region has a complex topography covering the above three-step terrains. Due to the complex topography, rainstorm events occur frequently in this area, often leading to natural disasters such as floods, debris flow and landslides [54,55,56].



From June to August 2020, the precipitation in the study region, and its downstream, were more than that in the same period from previous years, and most rainstorms were related to the Southwest Vortex, which also originated in this region [57,58,59]. Therefore, we selected data from June to August 2020 for this study. As mentioned above, the shortage of the RGs and limited radar coverage due to the terrain impact can easily arise in Western China with its complex topography; therefore, it is important to carry out QPE by GEO satellite observations for monitoring and early warning of short-term heavy precipitation in this region. This study only focused on summer precipitation, and we were only looking at the relationship between temperature and precipitation for convective clouds. It should be noted that the area is only covered by 508 national RGs.



The hourly precipitation of the 508 national RGs used in this study was obtained from the China Integrated Meteorological Information Sharing Service platform (CIMISS). As shown in Figure 1, the average station spacing is about 50 km. This dataset has been subject to quality control, and the actual rate is more than 99.9%, while the data accuracy is close to 100% [60]. The real-time QPE of the FY-4A AGRI from the National Satellite Meteorological Center (NSMC) used in this study was issued by the fourth edition of the Meteorological Information Comprehensive Analysis and Processing System (MICAPS 4.0), with a spatial resolution of 0.04° × 0.04°and temporal resolution of 15 min.



Compared with the FY-2, the imaging channels of the FY-4A AGRI are expanded from 5 to 14, and the observation time is encrypted from 30 min to 15 min while the spatial resolution is improved from 1.25 km to 500 m. In particular, the FY-4A AGRI has two water vapor (WV) channels and four longwave infrared (LWIR) bands (as shown in Table 1), which can obtain more information on precipitation clouds. With the advantages of high spatial-temporal resolution, and more information on precipitation clouds, the FY-4A AGRI is conducive to the monitoring of short-term heavy precipitation. As heavy precipitation in Western China mostly occurs in the summer, the above data from June to August of 2020 were used in this study.



To match the RG hourly precipitation and QPE of the FY-4A AGRI, the principle of proximity and the method of taking the mean value were adopted as follows: first, to avoid the uncertainty of weak precipitation, only an RG hourly precipitation greater than 5 mm was used in this study (The CST algorithm gives stratiform cloud precipitation a fixed rainfall intensity, generally 2 or 2.5 mm/h). Because our research object was heavy precipitation, this threshold of 5 mm/h was to reduce the impact of weak precipitation); second, at a fixed RG station, all effective QPE data within one hour and 20 km away from the station were matched, but only the QPE with the closest value to the RG hourly precipitation was selected. Finally, there were 2790 matched couples selected from June to August of 2020.



As the most commonly used statistical data in satellite estimation verification, continuous verification statistics are often used to measure the accuracy of precipitation [61]. Six popular diagnostic statistics (Table 2) were used to evaluate the agreement between the RGs and QPE of the FY-4A [19,61,62,63,64,65,66]. The degree of agreement is represented by the correlation coefficient (CC), which is independent of absolute or conditional bias, and represents the degree of linear correlation between QPE and RGs, whose optimal value is 1. As for error and bias, five different validation statistical indices were considered. The mean error (ME) reflects the average difference between QPE and RGs, while the mean absolute error (MAE) represents the average magnitude of the error, and their optimal values are 0. The root mean square error (RMSE) suggests the degree of dispersion between QPE and RGs but the larger errors contribute more than the MAE, and the optimal value is also 0. The percentage deviations of QPE from RGs are indicated by the mean relative error (MRE) and mean absolute relative error (MARE), which are scale-independent, are useful for comparing different datasets, and their optimal values are 0. For convenience, the acronyms used in this study are listed in Table A1 in the Appendix A .




3. Results


3.1. Validation of NSMC QPE


To validate the real-time QPE of the FY-4A AGRI provided by NSMC, Figure 2 presents the comparison between RG hourly precipitation and NSMC QPE of the FY-4A AGRI from June to August of 2020 in Western China. As shown in Figure 2a, all hourly QPEs are less than 30 mm, the ME is a negative value of −8.48 mm, and the scatter clustering trend of data is lower than the diagonal of 1:1 and far away, indicating that the NSMC QPE is obviously underestimated relative to the RG hourly precipitation. The CC between RGs and QPE is only 0.208, with values of 13.78 mm, 9.13 mm, −47.4%, and 56.9% for RMSE, MAE, MRE and MARE, respectively, indicating poor agreement and a large discrepancy between RGs and QPE. Although the ME has an average value of −8.48 mm, about 30% of the ME values are less than −10 mm (Figure 2b). The MRE ranges from −100% to 100% with an average value of −47.4%, and more than 65% of the MRE values are less than −50%. Apparently, the existing QPE of the FY-4A AGRI is underestimated and presents poor agreement with RG hourly precipitation greater than 5 mm over the complex topography of Western China; therefore, it is necessary to study the improvement of the QPE algorithm for the FY-4A AGRI.




3.2. Improvement of QPE Algorithm Based on the FY-4A AGRI


3.2.1. Cloud Classification


Since there are differences in the precipitation mechanism of different precipitation clouds, it is necessary to identify and classify clouds effectively for improving the satellite QPE algorithm.



Presently, there are three main methods for cloud classification based on GEO satellite data. One is the cloud classification method of the American GOES-R satellite [67], which classifies the cloud phase state by combining the TB of LWIR channel 12 (10.8 μm) and the TB difference between the WV channel 10 (7.1 μm) and LWIR channel 11 (7.1 μm), as well as the TB difference between WV channel 10 and LWIR channel 12 (hereinafter referred to as Method 1). The second is the single channel multi-threshold method [68]. This method uses the TB of LWIR channel 12 to classify cloud types (hereinafter referred to as Method 2). The third is the dynamic clustering method [69], which composes the cloud cluster center to classify the cloud types by combining the TB values of WV channel 9 (6.25 μm), LWIR channel 12 and LWIR channel 13 (12 μm), as well as the TB difference between WV channel 9 and LWIR channel 12 (hereinafter referred to as Method 3).



Figure 3 shows the cloud classification of the above three methods and the hourly precipitation at 08:00 LST on 1 July 2020 in Western China. In general, the ground heavy precipitation center is consistent with the convective cloud positions and deep convective clouds in the three cloud classification methods, and the shape of the rain belt is also consistent, indicating that the identification results for convective clouds and deep convective clouds in Methods 1–3 are basically consistent. However, the identification result of Method 3 is relatively more accurate than the other two methods; thus, Method 3 was adopted in this study to classify clouds. Moreover, to take advantage of the large number of channels of the FY-4A AGRI, this study increased the number of channels in Method 3, and the used channel TBs and the TB difference thresholds for cloud classification based on the FY-4A AGRI are shown in Table 3.




3.2.2. Improvements of QPE Algorithm


Based on the cloud classification of the FY-4A AGRI, the CST algorithm of Adler and Negri [34] is used to perform the QPE of the FY-4A AGRI. According to the exponential relationship between convective cloud-top temperature and rainfall rate [43,44,45,46,47], the RG hourly precipitation data from June to August in 2020 is fitted with the corresponding TB data of the FY-4A AGRI 12 channel to obtain the localized relationship for calculating the primary FY-4A QPE product. Figure 4 presents the plots of the RG hourly precipitation with the cloud-top temperature of LWIR channel 12 and the primary FY-4A QPE from June to August of 2020. As shown in Figure 4a, the cloud-top temperature presents a decreasing trend with the increasing ground hourly precipitation, and this supports the basis for satellite QPE. As the ground hourly precipitation increases, the cloud-top temperature decreases gradually, especially below 30mm. The difference of cloud-top temperature in precipitation above 30 mm is small, and this is the reason why it is difficult to better identify heavy precipitation with the GEO satellite QPE. Comparing the existing NSMC QPE of the FY-4A (Figure 2a), Figure 4b shows that the CC between the primary FY-4A QPE and the RG hourly precipitation increases slightly to 0.232, and the ME between them is reduced to 2.59 mm. However, the MRE between the primary FY-4A QPE and the RG hourly precipitation is 86.2%, greater than that of the NSMC QPE of the FY-4A. It can be seen that the primary FY-4A QPE is still not satisfied and needs further improvement.



As the CST algorithm only considers the TB spatial gradient of a cloud cluster for the selection of a convective cloud core and uses the instantaneous cloud-top TB for precipitation retrieval. The temporal variation of cloud-top TB is not considered in this algorithm, which can accurately reflect the evolution of clouds. Some studies have shown that the cloud growth rate (i.e., the change of cloud-top TB in two continuous infrared images) and spatial gradient are useful for locating the core of heavy precipitation [35]. Compared with the FY-2, the temporal resolution of the FY-4A is greatly improved, which supports an opportunity to apply the temporal variation of TB in satellite QPE.



Considering the special scanning mode of the FY-4A, and the time matching with hourly precipitation, the hourly variation rate of TB, i.e., the TB difference between the current time and one hour before, is used to investigate the relationship between TB variability and hourly precipitation. In order to eliminate the influence of water or land surface and low level clouds, the TB of IR channel 12 of less than 270 K was used as the cloud criterion in this study (referring to this criterion, only 4 of the 364,477 ground surface temperature samples were lower than 270 K and might be misidentified as cloud), and the TB of the RG station is represented by the average of the TBs within 20 km around in one hour. Figure 5 presents the relationship between the hourly precipitation and the hourly variation rate of TB for WV channel 9 and LWIR channel 12; with the increase in hourly precipitation, the hourly variation rate of TB for WV channel 9 is negative and its magnitude increases, that is, the TB at the cloud top decreases with time and decreases faster with the increasing hourly precipitation. Similarly, this is the same situation—and the effect is more significant—for the hourly variation rate of TB for LWIR channel 12. However, the relationships of the hourly precipitation with the TBs of the other channels are not significant (figures not shown). Thus, the TBs of LWIR channel 12 were used to improve the CST algorithm for calculating the secondary QPE.



According to the method of the AE [35], the cloud growth rate correction factor is quantified by linearly fitting the positive and negative rainfall rate variability with the TB variability of LWIR channel 12 in one hour, respectively. Thus, based on the primary FY-4A QPE (QPEP), the secondary FY-4A QPE (QPES) was calculated by adding TB temporal variation according to the following formula:


    QPE  S  =         QPE  P  − 0.072 × Δ  T  i , j   + 6.843 ,     Δ  T  i , j   > 1   K   and min    T  i , j     < 203   K         QPE  P  + 0.761 × Δ  T  i , j   − 24.114 ,     Δ  T  i , j   <  − 2   K   and max (  T  i , j   )  > 200   K        



(1)




where Ti,j is the TB of LWIR channel 12 at the location of (i, j), and ΔTi,j, min(Ti,j) and max(Ti,j) are the average variability of Ti,j, the minimum Ti,j and the maximum Ti,j within one hour at this location, respectively. In the processing of the correction, if QPES has a value above 0.5 mm, then QPEP is replaced by QPES; otherwise, QPEP remains unchanged.



Note that the research on satellite precipitation retrieval is mostly based on the precipitation in one hour or even longer, but the satellite observation is instantaneous, so the inconsistency of observation methods in time matching can bring errors to satellite precipitation retrieval. In order to solve this problem, the dynamic time integration method was adopted in this study; that is, according to the comparison between the QPE at the current time and the QPE at the previous or subsequent time, the time integration weight X is determined as the following formula:


  X = 1 −  1  60   ×     QPE  0  −   QPE  i       i  = − 1 ,   1  



(2)




where QPE0 is the instantaneous QPE at the current time (T0) obtained from the CST algorithm, and QPE−1 and QPE1 are the instantaneous QPE at the previous (T−1) and subsequent (T1) times, respectively. The dynamic time integration method is shown in Figure 6—the number of bars represents QPE; the blue and green bar represents QPE−1 and QPE1, respectively, assuming that the five grey bars represent QPE0 and remain constant. The ideal state is that the three QPEs are equal and, in this case, no processing is required. In addition to the ideal state, the processing methods of the other four cases are as follows: (1) when QPE0 is greater than QPE−1 and QPE1, the time integration weights for the previous and subsequent times increase; (2) when QPE0 is smaller than QPE−1 and QPE1, the time integration weight for the previous and subsequent times decrease; (3) when QPE0 is greater than QPE−1 but smaller than QPE1, the time integration weight decreases at the previous time yet increases at the subsequent time; (4) when QPE0 is smaller than QPE−1 but greater than QPE1, the time integration weight increases at the previous time yet decreases at the subsequent time.



After the time integration weight X is calculated, the hourly QPE is obtained by combining X with the instantaneous QPE and accumulating it within one hour, and then the TB hourly variation rate of LWIR channel 12 is used to correct the hourly QPE. Thus, the improved QPE (QPEI) is calculated according to the following formula:


    QPE  I  =         ∑   1 h     X ·   QPE  0  · Δ Time   − 0.072 × Δ   T  i , j    + 6.843 ,     Δ  T  i , j   > 1   K   and min    T  i , j     < 203   K         ∑   1 h     X ·   QPE  0  · Δ Time   + 0.761 × Δ  T  i , j   − 24.114 ,     Δ  T  i , j   <  − 2   K and max (  T  i , j   ) >  200   K        



(3)




where Δ Time is the time interval of two consecutive IR images, and the other variables are the same as in Equations (1) and (2).



Therefore, the whole QPE-improved algorithm flow is as follows: first, the optimized multi-channel and channel difference thresholds are used to identify convective clouds, and the primary QPE is calculated by the CST algorithm; second, the TB temporal variation of LWIR channel 12 is used to improve the CST algorithm, and the secondary QPE is calculated; finally, the dynamic time integration method is adopted to solve the inconsistency of time matching, and the secondary QPE at the current time, as well as those at the previous and subsequent times, are used to calculate the improved QPE with time integration weight.





3.3. Validations of Improved QPE Algorithm Based on the FY-4A AGRI


Figure 7 presents the scatter density plots of the RG hourly precipitation with the secondary QPE and the improved QPE from June to August of 2020. It can be seen that the CC between RGs and the primary FY-4A QPE is only 0.232, and the MRE and RMSE are 57.5% and 14.08 mm, respectively (Figure 4b). After adding the TB temporal variation of LWIR channel 12, the CC increases to 0.476 for the secondary QPE, with MRE and RMSE decreasing to 23.8% and 10.51 mm, respectively. The CC between the RGs and improved QPE further increases to 0.492, and the MRE and RMSE further decrease to 8.3% and 10.04 mm, respectively, when the dynamic time integration method is used. Moreover, compared with the primary QPE, both the overestimation for hourly precipitation less than 10 mm and the underestimation for hourly precipitation within 20–30 mm are improved to some extent in the improved QPE. This is mainly because the temporal variation of TB can provide a more accurate quantitative description of the development trend of clouds, which can effectively avoid the overestimation of QPE caused by some low TB clouds with a short life history, so as to improve the estimation accuracy of QPE. As pointed out by Vicente et al. [35], not considering the evolution of the cloud system can result in an excessive area of precipitation by using the IR cloud-top temperature alone for QPE. Furthermore, the introduction of TB temporal variation can do well for improving the accuracy of QPE, while the dynamic time integration method is also useful for reducing the uncertainty of QPE caused by the temporal inconsistency of the data.





4. Discussion


The NSMC QPE of the FY-4A is not satisfactory for summer precipitation over the complex topography of Western China. This may be related to the fact that the NSMC QPE of the FY-4A is a national product that focuses on the whole national region and lacks specific validation over complex topography. Moreover, the precipitation mechanisms of various rain types are different, and the inconsistent time matching of data also brings uncertainty in satellite QPE. Therefore, to improve the QPE accuracy of the FY-4A, in this study the dynamic clustering method was used to perform cloud classification, and the TB spatio-temporal variation was adopted to represent the evolution of precipitation clouds. Moreover, the dynamic time integration method was used to reduce the uncertainty of time mismatching for data coupling. Next, the QPE of the FY-4A was improved and showed good agreement with the surface RG hourly precipitation. Compared with the NSMC QPE of the FY-4A, the CC between the RG hourly precipitation and the improved QPE increased from 0.208 to 0.492, and the MRE and RMSE decreased from −47.4% and 13.78 mm to 8.3% and 10.04 mm respectively. It was also found that the two WV channels of the FY-4A and their channel difference could well give the evolution characteristics of water vapor in the middle and upper atmosphere, which may be a good indicator of precipitation, especially heavy precipitation. These results show that the high temporal resolution of the FY-4 is useful for improving satellite QPE accuracy.



It should be noted that there is no clear standard for the test of cloud classification. This study only makes a simple qualitative verification of precipitation clouds based on the hourly precipitation of RGs, and there may be confusion between cirrus and convective clouds. Additionally, the improved QPE algorithm is mainly based on cloud-top temperature for precipitation retrieval, which is not suitable for warm cloud precipitation. After adopting the improved algorithm, the correlation coefficient has been improved, as well as the accuracy. However, the correlation coefficient is not sufficiently high, which indicates that the satellite QPE still has uncertainty; thus, the algorithm needs to be further studied and improved.



Ba and Gruber [37] indicated that the precipitation process in warm clouds is sensitive to the microphysical structure at the top, and the occurrence and development of precipitation are affected by cloud droplet size and cloud thickness. The microphysical process of the cloud top can be obtained from the near-infrared part of the solar spectrum [70], and the 3.75 μm channel of the Advanced Very High Resolution Radiometer (AVHRR) has been proven to be suitable for the study of warm cloud precipitation [71,72]. Moreover, the multi-channel TB differences (such as T3.9-T10.8, T3.9-T7.3, T8.7-T10.8, and T10.8-T12.1) have been found to contain the information of cloud liquid water path [73]. Thus, in future work, the 3.72 μm medium-wave IR (MWIR) channel can be used to improve the QPE algorithm of FY-4 series satellites.




5. Conclusions


Using the hourly precipitation of 508 national RG stations from June to August in 2020, the NSMC QPE products of the FY-4A over the complex topography of Western China were evaluated, and an improved QPE algorithm was derived by using the multi-channel spectral data of the FY-4A AGRI with a high spatial and temporal resolution. The main conclusions are as follows.



The NSMC QPE of the FY-4A is underestimated and presents poor accuracy for an hourly precipitation greater than 5 mm over Western China. It has a CC of only 0.208 with RG hourly precipitation, and the MRE and RMSE between them are −47.4% and 13.78 mm, respectively. All the NSMC QPE are less than 30 mm and obviously underestimated for heavy precipitation. The poor accuracy of NSMC QPE may be related to the fact that the NSMC QPE of the FY-4A is a national product that focuses on the whole national region and lacks specific investigation over complex topography.



To improve the QPE of the FY-4A, the dynamic clustering method was adopted to establish the cloud classification thresholds with WV channel TB and IR channel TB of the FY-4A AGRI and their TB difference for identifying convective clouds. Moreover, to take advantage of the high temporal resolution of the FY-4A, the hourly variation rates of TB of LWIR channel 12 were introduced to the CST algorithm for characterizing cloud evolution. Furthermore, a dynamic time integration method was designed to solve the inconsistency of time matching between the FY-4A and RGs. The QPE accuracy of the FY-4A was then significantly improved. Compared with the NSMC QPE of the FY-4A, the CC between the improved QPE of the FY-4A and the RG hourly precipitation increased to 0.492, and decreased to 8.3% and 10.04 mm with MRE and RMSE, respectively. However, the correlation coefficient was not sufficiently high, thus the algorithm needs to be further studied and improved.



These results indicate that the high temporal resolution and multi channels of the FY-4A are useful for improving satellite QPE. However, this study only makes simple qualitative verification of precipitation clouds, and there may be confusion between cirrus and convective clouds, which may bring uncertainty to satellite QPE. In addition, the improved QPE algorithm in this study is mainly based on cloud-top temperature and not suitable for warm cloud precipitation. Therefore, different QPE improvement schemes may be required for different terrains and different precipitation types.
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Table A1. Acronym list for the acronyms used in this study (arrange in alphabetical order).






Table A1. Acronym list for the acronyms used in this study (arrange in alphabetical order).





	Abbreviate
	Full Name





	AE
	auto-estimator



	AGRI
	Advanced Geosynchronous Radiation Imager



	AVHRR
	Advanced Very High Resolution Radiometer



	CC
	correlation coefficient



	CDF
	cumulative distribution function



	CIMISS
	China Integrated Meteorological Information Sharing Service platform



	CST
	convective-stratiform technique



	FY-2
	Fenyun-2



	FY-4A
	Fengyun-4A



	GEO
	geostationary



	GMSRA
	GOES multispectral rainfall algorithm



	GOES-R
	Geostationary Operational Environmental Satellite R series



	GPI
	GOES precipitation index



	HE
	hydro-estimator



	IR
	infrared



	LEO
	low earth orbiting



	LWIR
	long-wave infrared



	LST
	local standard time



	MAE
	mean absolute error



	MARE
	mean absolute relative error



	ME
	mean error



	MICAPS
	Meteorological Information Comprehensive Analysis and Processing System



	MRE
	mean relative error



	MWIR
	medium-wave infrared



	NESDIS
	National Environmental Satellite Data and Information Service



	NOAA
	National Oceanic and Atmospheric Administration



	NSMC
	National Satellite Meteorological Center



	PDF
	probability density function



	QPE
	quantitative precipitation estimation



	RG
	rain gauge



	RMSE
	root mean squared error



	SCaMPR
	self-calibrating multivariate precipitation retrieval



	TB
	brightness temperature



	WV
	water vapor



	VIS
	visible
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Figure 1. The topography and distribution of RGs (black dots) in the study region. 
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Figure 2. Comparison between RG hourly precipitation and NSMC QPE of the FY-4A AGRI from June to August of 2020 in Western China: (a) scatter density plot, (b) PDF and CDF of ME and (c) PDF and CDF of MRE. 
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Figure 3. Cloud classification of (a) Method 1, (b) Method 2, and (c) Method 3 and (d) the hourly precipitation at 08:00 LST on July 1, 2020, in Western China. (Str: Stratiform clouds, Thick Str: Thick stratiform clouds, Mixed: Mixed clouds, SCon: Shallow convective clouds, Con: Convective clouds, Deep Con: Deep convective clouds, W/L: Water/Land surface, Llc: Low level clouds, Mlc: Middle level clouds, As/Ns: Altostratus/Nimbostratus clouds, Cs: Cirrostratus clouds, Ci spi: Cirrus spissatus clouds). 
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Figure 4. The plots of the RG hourly precipitation vs (a) the cloud-top temperature of LWIR channel 12 and (b) the primary FY-4A QPE from June to August of 2020 (In Figure 4a, bottom and top of boxes denote the 25th and 75th percentiles, with the horizontal lines inside the box being the median value; the dotted lines represent the range of the adjacent value, which is the most extreme value that is not an outlier; the outliers are marked by crosses). 
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Figure 5. The relationship between the hourly precipitation and the hourly variation rate of TB for (a) WV channel 9 and (b) LWIR channel 12 from June to August of 2020. 
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Figure 6. Dynamic time integration method (a) the ideal state, (b) both smaller than, (c) both greater than (d) front smaller than rear greater than, and (e) front greater than rear smaller than and dynamic time integration coefficient (the number of bars represents QPE, blue and green bars represent QPE-1 and QPE1, respectively, assuming that the five grey bars represent QPE0 and remain constant). 
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Figure 7. The scatter density plots of the RG hourly precipitation vs (a) the secondary FY-4A QPE and (b) the improved FY-4A QPE from June to August of 2020 in Western China. 
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Table 1. The two WV (water vapor) and four LWIR (long-wave infrared) channel settings of the FY-4A AGRI.
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	Channel Number
	Central Wavelength/μm
	Spatial Resolution/km
	Temporal Resolution/min
	Channel Name





	C009
	6.25
	4.0
	5~15
	WV



	C010
	7.1
	4.0
	5~15
	WV



	C011
	8.5
	4.0
	5~15
	LWIR



	C012
	10.8
	4.0
	5~15
	LWIR



	C013
	12.0
	4.0
	5~15
	LWIR



	C014
	13.5
	4.0
	5~15
	LWIR
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Table 2. List of the validation statistical indices used to compare the QPE of the FY-4A AGRI and the GRs.
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	Statistical Index
	Unit
	Formula
	Best Value





	Mean Error (ME)
	mm
	    1 n    ∑   i = 1  n     P i  −  G i      
	0



	Mean Absolute Error (MAE)
	mm
	    1 n    ∑   i = 1  n     P i  −  G i      
	0



	Mean Relative Error (MRE)
	%
	    1 n    ∑   i = 1  n       P i  −  G i       G i    × 100 %   
	0



	Mean Absolute Relative Error (MARE)
	%
	    1 n    ∑   i = 1  n       P i  −  G i       G i    × 100 %   
	0



	Root Mean Squared Error (RMSE)
	mm
	      1 n    ∑   i = 1  n       P i  −  G i     2      
	0



	Correlation Coefficient (CC)
	NA
	       ∑   i = 1  n     G i  −  G ¯       P i  −  P ¯          ∑   i = 1  n       G i  −  G ¯     2    ·     ∑   i = 1  n       P i  −  P ¯     2        
	1







n is the number of matched couples;    G i     is the RG and its mean is indicated as   G ¯  , while    P i    and    P ¯     represent the QPE and its mean, respectively.
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Table 3. The used channel TB and TB difference thresholds for cloud classification based on the FY-4A AGRI.






Table 3. The used channel TB and TB difference thresholds for cloud classification based on the FY-4A AGRI.















	
	Water/Land Surface (K)
	Low Level Clouds (K)
	Middle Level Clouds (K)
	Altostratus/ Nimbostratus Clouds (K)
	Cirrostratus Clouds (K)
	Cirrus Spissatus Clouds (K)
	Convective Clouds (K)





	C009
	241
	238
	237
	235
	231
	225
	215



	C010
	254
	251
	248
	245
	239
	230
	217



	C011
	288
	280
	270
	260
	250
	236
	219



	C012
	290
	281
	270
	260
	248
	234
	217



	C013
	288
	278
	268
	258
	246
	232
	216



	C014
	261
	257
	252
	246
	238
	228
	216



	C009−C014
	−20
	−19
	−15
	−11
	−7
	−3
	−1



	C009−C013
	−47
	−40
	−31
	−23
	−15
	−7
	−1



	C009−C012
	−50
	−42
	−33
	−25
	−17
	−9
	−2



	C009−C011
	−48
	−41
	−33
	−25
	−19
	−11
	−4



	C009−C010
	−13
	−12
	−11
	−10
	−8
	−5
	−2



	C010−C012
	−37
	−30
	−22
	−15
	−10
	−4
	0



	C011−C014
	27
	22
	18
	14
	12
	8
	3



	C012−C014
	29
	23
	18
	14
	10
	6
	1



	C013−C014
	27
	21
	16
	12
	8
	4
	0
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