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Abstract

:

Urban river networks have the characteristics of medium and micro scales, complex water quality, rapid change, and time–space incoherence. Aiming to monitor the water quality accurately, it is necessary to extract suitable features and establish a universal inversion model for key water quality parameters. In this paper, we describe a spectral- and spatial-feature-integrated ensemble learning method for urban river network water quality grading. We proposed an in situ sampling method for urban river networks. Factor and correlation analyses were applied to extract the spectral features. Moreover, we analyzed the maximum allowed bandwidth for feature bands. We demonstrated that spatial features can improve the accuracy of water quality grading using kernel canonical correlation analysis (KCCA). Based on the spectral and spatial features, an ensemble learning model was established for total phosphorus (TP) and ammonia nitrogen (NH3-N). Both models were evaluated by means of fivefold validation. Furthermore, we proposed an unmanned aerial vehicle (UAV)-borne water quality multispectral remote sensing application process for urban river networks. Based on the process, we tested the model in practice. The experiment confirmed that our model can improve the grading accuracy by 30% compared to other machine learning models that use only spectral features. Our research can extend the application field of water quality remote sensing to complex urban river networks.
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1. Introduction


Among rivers, small- and medium-sized rivers are often ignored in daily water quality monitoring. However, these rivers are places where water pollution often occurs [1], especially in the cities of developing countries [2,3]. The most common pollutants are nitrogen (N) and phosphorus (P), which may lead to algal blooms [4,5,6]. In addition, for a single river, water quality is usually different in different watersheds and it constantly changes over time. Therefore, a comprehensive, fine-scale and high-frequency monitoring method is needed to improve urban river water quality monitoring programs.



Remote sensing technology can rapidly monitor a large area. Recently, there have been a large number of studies on remote sensing water quality monitoring [7]. The purpose of remote sensing water quality inversion is to establish an accurate relationship between image features and water quality. A large quantity of these studies focused on Case 1 waters and Case 2 waters, such as seas, large rivers, and lakes [8,9,10]. Moreover, these studies were mainly based on images of specific bands [11]. However, the water quality and optical properties of different urban rivers may vary greatly [12]. Thus, considering the complexity of urban water systems, it is necessary to extract suitable features and establish a universal inversion model for key water quality parameters.



Spectral features are the most important features in water quality remote sensing. Different constituents in water have different optical properties. Spectral feature analysis aims to extract the key bands that have a high correlation with the water quality parameters. Dimensionality reduction [13], clustering [14], and ranking [15] are the most commonly used methods for extracting the feature bands. In addition, regarding the water quality parameters, the correlation between the spectral features and water quality parameters also needs to be analyzed [16]. Bandwidth is another important spectral feature that needs to be determined for water quality inversion and sensor production [17]. The sensitive bands of water quality parameters have specific wavelength ranges. The information from other bands will interfere with the inversion [18]. Therefore, considering the many aspects of spectral analysis, a new process needs to be proposed.



Remote sensing imagery has the advantage of capturing spatial properties at fine scales [19]. However, the spatial features around rivers and lakes have been ignored by many studies. In fact, water quality in the city is always affected by the surrounding environment [20]. The water functional zone is one of the spatial factors that can affect the water quality [21]. For example, use in industry, use in agriculture, and use in the landscape can determine sewage discharge into the river. The hydrodynamic properties of a river or stream affect its capacity to self-clean [22]. Streamflow and discharge rates are two of the important factors. The channel morphology also affects this capacity because it is affected by streamflow and discharge patterns [23]. Thus, in addition to the spectral features of the water, water quality remote sensing should also include the spatial features of the stream and the surrounding environment.



Inversion model construction is the key step in establishing mapping relationships between spectral features and water quality parameters. The most frequently used methods are empirical estimation methods [24,25,26,27] and bio-optical estimation methods [28,29]. The empirical estimation method is based on sampling data, identifying relationships between water quality parameters and spectral reflectance values by means of regression-related efforts [30]. One limitation of empirical methods is geographic transferability, which means that the established models are usually quite accurate within the sampling areas but are not suitable in other areas. Due to the high complexity of water bodies, researchers developed bio-optical modeling techniques to alleviate or even overcome the problem of regional transferability in empirical methods [31]. However, based on the principle of light–water interaction, these models require detailed spectral information regarding optically relevant water components [9,32]. Moreover, for non-optically relevant water quality constituents, such as nitrogen (N) and phosphorus (P), the bio-optical estimation method is more difficult to establish. Therefore, both estimation methods have advantages and disadvantages.



Machine-learning inversion models have been widely used in recent years and are strictly classified as empirical estimation methods [33]. In previous studies, machine-learning methods, such as support vector regression (SVR) [34,35,36] and neural networks (NN) [37,38,39], were often used due to their capacity to capture complex statistical trends between water quality parameters and spectral reflectance values. Researchers have shown that machine-learning methods provide the best overall accuracy for almost all water quality parameters compared to other methods [9]. The ensemble learning method can aggregate multiple machine-learning methods to improve classification accuracy and robustness [40]. For water quality inversion, ensemble learning has shown great improvement with regard to the inversion results [41]. Given these findings, in urban areas, using the ensemble learning method may also improve the inversion results for complex urban river networks.



The quality of the acquired remote sensing data restricts the accuracy of water quality inversion. To date, multispectral images from satellites and aircraft are the main data sources [8]. These platforms usually observe the ground at a high altitude. Thus, these platforms can observe large-scale areas in a short timeframe. However, for urban river networks, the width of small- and medium-sized rivers usually ranges from less than 10 m to approximately 30 m. Considering the resolution and the atmospheric error of satellite and aircraft images, they may not be suitable choices to perform the accurate observation of these rivers. Furthermore, satellite bands are mainly fixed, which means that they cannot be adjusted according to the water quality situation.



Unmanned aerial vehicle (UAV) remote sensing has the characteristics of flexibility, adjustability, efficiency, and high resolution [42] and is an effective solution for the remote sensing of small- and medium-sized rivers. In the field of water quality monitoring, UAV remote sensing can fill the gap between ground monitoring and high-altitude monitoring. As a newly developing technology, some research has been performed so far. UAV remote sensing was used to infer the water quality in a single urban river, coastal regions, or reservoirs [43,44,45]. Furthermore, UAV remote sensing was also used to detect black-odor river basins in medium-sized rivers [46]. Although these studies have achieved satisfactory results, they are still preliminary studies before large-scale application, which means that the application framework of UAV-borne water quality remote sensing has not been established. Aiming to make UAV remote sensing a routine monitoring method to support traditional water quality monitoring methods in cities, many improvements need to be achieved.



We propose a spectral- and spatial-integrated ensemble learning method for urban river network water quality grading to meet the demand of comprehensive domain and high-frequency fine-scale monitoring. Based on a representative in situ sampling dataset, the spectral bands that are suitable for analyzing urban river quality in the study area of this paper are extracted. We select the water functional zone and stream order as the spatial features and prove that they can improve the grading accuracy. The ensemble learning model is established and evaluated using the selected features as input. Finally, we present a process for UAV-borne water quality remote sensing applications.




2. Materials and Methods


2.1. Equipment Setup


An ASD Handheld 2 Pro spectrometer was used to collect spectral data. This spectrometer is a versatile and durable handheld spectroradiometer that can accurately analyze the 325–1075 nm spectral range. The spectral resolution is 1 nm.



A homemade narrowband multispectral array camera was adopted to collect images. The picture frame of this camera is 6000 × 4000 pixels. The spatial resolution at 100 m altitude is 1.2 cm, and the spectral resolution is 10 nm. The bands it carries are RGB, 675, 705, and 850 nm. These bands were selected before the application of the experiment based on the spectral feature analysis method. A 99% standard reference panel was used to collect downward radiance.



The application experiment was performed on a homemade hexacopter platform. This platform is equipped with an open source Pixhawk autopilot. With a 2 kg load, this platform can work continuously for up to 30 min.



PIX4Dmapper (PIX4Dmapper: https://www.pix4d.com/, 22 November 2018) was used to establish the orthophoto map. ArcMap (ArcMap: https://www.esri.com/en-us/arcgis/about-arcgis/overview, 22 July 2019) was used to outline the rivers and clip the river parts from the orthophoto map.




2.2. Data Collection and Site Description


2.2.1. In Situ Data Collection Method


Before applying water quality remote sensing, in situ data were needed to analyze the spectral features and spatial features. At each sampling point, the spectrum data and water quality samples were collected synchronously. Spectrum data were collected 5 times at the same sampling point.



The above-water measurement method [47,48] was used to collect the radiance and calculate the water reflectance. Using the following process, water reflectance can be calculated.



	
Water-leaving radiance calculation:








   L w  =  L  s w   − r ×  L  s k y    



(1)




where    L W    is the water-leaving radiance.     L  s w     is the total radiance signal received by the spectrometer above the water surface.    L  s k y     is the sky radiance.  r  is operationally defined as the total sky-light actually reflected from the wave-roughened water surface in a certain direction divided by sky radiance, measured with the radiometer from direction.



	
Downwelling incident irradiance calculation:








   E d     0 +    =  L p  × π /  ρ p   



(2)




where    E d     0 +      is the downwelling incident irradiance measured above the water surface.    L p    is the downward radiance measured with a standard reference panel.    ρ p    is the reflectance of the standard reference panel. In this paper, a white standard reference panel was used, the reflectance of which was 99%.



	
Remote sensing reflectance calculation:






According to (1) and (2), the calculation equation of reflectance   R r s   can be obtained as follows:


  R r s =   L w    E d     0 +      =    L  s w   − r ×  L  s k y      L p  × π /  ρ p     



(3)







According to the equations above, the reflectance of each band can be calculated and the reflectance curve can be obtained. The optical parameters above and the units are shown in (Table A1. Since the spectrum data were collected 5 times, we were able to obtain 5 reflectance curves at one sampling point.



We chose total phosphorus (TP) and ammonia nitrogen (NH3-N) as the water quality parameters for monitoring in our research. According to the People’s Republic of China’s national “Environmental Quality Standards for Surface Water” (GB3838-2002) [49], there are six grades of water quality (Table 1), with Grade I being the best. The ranking principle of the two water quality parameters in this paper is shown in Table 1.



The water quality parameters that need to be monitored are measured in the “State Key Laboratory of Pollution Control and Resource Reuse”. This laboratory passed the China Metrology Accreditation (CMA). The water samples were preserved in a freezer at four degrees Celsius. Both of the water quality parameters were measured within 2 days after the in situ sampling. TP was measured using a HACH DRB200 digital reactor block and a HACH DR2800 spectrophotometer using the digestion-ascorbic acid method. NH3-N was measured using the HACH DR2800 spectrophotometer by means of Nessler‘s reagent colorimetric method.



The in situ sampling dataset needed to be representative. In this paper, four different condition requirements were considered: water quality diversity, water functional zone, stream order, and season.



Since urban rivers occupy complex situations, the samples needed to cover as many different and balanced types of water quality grades as possible to ensure that the samples were representative of the water conditions of the city. It was necessary to investigate the grade range of water quality parameters in the city. In addition, the distribution areas of rivers with different water quality grades also needed to be investigated. Then, sampling points were selected from these areas.



According to the “Functional Zoning of Water Environment in Shanghai” [50], the water functional zone can be divided into protected zones, landscape zones, industrial zones, and agricultural zones. The samples needed to cover all the water functional zones. According to the distribution areas of the water functional zone, sampling points were selected from these areas.



Stream order is based on Horton’s Law [51]. First-order stream segments are those that have no tributaries on a given map, and second-order stream segments are those that have as tributaries only first-order segments, etc. In urban areas, the width of first-order streams is usually less than 10 m, and they have very low velocity and flow, which means that they have a low hydrodynamic force and a low self-purification ability. Self-purification means the summary of all physical, chemical, and biological processes by which the quantity of the pollution in the stream is decreased. Second-order streams and higher-order streams have greater flows and higher velocities. The samples needed to cover different stream orders.



Season can affect the growth of microorganisms and algae, which can indirectly influence the water’s color. Additionally, season is an important factor that affects water quality in East China [52,53]. Thus, in different quarters of a year, different samples needed to be collected to enrich the dataset.



Water quality grade, water functional zone, stream order, and season were combined with samples. Therefore, each sample had 5 reflectance curves, the concentration value of water quality parameters, and the data of four conditions.




2.2.2. Composition of the Dataset


The dataset was collected in Shanghai, China, which is a megacity with more than 43,000 waterways. Shanghai has a complete water functional zone system, which includes protected zones, landscape zones, industrial zones, and agricultural zones. The water quality in Shanghai is diverse. In the protected zone, the water quality is better than that in the other areas. However, in the living and working areas where human activities are intensive, the water quality is usually worse.



From 13 June 2018 to 14 May 2019, we collected samples from 236 sampling points in different places throughout Shanghai (Figure 1). These points were distributed in Chongming District, Baoshan District, Fengxian District, and Putuo District. According to the sampling condition requirements, the sample dataset covered all types of water functional zones in Shanghai. The rivers in Shanghai can be mainly divided into four stream orders. In this dataset, stream orders included the first to the second order. The third- and fourth-order rivers were not covered in this dataset, because they are too long and wide for UAV remote sensing. Moreover, they are monitored continuously by the Shanghai Water Authority. The grades of the TP samples covered from grade II to worse than grade V. The grades of NH3-N samples covered from grade I to worse than grade V. The proportions of different requirements in the dataset are shown in Figure 2.




2.2.3. UAV-Borne Multispectral Water Quality Remote Sensing Application Process


In the application of UAV-borne multispectral remote sensing water quality monitoring, we propose a process that is practical. The data collection process mainly includes image collection, ground radiance collection, and checkpoint collection.



Remote sensing image collection follows the rules of traditional aerial photogrammetry. For a large area that cannot be covered within one flight, multiple flights are planned to cover the whole area. To improve the signal–noise ratio of the image and avoid the specular reflection of the river water, the solar elevation angle should be between 35° and 65° during the collection of the images [54].



Remote sensing images of the ground and solar radiance are collected simultaneously. A 99% standard reference panel and the same multispectral camera is used on the UAV to collect the downward radiance. The two cameras are calibrated by the same calibration equipment. Both the images and solar radiance data use the GPS (global positioning system) timing system. The solar radiance curve can be obtained by cubic spline interpolation. This curve can be used as a reference for relative radiometric correction and downwelling incident irradiance    E d     0 +      calculations.



Water quality samples are taken as the checkpoints when the UAV is flying directly above. The samples are analyzed in the laboratory.



Before using the water quality grading model to classify the grades of the rivers, it is necessary to perform image pretreatment. The first step is image correction, which includes geometric correction [55,56,57], absolute radiometric correction [58,59,60], and relative radiometric correction [61,62,63] using conventional multispectral camera-calibration methods. After image fusion, each image has multiple channels: RGB channels and multispectral channels.



After image correction, the ground radiance from the images can be obtained directly. The average value of 9 pixels in the center of the image is taken as the downward radiance. With the downwelling incident irradiance     E d     0 +      measured above the water surface calculation and Equation (3), the images that contain the reflectance values can be obtained.



The orthophoto map is established in advance. Then, the river area image is manually clipped from the orthophoto map. This river area image contains the reflectance value channels.




2.2.4. Study Site


The study site in this research was located in Yanghang town, Baoshan District, Shanghai, which has a complex river network. The experimental area covers an area of 13.6 square kilometers. This area is mainly used for residential and industrial production. There are 16 rivers, including 13 first-order streams and 3 second-order streams. Two of the second-order streams, called the Beisitang River and the Meipu River, are mainly used for industry and are canals. Another second-order river, called the Yangsheng River, is a river used as a landscape feature. Furthermore, first-order rivers are mainly used as landscape rivers. The total length of the rivers is 20.0 km. Because of the effect of human activities, sewage pollution makes the water quality here poor.



To cover the whole area by UAV, it took 3 days, from 4 September 2018 to 6 September 2018, to complete a total of 16 flight–ground observation and spectral data-collection tasks. The average area of a single flight was 0.85 square kilometers. The flight height was 300 m. The forward overlap and side overlap were both 80% to ensure that there was enough overlap between the two flights in the process of establishing the orthophoto map. Additionally, there was an overlapping route between two adjacent flights. The overlap was 80%. The total number of images was approximately 7000. During each flight, another multispectral array camera was used to collect downward radiance. The camera took a group of images every three seconds.



Fifteen checkpoints were collected to compare the results of the models. The study site, flight zoning, river condition, and checkpoints are shown in Figure 3.





2.3. Feature Analysis for Urban River Water Quality Remote Sensing


Feature analysis was carried out based on the in situ dataset. The results can provide a band group scheme for the multispectral sensor. Spectrum and space were two key features used in this study. Spectral feature analysis was divided into 3 parts: spectral information analysis, correlation analysis between the spectrum and water quality parameters, and bandwidth analysis. Spatial feature analysis used kernel canonical correlation analysis (KCCA) to prove that spatial features can improve the model grading accuracy.



2.3.1. Spectral Features Analysis


Dimensionality reduction is a common method for selecting spectral features. Factor analysis can find hidden and representative factors in many variables. The number of variables can be reduced by grouping variables of the same essence into several factors.



A screening test was used to determine the number of factors that need to be grouped. The in situ reflectance dataset was set as a two-dimensional matrix    X  n * p     ( n  is the number of samples, and  p  is the number of measured bands). Then, the correlation coefficient matrix of the reflectance dataset was calculated. By calculating the correlation coefficient of every two bands, a correlation coefficient matrix    R  p ∗ p     was obtained.    λ i    (   λ  1     ,  λ 2  ,    λ 3  , … … ,    λ p  > 0  ) are the eigenvalues of    R  p ∗ p    . Usually, we chose the number of eigenvalues larger than 1 as the number of grouped factors [64].



With the factor-loading matrix analysis, the relationship between the factor variables and the reflectance data was obtained. Varimax orthogonal rotation was used to make the original factor variables more interpretable. After the rotation, a factor rotation component matrix was obtained, which provided the contribution rates of each band for different factors. Then, the contribution rates of each factor were normalized to the range of 0 to 1. We took the normalized rates that were larger than 0.90 as the possible spectral feature band ranges [65].



For water quality remote sensing, not only should the information of the spectrum itself be analyzed, but the correlation between the spectrum and water quality parameters also needs to be taken into consideration. Different parameters usually have different spectral features.



Correlation analysis was used to calculate the correlation coefficient between the reflectance ratio of each pair of bands and the contribution of each water quality parameter. Furthermore, all the correlation coefficients were normalized to the range of 0 to 1. We took the normalized coefficients that were larger than 0.90 [65] as the possible spectral feature band ranges.



Finally, we obtained the union of all the possible spectral feature band ranges of each method as the center wavelength. Spectral feature bands identified by different methods were assigned a higher priority. If at least 2 methods chose the same feature, this then became the high-priority band for the multispectral sensor.



Spectral resolution is a significant index for remote sensing that can affect the observation accuracy. For water quality, a more accurate measurement of water reflectance means better grading results were obtained.



One band was selected from the spectral feature band ranges. The reflectance of this band in the dataset was set to be the accurate reflectance value. Taking this band as the central wavelength, the bandwidth continued to expand from 0 to the left and right sides. Each time, the bandwidth expanded 2 nm. After expanding the bandwidth, Equation (3) was used to calculate the new reflectance.    E d     0 +      and    L w    are the total of the downwelling incident irradiance measured above the water surface and the water-leaving radiance from the left side to the right side of the bandwidth. The absolute percent difference (APD) was used to compare the accurate reflectance value and new reflectance value.


  A P D =       ∑   i = 1  n      R r  s  a c c    i  − R r  s  n e w    i     2        ∑   i = 1  n  R r  s  a c c    i     



(4)




where  n  is the number of samples.   R r  s  a c c     is the accurate reflectance value.   R r  s  n e w     is the new reflectance value. Then, the curve of bandwidth and the   A P D   were obtained. The method that was used to determine the bandwidth demonstrated that the   A P D   was within 0.25% [18].




2.3.2. Spatial Features Analysis


By introducing spatial features, interclass separability should be improved. In this study, we considered the water functional zone and stream order. Usually, the correlation between spectral features and the water quality parameters was not linear, instead being nonlinear. Thus, we used KCCA to verify the improvement after using the spatial features.



KCCA introduces the kernel function into a canonical correlation analysis (CCA) [66]. This method maps low-dimensional data to a high-dimensional feature space, which makes the correlation analysis in the kernel function space convenient. For the water quality parameter concentration and reflectance of spectral feature bands, we obtained the following equations:


  u =  w C T   Φ C   C   



(5)






  v =  w X T   Φ X   X   



(6)




where  C  is the water quality parameter concentration matrix.  X  is the reflectance matrix of spectral feature bands.    Φ C    and    Φ X    are the kernel functions. The radial basis function (RBF) is used as the kernel function in this paper.    w C T    and    w X T    are the coefficients of the linear combination  u  and  v . The aim is to find    w C T    and    w X T   , which can make the correlation coefficient of  u  and  v  the highest. Under the restriction of spatial features, the result of KCCA should be better than the result produced without using spatial features.





2.4. Spectral- and Spatial-Feature-Integrated Ensemble Learning


For remote sensing water quality grading, a spectral- and spatial-feature-integrated ensemble learning method was proposed. Samples were divided into different training sets according to the spatial features. Under the restriction of different spatial features, training sets were given different weights to be trained. A hard-soft fused voting method was used to obtain the final grading result.



2.4.1. Ensemble Learning Model


For the ensemble learning method (Figure 4), three machine-learning-based techniques were applied: support vector machine (SVM), multilayer perceptron (MLP), and extreme gradient boosting (XGBoost).



The reflectance feature dataset  X  was integrated with the spatial feature dataset (  α ,   β  ) as the model input. According to the spatial features, which were the water functional zone condition (   α 1   ,    α 2   , ……,    α n   ) and stream order condition (   β 1   ,    β 2   , ……,    β m   ), the reflectance feature dataset  X  was divided into different training sets (   X   α 1   β 1     ,    X   α 1   β 2     , ……,    X   α 2   β 1     ,    X   α 2   β 2     , ……,    X   α n   β m     ). The  n  and  m  are numbers of different spatial feature types. Different weights  W  were given to the training set. Under the restriction of different spatial conditions, the weight  W  was different.



SVM is a classifier with sparsity and robustness that can use hyperplanes to perform nonlinear classifications. SVM has been successfully utilized in remote sensing water quality inversion [34]. The optimal kernel function, slack variable, penalty parameter, and gamma coefficient was selected to construct a hyperplane. The penalty parameter followed the classification optimization problems below:


  min  1 2     w    + C   ∑   i = 1  i   ξ i   



(7)






  s . t .    y i      w  x i    + b   ≥ 1 −  ξ i      i = 1 ,   2 , … … , n      ξ i  ≥ 0    



(8)




where  w  is the coefficient of the hyperplane equation.  ξ  is the slack variable, which is the allowed amount of deviation from the functional margin for the corresponding training data points.  C  is the penalty parameter. When using kernel functions of ‘RBF’, ‘poly’, and ‘sigmoid’, the gamma coefficient needs to be optimized. The equation of the gamma coefficient is as follows:


  g a m m a =  1  2 ×  σ 2     



(9)




where  σ  is the standard deviation parameter in the normal distribution.



MLP is a multilayer neural network that contains a single input layer, multiple hidden layers, and one output layer. For water quality inversion, neural networks have shown promising results by generating high overall model accuracies [9]. A single hidden layer neural network can be written as the equations below:


  H = Φ   X  W h  +  b h     



(10)






  O = s o f t m a x   H  W o  +  b o     



(11)




where  X  denotes the samples.   Φ    is the activation function.    W h    and    W o    are the weights of the hidden layer and output layer, respectively.    b h    and    b o    are the biases of the hidden layer and output layer, respectively.  O  is the output value. The softmax function is used to map the output to (0,1), which indicates the classification probability.



XGBoost, which is a tree boosting system, implements the gradient-boosting decision tree (GBDT) efficiently, and many improvements are made in this system. This system is widely used by data scientists and provides state-of-the-art results for many problems [67]. Additionally, it has been successfully used in water quality monitoring [68]. In the general case, the objective function, which consists of two parts (training loss and regularization term) can be transformed into the equation below:


  o b  j   t    =   ∑   i = 1  n  l    y i  ,     y ^  i    t − 1     +  f t     x i      + Ω    f t    + c  



(12)




where  l  is the loss function and  Ω  is the regularization function.  n  is the number of samples.  y  is the label value, and   y ^   is the model predictive value.  t  is the step number of model prediction.  f  is the tree function, which contains the structure of the tree and the leaf scores.  x  is the sample value.  c  is the constant.



Each classifier can output three groups of possibilities ( P  ([   p 1  ,    p 2  ,    p 3   ])) and the grading results (  Y ^   ([    y ^  1  ,     y ^  2  ,     y ^  3   ])). The possibility of each classifier has six possible values according to the six water quality parameter grades.



A hard-soft fused voting method was used to obtain the final grading result. If the three grading results of the classifiers were the same or two of the results were the same, the hard-voting strategy was used. In addition, an improved soft-voting strategy was used. The voting method is shown below:


        I n d e x   M a x   A  P T        i f     y ^  1  ≠     y ^  2  ≠   y ^  3        M o d e   Y ^     i f   e l s e        



(13)




where   I n d e x   is the method, which obtains the index of a certain value.   M a x   means the method that obtains the largest value of a list.  A  is the accuracy array of the three classifiers.   M o d e   indicates the method, which obtains the mode of a list.




2.4.2. Model Evaluation


Five-fold cross validation was used to validate the models. The results of SVM, MLP, XGBoost, and the ensemble learning method using traditional spectral features, and the results of SVM, MLP, XGBoost, and the ensemble learning method using spectral and spatial features were compared. Five-fold cross validation was used to validate the models.



Precision, recall, and F1 scores were used to evaluate the results. For multiclassification, the macro average is a common strategy to evaluate the models [69,70]. The model evaluation indexes and the calculation formulas are shown in Table 2.






3. Results


3.1. Feature Analysis Results for Urban River Water Quality Remote Sensing


3.1.1. Spectral Feature Analysis


The spectral feature analysis was based on the reflectance dataset collected before the application of the experiment. The purpose was to determine the bands used on the multispectral array camera. A scree test was used to choose the numbers of bands that needed to be extracted. The scree plot is shown in Figure 5. Among all eigenvalues, five values were larger than 1, which were 460.96, 29.95, 6.10, 1.37, and 1.23. Thus, the number of grouped factors was five. Then, factor analysis was used to select the spectral features. The results of the five different components that were normalized are shown in Figure 6. The main contribution to the wavelength area of factor 1 was from 483 to 690 nm, which corresponds to the largest eigenvalue. Those of the other four factors were from 829 to 900 nm, from 400 to 413 nm, from 705 to 726 nm, and from 526 to 562 nm. Hence, the green band, infrared band, blue band, and red band were the most important factors for representing the river reflectance.



The correlation between the spectrum band ratio and water quality parameters of the sampling dataset was analyzed to select the feature bands for the TP and NH3-N grading models. The original results are shown in Figure 7. The largest correlation coefficient between the spectrum and TP was 0.52. For NH3-N, the value was 0.53. Both values were too low, which means that they were not suitable for using linear regression to grade the water quality. To choose the feature band ranges, the results were normalized, as is presented in Figure 8. For TP, at approximately 820/650 nm and 710/650 nm, the normalized correlation coefficients were larger than 0.90. For NH3-N, at approximately 710/675 nm, the normalized correlation coefficients were larger than 0.90.



Figure 9 shows the final selected bands. The resulting unions were from 400 to 413 nm, from 483 to 693 nm, 698–726 nm, and 790–900 nm, which were the possible center wavelength ranges for the multispectral sensor. The high-priority center wavelength ranges were at the results’ intersection, namely at 655–690 nm, 705–721 nm, and 829–861 nm. These wavelength ranges are the final bands that are used on the homemade narrowband multispectral array camera in this paper.



To determine the bandwidth of each selected band, the   A P D   between the reflectance of the center wavelength and reflectance of different bandwidths was calculated. In general, the   A P D   increases with increasing bandwidth, and the   A P D   is wavelength-dependent. The   A P D   values for the bands on the homemade camera are shown in Figure 10. For 675, 705, and 850 nm, the bandwidth needed to be narrower than 42, 34, and 18 nm, respectively, as shown in Figure 10. For the homemade camera, 10 nm was chosen as the bandwidth of all the bands, which was suitable according to the results.




3.1.2. Spatial Feature Analysis


In this paper, the dataset was divided into four different training sets according to the recorded spatial feature of each sampling point: protected zone first-order stream, landscape zone first-order stream, landscape zone second-order stream, and industrial and agricultural zone second-order stream. The industrial zone and agricultural zone were combined because there were too few of each of them to be a training set. Thus, they were combined to balance the sampling quantity of each training set.



The RBF was used as the kernel function in this paper. For each training set, the kernel canonical correlation coefficients between TP and NH3-N concentrations and spectral-feature reflectance were calculated. The results are shown in Table 3. All the correlation coefficients of the training set using spatial features were larger than the correlation coefficients of the original dataset, which means that, upon introducing spatial features, the water quality parameters had a better interclass separability.





3.2. Modeling Results


In this section, eight different models are compared. Four of the models were SVM, MLP, XGBoost, and ensemble learning with only spectral features. The other four models were SVM, MLP, XGBoost, and ensemble learning with spectral and spatial features. The data of 236 sampling points were used to train and evaluate the models. Five-fold cross validation was used to evaluate all the models. Each fold used macro precision, macro recall, and macro F1 scores as the basis of evaluation.



3.2.1. Results of Models Using Spectral Features


The grading models for TP and NH3-N using only spectral features generated relatively low macro precision, macro recall, and macro F1 scores, which were not suitable for urban river water quality remote sensing (Figure 11). SVM showed the worst results for TP grading, which was only approximately 0.25 for the three kinds of evaluation values. MLP was relatively better than SVM. However, the evaluation values were all lower than 0.35. The macro precision of XGBoost was 0.41, but the other values were lower than 0.4. Ensemble learning produced the best TP grading results. However, the three values were 0.45, 0.36, and 0.36, which were also low.



SVM showed the worst recall and F1 scores for NH3-N grading, which were 0.28 and 0.25, respectively. XGBoost showed the worst precision, which was 0.32. According to recall and F1 scores, XGBoost performed slightly better than SVM and MLP. However, the evaluation values were still around 0.35. The recall and F1 scores of ensemble learning were a slightly lower than XGBoost; however, precision was the highest among the four models.



The three machine-learning models were all worse than the ensemble learning model, whether for TP or NH3-N, which indicates that the ensemble learning model had a higher classification accuracy than the single machine-learning model. Nevertheless, all the models using only spectral features are not suitable for urban water quality monitoring due to the low accuracy.




3.2.2. Results of Models Using Spectral and Spatial Features


Compared to the results of models using only spectral features, the accuracy of all models improved using spectral and spatial features (Figure 11). For TP grading, XGBoost had the greatest macro precision, macro recall, and macro F1 score improvement among the three traditional machine-learning models, which improved from approximately 0.35 to more than 0.55. The evaluation values of MLP and XGBoost both increased to approximately 0.50. Ensemble learning using spectral and spatial features performed best for TP grading. The macro precision, macro recall, and macro F1 scores were 0.61, 0.65, and 0.60, respectively.



MLP was the best model for NH3-N grading among SVM, MLP, and XGBoost. The evaluation values were approximately 0.60. SVM showed similar results, which were slightly lower than those of MLP. XGBoost showed the worst result. The macro precision, macro recall, and macro F1 scores were just around 0.50. The evaluation values of the three machine-learning models all increased by at least 0.2 with the introduction of spatial features. Likewise, the ensemble learning model had the best training results. The macro precision, macro recall, and macro F1 scores were 0.63, 0.62, and 0.63, respectively.



From Figure 11, we can obviously find that when using both spectral and spatial features, the water quality classification ability of the machine-learning models improved dramatically. Moreover, despite the worse-than-grade Ⅴ TP, all the other grading accuracies were larger than 0.50 (Figure 12). Both ensemble learning models for TP and NH3-N grading performed the best among all the grading models and were applied to the experiment in Yanghang town.





3.3. Application Experiment Results


The UAV-borne multispectral remote sensing water quality monitoring application experiment was performed from 4 September 2018 to 6 September 2018 in Yanghang Town, Baoshan District, Shanghai. Geometric correction, absolute radiometric correction, and relative radiometric correction was carried out to obtain the ground radiance. The standard reference panel images collected by the camera on the ground were used to generate the downward radiance interpolation curves. With the corrected remote sensing images and curves, the reflectance of the rivers was obtained. Considering the influence of different spatial factors of the rivers, ensemble learning models using spectral and spatial features were used to grade the water quality. Finally, water quality grading maps of TP and NH3-N in Yanghang town were drawn.



3.3.1. Image Data Preprocessing


The remote sensing images and standard reference panel images were first corrected and fused. After these processes, each image had six channels: R, G, B, 675, 705, and 850 nm. The pixel values of multispectral channels had a functional mapping with radiance.



Each flight had a group of downward radiance values obeying the GPS timing system. With the radiance curves and corrected remote sensing images, the pixel values of multispectral channels were transformed to values that had a functional mapping with reflectance.



A PIX4Dmapper was used to establish the orthophoto map of Yanghang town. This map also had six channels. The three multispectral channels were orthophoto maps of reflectance. ArcMap was used to outline the rivers and clip the river parts from the map.




3.3.2. Water Quality Grading Results


With the reflectance map and ensemble learning models, the grading results of TP and NH3-N were generated. According to the six grades, the grading results were represented by six colors, which are shown in Figure 13.



From the results, the TP situation of Yanghang town was mainly concentrated in grade IV, grade V, and worse than grade V. The second-order rivers, namely Yangsheng River, Meipu River, and Beisitang River, showed a similar water quality situation. Most of the river basins were grade V, and the other parts were grade IV. The TP situation of first-order rivers appeared to be worse than that of second-order rivers. Many river basins were worse than grade V.



The situation of NH3-N was better than TP, which was mainly concentrated in grade III, grade IV, and worse than grade V. As with the trend of TP, NH3-N was mainly grade III in Yangsheng River and the river upstream of Meipu River, but was grade IV in the river downstream of Meipu River. Unlike from TP, Beisitang River was between grade III and grade IV. The NH3-N of the first-order rivers was distributed among grade II, grade III, and worse than grade V.



Compared with the checkpoints, the grading accuracy rates of TP and NH3-N were both 0.67, respectively. For TP, checkpoints 4, 11, and 13 were overestimated by one grade. Checkpoint 8 was underestimated by one grade. Checkpoint 14 was overestimated by two grades. For NH3-N, checkpoints 5 and 15 were overestimated by one grade. Checkpoints 6 and 9 were underestimated by one grade. Checkpoint 11 was overestimated by two grades (Table 4). The statistics of the water quality grading accuracy are shown in Table 5.






4. Discussion


Multispectral remote sensing technology has been applied to monitor water quality for several decades. Researchers have proposed many effective methods to infer the water quality from spectral reflectance values or multispectral images. However, for complex urban river networks, it is still a new application field. In fact, a high-efficiency, high-frequency, and whole-basin water quality monitoring method is an urgent need for urban rivers because of the complexity, diversity, and variability of urban rivers. Aiming to address the practical need, our research proposed a spectral- and spatial-integrated ensemble learning method for urban river network water quality grading. The experiment in this paper proved that our method is an improvement for urban river water quality remote sensing.



4.1. Dataset Construction


In situ data collection is a key step before water quality remote sensing. To construct the water quality parameter inversion models, researchers collected their datasets. Usually, studies have focused on one or several rivers or lakes [46,71,72]. Therefore, the data collection areas were usually among these rivers or lakes. Additionally, water and spectrum sampling are works that require considerable labor power and time. This means that the samples are limited. Furthermore, these datasets mainly include spectrum and water quality data. However, water pollution is affected by many factors, such as the surrounding environment and climate. Remote sensing is a technology that can analyze spatial properties accurately. Thus, it is meaningful and feasible to add spatial property analysis to remote sensing water quality monitoring.



For river networks in large cities, it is almost impossible to cover all rivers and all environmental situations. Thus, collecting representative data is significant to extract the main features for urban water quality remote sensing. In this paper, the water functional zone, stream order, water quality diversity, and seasons were taken into consideration. This is a requirement we proposed for urban water quality remote sensing dataset collection that can be a reference for sampling. In the future, more samples will be added to our dataset. Furthermore, other environmental features will be considered. For example, the recent precipitation affects the discharge, which can directly worsen the water quality. Other features, such as the distribution of discharge outlets and isolation fences in the river, also affect the water quality. Thus, the dataset can be expanded and more reasonable.




4.2. Feature Analysis


Spectral feature analysis is an important step for remote sensing that aims to establish a connection between spectrum and observation targets. To avoid band redundancy, we chose to select feature bands in advance and use a multispectral camera. The band-selection methods usually only consider the spectrum feature. For environmental observations, it is also important to analyze the correlation between bands and the target. For multispectral cameras, bandwidth is another problem that needs to be considered, because bandwidth can affect the observation accuracy and image quality. Based on the aims and problems above, a feature analysis process was proposed. The features selected in this paper are proven effective according to the modeling and application experiment results. This analysis method also has some areas to improve in the future. Other methods, such as dimensionality reduction [13], clustering [14], and ranking [15], can be used to select the center wavelength, which may extract more potential bands. Other indexes can also be used to calculate the best bandwidth range. For example, camera performance is another aspect that can be considered.



Spatial features are a new and significant type of feature used in the model for remote sensing water quality monitoring in this paper. The water’s functional zone [21] and hydrodynamics [23] are two key factors that affect the water’s quality. We proved that the spatial features improve the grading accuracy. Furthermore, despite these two factors, other spatial factors or even environmental factors may also affect water quality, such as climate. Thus, which spatial or environmental features are the main features that can affect the inversion model is a topic worth studying.




4.3. Water Quality Grading Model


Water quality inversion modeling is the most important and difficult step in water quality remote sensing. TP and NH3-N are two of the most significant water pollutants that need to be monitored. In future studies, the models for grading other water quality parameters will also be established. In this paper, to meet the actual needs of municipal water affairs, a model was established to grade TP and NH3-N. Three strategies were used to improve the grading accuracy: adding spatial features, using ensemble learning, and using hard-soft fused voting. From the five-fold cross validation results, it can be clearly seen that these three strategies can improve the accuracy and generalization ability. Compared to the traditional machine-learning models using only spectral features, the macro precision, macro recall, and macro F1 scores improved from approximately 0.30 to approximately 0.60 when using our model. However, the evaluation indexes of the model show that the model can still be improved. We hope the accuracy can be improved to 0.80. By introducing the concentration of optically relevant components and other features that affect the water quality, the model can have a higher interpretability and accuracy. The inversion model can be improved using better machine-learning methods and voting methods. There are also limitations to this model. The machine-learning method itself also has weaknesses. If water quality measurement errors occur before establishing the model, this can have big consequences. Therefore, improving the robustness of the model is significant. In addition, not all regions have a strictly divided water functional zone. The spatial features used in the model need further improvement.




4.4. Application Process


To date, many researchers have performed numerous experiments with images collected with UAVs [42], aircraft [73], or satellites [74,75]. We hope to make remote sensing a routine monitoring method to support traditional water quality monitoring methods. Aiming to achieve this goal, we proposed a complete a feasible application process. The results prove that this process can be used for UAV-borne remote sensing water quality monitoring. Based on this process, some improvements can be made. For the data collection step, the flight route can be more targeted. For example, a long strip river may use a patrol route. The image correction method followed the calibration and correction method of the satellite multispectral camera. However, low-altitude remote sensing may require a more appropriate sensor-calibration and image-correction method. The water part image extraction step can use machine-learning to clip the image automatically. Furthermore, because of the object shadows on the shore, the grading results of some river parts appear to be a grade jump. How to deal with shadows is also a problem that needs to be considered. Thus, more work needs to be done in the future to achieve routine monitoring using remote sensing technology.





5. Conclusions


Whole-basin and high-frequency monitoring is an urgent need for urban river network water quality monitoring. Remote sensing is an appropriate technology to address this problem. Aiming to accurately invert the water quality situation, it is necessary to extract suitable features and establish a more universal model for key water quality parameters.



We proposed a spectral- and spatial-integrated ensemble learning method for urban river network water quality grading. The method includes three parts: an in situ sampling method and a practical application process, a feature analysis process, and spectral- and spatial-feature integrated water quality grading modeling. The sampling method aims to provide a reference to handle the problem of numerous rivers and complex environmental influences. Based on the sampling condition requirements, a representative dataset for urban water quality remote sensing can be collected. For multispectral cameras used for water quality remote sensing, we provide a process to select the bands, which also includes bandwidth analysis. Spatial features are the new features that were added in our study. The spatial features proved that they can improve the water quality grading accuracy. An ensemble learning model with a hard-soft fused voting method was proposed by using both spectral and spatial features. The new model can improve the TP and NH3-N grading macro precision, macro recall, and macro F1 scores from approximately 0.30 to approximately 0.60, compared to the traditional machine-learning models, using only spectral features. Finally, an application process was proposed that was proven feasible. The precision of both the TP and NH3-N grading results was 0.67.



The method proposed in this paper can extract suitable features and build a relationship model between the features and water quality. This model improves the accuracy of the water quality inversion model for complex urban river networks, which means it is more universal than other existing models. Based on UAV-borne multispectral remote sensing technology, our method can effectively deal with the high-efficiency, high-frequency, and whole-basin water quality monitoring problem. However, as also recommended in the discussion, further studies are needed to improve the grading result’s accuracy. In the future, we hope to make remote sensing a routine monitoring method to support traditional water quality monitoring methods.
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	Parameter
	Parameter Symbol
	Unit





	Water-leaving radiance
	    L w    
	μW/(cm2·nm·sr)



	Sky radiance
	    L  s k y     
	μW/(cm2·nm·sr)



	Total radiance signal received by the spectrometer above the water surface
	    L  s w     
	μW/(cm2·nm·sr)



	Downwelling incident irradiance
	    E d     0 +      
	μW/(cm2·nm)



	Downward radiance measured with a standard reference panel
	    L p    
	μW/(cm2·nm·sr)



	Remote sensing reflectance
	   R r s   
	Sr−1
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Figure 1. Sampling area and the sampling point location (I: Jinhuigang River, Punan Canal, and Qingcun Twon, Fengxian District. II: Yanghang Town, Baoshan District. III: Chongming District. IV: Taopu River, Baoshan District). 
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Figure 2. The proportion of different requirements in the dataset. (a) Water quality grades of TP. (b) Water quality grades of NH3-N. (c) Stream order. (d) Water functional zone. (e) Quarter of the year. 
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Figure 3. Flight zoning, river condition, and checkpoints in the Yanghang Town, Baoshan District, Shanghai study area. 
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Figure 4. Spectral- and spatial-feature-integrated ensemble learning model for urban water quality grading. 
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Figure 5. Scree plot for choosing the factor number of factor analysis. 
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Figure 6. Normalized component results of factor analysis and selected factor ranges for feature bands selection. 
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Figure 7. Correlation coefficient between spectrum band ratio and water quality parameters of the sampling dataset. (a) TP; (b) NH3-N. 
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Figure 8. Normalized correlation coefficient between spectrum band ratio and water quality parameters of the sampling dataset. (a) TP; (b) NH3-N. 
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Figure 9. Selected band ranges of factor analysis, correlation with TP, correlation with NH3-N, and high-priority selected bands. 
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Figure 10. APD between reflectance of selected center wavelength (675, 705, and 850 nm) and reflectance of different bandwidth. Maximum allowed bandwidth ranges of selected center wavelength. 
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Figure 11. Macro precision, macro recall, and macro F1 scores of 5-fold validation results and overall results (Case α1: SVM with spectral features. Case α2: MLP with spectral feature. Case α3: XGBoost with spectral features. Case α4: Ensemble learning with spectral features. Case β1: SVM with spectral and spatial features. Case β2: MLP with spectral and spatial features. Case β3: XGBoost with spectral and spatial features. Case β4: Ensemble learning with spectral and spatial features). (a–c) TP. (d–f) NH3-N. 
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Figure 12. Confusion matrix of water quality grading model using spectral and special features combining the 5-fold results. (a) TP. (b) NH3-N. 
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Figure 13. Water quality grading result maps. (a) TP. (b) NH3-N. 
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Table 1. Water quality rankings.
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	Grade
	TP (mg/L)
	NH3-N (mg/L)





	Grade I≤
	0.02
	0.15



	Grade II≤
	0.1
	0.5



	Grade III≤
	0.2
	1.0



	Grade IV≤
	0.3
	1.5



	Grade V≤
	0.4
	2.0



	Worse than Grade V>
	0.4
	2.0
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Table 2. Evaluation indexes for water quality grading model.
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	Evaluation Index
	Calculation Formula





	Precision
	     T P   T P + F P     



	Recall
	     T P   T P + F N     



	F1 score
	   2 ×   P r e c i s i o n × R e c a l l   P r e c i s i o n + R e c a l l     



	Macro Precision
	    1 n     ∑   i = 1  n   P r e c i s i o  n i    



	Macro Recall
	    1 n     ∑   i = 1  n   R e c a l  l i    



	Macro F1 score
	    1 n     ∑   i = 1  n   F  1 i    







Where   T P   denotes true positive,   F P   denotes false positive,   F N   denotes false negative,   F 1   denotes the F1 score, and  n  denotes the number of grades.
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Table 3. Kernel canonical correlation coefficients between water quality parameters concentration and spectral-feature reflectance.
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	Case
	TP
	NH3-N





	Original dataset
	0.66
	0.68



	First-order stream of protected zone
	0.71
	0.75



	First-order stream of landscape zone
	0.68
	0.85



	Second-order stream of industrial and agricultural zone
	0.76
	0.83



	Second-order stream of landscape zone
	0.68
	0.79
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Table 4. Difference between the grading result and true grade of each checkpoint.
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	Checkpoint Number
	TP
	NH3-N





	1
	0
	0



	2
	0
	0



	3
	0
	0



	4
	+1
	0



	5
	0
	+1



	6
	0
	−1



	7
	0
	0



	8
	−1
	0



	9
	0
	−1



	10
	0
	0



	11
	+1
	+2



	12
	0
	0



	13
	+1
	0



	14
	+2
	0



	15
	0
	+1
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Table 5. Statistics of water quality grading precision.






Table 5. Statistics of water quality grading precision.





	Grading Results
	TP
	NH3-N





	Correct grading
	10
	10



	Overestimate 1 grade
	3
	2



	Underestimate 1 grade
	1
	2



	Overestimate 2 grades
	1
	1



	Grading precision
	0.67
	0.67
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