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Abstract

:

Synthetic aperture radar (SAR) interferometry has rapidly evolved in the last decade and can be considered today as a mature technology, which incorporates computationally intensive and data-intensive tasks. In this paper, a perspective on the state-of-the-art of high performance computing (HPC) methodologies applied to spaceborne SAR interferometry (InSAR) is presented, and the different parallel algorithms for interferometric processing of SAR data are critically discussed at different levels. Emphasis is placed on the key processing steps, which typically occur in the interferometric techniques, categorized according to their computational relevance. Existing implementations of the different InSAR stages using diverse parallel strategies and architectures are examined and their performance discussed. Furthermore, some InSAR computational schemes selected in the literature are analyzed at the level of the entire processing chain, thus emphasizing their potentialities and limitations. Therefore, the survey focuses on the inherent computational approaches enabling large-scale interferometric SAR processing, thus offering insight into some open issues, and outlining future trends in the field.
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1. Introduction


High performance computing (HPC) is concerned with computing systems that can solve extremely complex and demanding problems in physics and engineering. HPC has been used to model difficult problems in many scientific fields, ranging from high-energy physics to medical science, from climate science to biochemical molecule design. In particular, HPC is crucial for scientific and engineering applications requesting advanced computations. Accordingly, computational science and engineering advance the frontiers of knowledge in nearly every scientific discipline, thus constituting a strategic resource for advances and innovation. HPC has evolved in the last decades with the advancement of computer hardware, network and software technology, including the maturation of cluster computing, the advent of multicore, and the rise of the graphic processing unity (GPU) for general-purpose parallel computing. A measure of the computing performance in solving problems is provided in FLOPS (floating-point operations per second), and nowadays, the fastest supercomputers operate at the petascale (1 × 1015 FLOPS). Current supercomputing capacity is reported in detail in the TOP500 list of supercomputers [1].



Large-scale remote sensing data processing typically demands massive and sophisticated computations on a large amount of data, thus comprising computational-intensive and data-intensive applications. Specifically, the execution of such sequential processing algorithms is rather time-consuming, and accordingly, the available computational resources are typically not utilized efficiently. On the other hand, the effective exploitation of different levels of parallelism supported by HPC platforms (distributed-memory, shared-memory, multi/many-core, specialized hardware accelerators, etc.) requires a computing-domain-oriented approach and a specific knowledge of parallel processing methodologies [2]. Moreover, high performance and large-scale computing are needed for big data analysis and artificial intelligence (AI) based processing (e.g., deep learning).



In this paper, we specifically focus on synthetic aperture radar interferometry (InSAR). InSAR is a widely used technique that combines SAR complex images to form interferograms, which can be used to reconstruct the topography of the Earth’s surface (DEM generation) and the detection of ground displacements over large areas [3]. Earth constantly changes over a wide range of temporal and spatial scales due to natural processes and direct human activities, as volcanic eruptions, earthquakes, land subsidence, and buildings/public infrastructures settlement in urban areas. Therefore, InSAR techniques provide a unique way to resolve spatial and temporal characteristics of the Earth’s surface deformation, with application to a plethora of natural and anthropogenic processes [4]. Extensive reviews on the subject are provided in [5,6]. In the last decades, refined interferometric SAR (InSAR) processing methodologies have been developed, thereby providing a wealth of information of interest for a broader scientific community. As a matter of fact, large-scale SAR interferometric processing is recognized as being computationally intensive and data-intensive.



At the same time, Earth observation (EO) platforms with enhanced SAR sensors have rapidly evolved, thus acquiring information in different portions of the microwave spectrum, with enhanced resolution and improved spatial and temporal (short revisit times) coverage. Accordingly, the image sizes are typically of the order of gigabytes; thereby, the associate data volumes of image stacks to be processed naturally leads to remarkable computational demands. It is then clear that HPC offers a powerful approach for efficiently and effectively performing these calculations, and its adoption in SAR interferometric processing is currently obtaining significant attention.



In the last decades, we have witnessed an increasing interest in applying parallel computing methods to remote sensing. Different investigations have been conducted by employing different HPC to enhance the computational performance of many remote sensing applications. A review of recent developments of HPC applied to hyperspectral imaging is provided in [7]. Zhao et al. [8] implemented soil moisture estimation using a cluster, and other studies included implementations of image mosaicking based on MPI [9], data fusion [10], and band registration [11]. In addition, GPU-based approaches for SAR CFAR detection [12] and double-bounce SAR simulation [13] were also proposed.



Large-scale InSAR processing over vast areas by using conventional InSAR techniques have faced incredible challenges because of the inherent large computational burden. Specifically, current InSAR SAR applications involve large-region coverage, multi-temporal, multi-band datasets processing to achieve accurate and up-to-date information about Earth’s surface at the regional and global scale. As large-scale SAR data processing problems are concerned, it is then clear the crucial role that HPC has in achieving timely up-to-date information of interest without sacrificing accuracy.



More specifically, new frontiers for solving large-scale InSAR processing problems have been opened by HPC. Specific parallel algorithms have been presented to cope with the burden of different elemental stages of the interferometric processing, and several prototype solutions have been developed to exploit the parallel processing capabilities of different high-performance infrastructures. Although there has been a flourishing of HPC applications in SAR interferometry in recent times, a systematic overview of the state of art in this field is currently lacking.



In this paper, we present the state-of-the-art and the most recent developments in exploiting HPC methodologies and architectures in the context of interferometric SAR processing techniques. The existing implementation strategies are systematically analyzed and discussed, thus including solutions based on parallel and distributed platforms, multi-core environments, and specialized architectures such as graphics processing units (GPUs).



How HPC has been used in the field of InSAR over the last 15 years is reviewed, thus identifying emerging trends and offering a perspective on the potential future opportunities and challenges.



The paper is structured as follows. Section 2 presents SAR interferometry fundamentals and introduces the different InSAR processing schemes and stages, while Section 3 presents operative application scenarios. An overview of HPC fundamentals concepts and models is provided in Section 4. HPC approaches in InSAR fundamental functional stages, and entire SAR interferometric techniques using parallel computing, are addressed in Section 5 and Section 6, respectively. Section 7 draws some conclusions.




2. SAR Interferometric Processing


This section briefly introduces the basic interferometric concepts and the the key computationally relevant processing steps in SAR interferometry.



2.1. SAR Interferometry Fundamentals


InSAR today represents a mature and well-known technique for the detection and monitoring of Earth’s surface deformations [14], which are connected with different natural phenomena (e.g., earthquakes, volcanic eruptions, flooding, landslides, etc.) or triggered by human activities (e.g., instabilities of public infrastructures in urban texture). InSAR techniques rely on the computation of the phase difference between pairs of SAR images collected at distinctive epochs, namely    t 1    and    t 2   , and from slightly different orbital positions. A sketch of the SAR interferometric acquisition geometry is reported in Figure 1.



For every SAR pixel of the scene, the complex-valued signal returns related to the two SAR images can be mathematically expressed as [15]:


       i 1  =  γ 1  exp  [  − j   4 π  λ   r 1   ]         i 2  =  γ 2  exp  [  − j   4 π  λ   r 2   ]       



(1)




where    γ 1    and    γ 2    are the values of the reflectivity function at the imaged SAR pixel in the two interfering SAR images,    r 1    and    r 2    are the slant range distances between the sensor platforms and the imaged target on the ground at the two relevant acquisition times, and  λ  is the operational sensor wavelength. The phase difference (interferometric phase) between the two SAR images, namely   Δ φ  , can be decomposed in different terms [15]:


  Δ φ =   4 π  λ     b ⊥     r 1  sin ϑ   z +   4 π  λ   d  L O S   + Δ  φ  a t m   + n  



(2)




where  z  is the topographic height, and    d  L O S     is the radar line-of-sight projection of the 3D ground displacement occurred between the two acquisition times. Note that  ϑ  is the incidence angle of the radar signal,    r 1    is the range to the primary (reference) antenna,    b ⊥    is the perpendicular baseline of the considered interferometric SAR data pair, the interferometric atmospheric phase   Δ  φ  a t m     accounts for the difference between the atmospheric phase components in primary and secondary acquisitions over the same area, and  n  accounts for the decorrelation phase artefacts [16,17].



From Equation (2), it is evident that InSAR can compute the topography of the observed area; however, the most attractive feature of this technology is its ability to estimate ground displacements (i.e., topography variations) with a precision in the order of the wavelength [15]. This is of paramount importance in many application fields and is the fundamental reason for the considerable popularity achieved by this technique.



Although initially designed to investigate a single ground deformation episode [14], InSAR technology received a further boost over the last twenty years with the development of multi-temporal interferometric SAR (MT-InSAR) approaches [18,19,20,21,22,23,24,25,26,27]. In the MT-InSAR case, a ground displacement time-series is obtained by processing a sequence of SAR data collected repeatedly over the investigated zone.



Some processing steps must be carried out to compute the prescribed phase difference(s) and extract the corresponding topography and/or ground displacement information. A possible computational scheme for ground deformation measurements, including time series computation, is presented in Figure 2. In the following, we briefly describe each stage of the InSAR processing emphasizing the computational aspects.




2.2. SAR Raw Data Focusing


SAR raw data focusing is a fundamental SAR processing block, which depends on the SAR sensor operating mode. The most common imaging mode is the stripmap mode [28,29], which is obtained by pointing the antenna along a fixed direction and making the antenna footprint cover a strip on the illuminated surface as the platform moves (see Figure 3a). SAR focusing of stripmap images essentially consists of applying a 2-D matched filter along the azimuth and range directions, which accounts for the transmitted pulsed chirp signals and the SAR image acquisition geometry. For efficient SAR focusing processing, the 2-D filtering operation is performed in the 2-D azimuth/range spectral domain using FFT operations.



The range-Doppler algorithm (RDA) [30] is one of the first digital processing algorithms for satellite SAR operating in stripmap mode, and it is still widely used. Other methods implemented in the 2-D frequency domain, such as the chirp-scaling algorithm (CSA) [31], the extended CSA algorithm [32], the Omega-K algorithm [33], and the chirp-Z transform algorithm [34], are also commonly used.



Although the conventional operation mode remains the stripmap one, more recently the growing demand for broader swath coverage has encouraged the development of new imaging modes with the capability to cover large swaths with single flights. This is the case of the Terrain Observation by Progressive Scans (TOPS) [35] mode, which is the principal acquisition mode of interferometric wide (IW) swath SAR images collected by EU Copernicus Sentinel-1 satellites [36]. With TOPS mode, the sensor antenna beam rotates along the azimuth direction throughout the acquisition from backwards to forward, so that all targets are illuminated during the acquisition data duration (burst) within a large portion of the azimuth antenna pattern, see Figure 3b. As a consequence, the targets located at different azimuth positions are imaged with varying squint angles and, even though the point target azimuth bandwidth is worsened with respect to the stripmap case (and the azimuth resolution as well), the total image Doppler spectra result much larger than the stripmap azimuth bandwidth and, therefore, could be aliased. Accordingly, the conventional SAR focusing methods, developed for stripmap images, and implemented in the frequency domain, cannot be directly applied for focusing TOPS raw data efficiently. Several imaging methods have been developed to overcome these problems and efficiently process TOPS raw datasets [37,38,39,40,41,42,43,44,45].




2.3. Image Coregistration


Image coregistration consists in aligning two (or more) images so that homologous pixels in all images correspond to the same sensed target on the ground. If we want to extract information by comparing images, we need to compare measurements associated with the same ground portion. Due to the improved spatial resolution and reduced revisit times of the current SAR platforms, the coregistration of multiple SAR images may result in a computationally intensive task.



This is a fundamental and necessary stage in the InSAR processing chain since SAR images of a given area on the ground acquired from different spatial positions are subject to different geometrical distortions, which depend on a combination of local topography and acquisition geometry. For this reason, the coregistration procedure is a space-variant operation that cannot be reduced to a single constant image shift; instead, it requires a distortion of the pixel grid (warping) to accommodate the different viewing geometry. Moreover, a local sub-pixel shift (in the order of a small fraction of a pixel) is usually required to achieve a good interferometric coherence, thus affecting the relevant computational burden.



The SAR image coregistration operation is usually performed in two steps: (i) warp function computation, i.e., computation of the functional relation that maps the geometry of one image into that of the other one; and (ii) resampling of one image (secondary one) at the inter-pixel locations according to the warp function.



A classical approach to compute the warp function consists in matching many small patches in both the images to be coregistered using cross-correlation techniques [46,47]. Since this must be done at the sub-pixel level, an up-sampling of the images is required. These measurements are subsequently used to estimate the unknown coefficients of a bivariate polynomial modelling the spatial warp transformation.



Alternatively, the warping function can be computed via a geometric approach [48]. This is acheived by finding the position of a given point on the ground in both the primary and the secondary images following the range-Doppler equations and using a digital elevation model (DEM), along with precise information on the sensor platform ephemerides.



The main advantage of the second approach is to be independent of the data, so be suitable also when large areas of the SAR images are incoherent. Moreover, it is also less computationally expensive since the solution of the range-Doppler equations can be completed efficiently and does not require data oversampling, see [49].



After the warping function computation, resampling of the secondary image to align it to the primary one is necessary. This is usually achieved via convolution of the secondary image with a 2D interpolation kernel or a cascade of two one-dimensional ones. The latter case is suitable for line-by-line and column-by-column processing, thus increasing the computational performance.



Finally, we note that the typical high Doppler rate in azimuth of data acquired in TOPS modes poses very stringent requirements to the coregistration processing step. In this case, an additional fine (rigid) azimuth shift must be computed with very high accuracy. Enhanced spectral diversity (ESD) techniques [50,51] have become very popular to face this problem, especially with the advent of Sentinel-1 sensors. Although capable of reaching very high accuracy, the ESD method can be impaired by loss of interferometric coherence in the data and/or by the presence of a significant ground deformation signal in the data.




2.4. Interferograms Formation and Filtering


Once two SAR images are co-registered, the corresponding coherence map and SAR interferogram can be straightforwardly generated, with a limited computational cost. The formed interferograms can be affected by significant decorrelation noise artefacts, which have different sources. Loss of correlation can be due to thermal noise, misregistration errors, effects of the slightly different illumination geometries of the interfering SAR images (baseline decorrelation), the time span of the interferogram (temporal decorrelation), as well as a non-perfect overlap of the two SAR images azimuthal spectra. Several noise filtering techniques [52,53,54,55,56] can be applied to mitigate the noise artefacts in the generated interferograms at the expense of an increased computational burden. Most of them operate on single-channel SAR interferograms (i.e., without considering the temporal mutual relationships among a set of interferograms sharing the same set of SAR data). Only a few operate jointly on multi-temporal SAR interferograms (e.g., [57,58]). In the latter case, the generation of a large group of time-redundant interferograms is required to obtain enhanced noise-filtering performance with respect to the single-channel case, thus determining a drastic increase in the computational load. Overall, noise-filtering methods rely on the knowledge of the statistics of multilook SAR interferograms, which can be characterized via a probability density function expressible in closed forms, see [59,60,61]. Nonetheless, in most cases, a first-order statistical characterization as a function of the noise standard deviation, which depends on the coherence and the number of independent looks used for the coherence computation, can generally be sufficient to implement most of the proposed algorithms. The multilook processing techniques belong to this class, which have been proven effective for noise reduction, even though this is paid in terms of a decrease in the image spatial resolution and the relevant InSAR products.



Noise filtering constitutes a preliminary step before phase unwrapping. Indeed, the complex multi-look operation usually involves an averaging on neighbouring SAR pixels, hence reducing the spatial resolution of the interferograms.



A frequently used option is provided by Goldstein’s frequency-domain algorithm [52], which is an empirical approach originally introduced for geophysical applications. A modification of Goldstein’s filter that relies on an adaptive choice of the filtering factor α (which, in turn, depends on the spatial coherence ρ) has also been proposed [62]. Other filters, such as the median filter [63] and the two-dimensional Gaussian filter, also reduce noise while performing multilook operations.



Lee et al. 1998 [59] proposed a self-adaptive filter based on local gradient slope estimation that can improve noise-filtering performance by exploiting directional characteristics of an InSAR interferogram. Several adaptations and relevant improvements of the Lee filter have subsequently been proposed in literature over time [61,64].



Non-local InSAR algorithms (NL-InSAR) are often used at the filtering stage. Introduced initially to denoise optical images [65], non-local mean filters have also become increasingly popular for their capacity to preserve details discriminating statistically homogeneous pixels in a SAR image. They have been extensively applied to denoise amplitude SAR images [66], interferograms [67], and polarimetric [68] data; more recently, they have been applied to denoise stacks of SAR data for differential SAR interferometry applications [69].




2.5. Phase Unwrapping Operations


The phase unwrapping (PhU) operation is the crucial stage in InSAR processing. It involves computing the (unknown)   2 π  -integer multiples that allow reconstructing the full phases (i.e., not restricted to the [− π , π ] range) from the measured wrapped phases. In high coherence regions and with moderate fringes, the PhU problem can be easily solved by integrating the phase differences between neighboring pixels of an interferogram, which can be correctly computed assuming that the modulus of the true gradient is only a fraction of  π . However, this assumption could generally break in some regions, leading to a wrongly computed phase gradient that would impact the subsequent integration step.



In general, PhU techniques can be categorized in local and global approaches, based on how they perform gradient integration [70]. Local PhU algorithms exploit so-called path-following methods, which allow the computing of the unwrapped phase related to a given point in space by integrating the wrapped phase differences over connecting arcs (i.e., arcs between neighboring coherent points) and unwrapping each pixel locally, starting from a reference point. The phase of the reference point is either known a priori or assumed to be zero. Goldstein’s algorithm [71] belongs to this class. The most reliable integration path is recovered by imposing that branch cuts obtained by connecting phase residues with the opposite sign are not crossed. Note that phase residues represent the curl of the wrapped phase differences over a spatial loop. In this way, the phases can be unwrapped consistently by integrating the wrapped phase difference along the selected path. The algorithm works well for images with high coherence values. However, areas trapped by branch cuts are inaccessible for the algorithm, resulting in spatially incomplete and/or disconnected PhU solutions. On the other hand, the algorithm fails if the branch cuts become very dense [72].



In addition, another class of path-following methods uses quality maps that synthetically describe the quality of individual pixels and connect spatial arcs. For example, the coherence is used to describe the quality of the phase, the signal-to-noise ratio, or the fringe pattern’s spatial frequency. The integration path is then chosen in such a way that the high-quality pixels are unwrapped. Su and Chen [73] present a review on reliability guided phase unwrapping algorithms.



Global PhU algorithms [74,75,76,77,78] describe a global cost minimization problem. Historically, they have been developed to process independently single interferograms on regular and irregular grids by considering planar graphs connecting neighboring SAR pixels with medium-to-high coherence. The unwrapped phases relevant to every single arc of the connected graphs are computed from the (measured) wrapped phase differences by solving a weighted minimum L-p norm problem, where the weights are set considering the phase quality of the selected spatial arcs. Specifically, for p = 2 (LS optimization problem) relevant analytic solutions are known [79]. A drawback of the L-2 norm PhU solutions is that they tend to smooth discontinuities, thus not preserving the restriction that unwrapped and wrapped phases must differ by   2 π  -integer multiples. For this reason, the L-1 norm is commonly preferred. The L-1 norm PhU problems was solved by Flynn [77] and Costantini [78,80] by reformulating the PhU operation as the solution of a minimum cost flow (MCF) network optimization.



The development of multi-temporal InSAR methods for the generation of ground deformation time-series from sequences of SAR images (see Section 2.6) has progressively moved the interest towards three-dimensional PhU algorithms that could generate a stack of multi-temporal unwrapped maps, taking profit from the knowledge of the spatial and temporal relationships among the computed interferograms. Some 3-D [80,81] and hybrid space-time (e.g., [82,83]) PhU algorithms have been developed in the last 20 years. While using conventional or hybrid space-time PhU algorithms, the PhU solution is not generally time consistent. It means that the curl of the unwrapped phases over closed loops is not typically zero. Some scholars have recently used such phase non-closure on triplets of unwrapped SAR interferograms to identify and partially correct the time inconsistent PhU errors of a sequence of unwrapped multi-temporal SAR interferograms [84]. Efficient solutions for the phase unwrapping of large swath interferograms have also developed (see [85,86]).




2.6. Multi-Temporal Interferometric SAR Techniques


Multi-temporal interferometric SAR (MT-InSAR) algorithms can broadly be grouped into two classes: (i) persistent scatters (PS) methods, primarily devoted to the analysis of point-wise scatters, and (ii) small baseline (SB) methods, mainly dealing with distributed scatterers (DS) within the resolution cell [18].



The PS methods allow analyzing the ground deformation at the full sensor resolution (single-look scale), assuming that in the resolution cell a dominant scatterer is present that preserves its phase characteristics over the entire timeframe covered by the SAR data time-series [19,20,21,22]. Since, for such targets, the decorrelations effects are negligible, no constraints on both temporal and spatial baselines are necessary; therefore, the interferometric couples are usually generated by referring each acquisition to a single reference image, so that, given a set of  N  images,   N − 1   interferograms are produced.



Conversely, the small baseline (SB) methodologies analyze the ground displacement in the case of distributed targets within the resolution cells of the imaged SAR scenes [23,24,25,26,27]. Unlike PS targets, DSs are severely affected by spatial and temporal decorrelation effects that introduce noise in the generated interferograms [16]. Therefore, SB methods select and process only InSAR data pairs characterized by short temporal and spatial baselines to limit such decorrelation effects. For this reason, interferograms are not generated with respect to a single reference image (as for PS), but each selected data pair has its reference; given a set of  N  images, SB methods will generate a number  M  of interferograms larger than   N − 1  . Moreover, a complex multi-look operation is usually carried out to further mitigate the decorrelation phase noise effects.



The pioneering algorithm known as small baseline subset (SBAS) [23] belongs to SB methods. It exploits a sequence of SB multi-look interferograms to recover the ground displacement time-series of a set of DS. Depending on the constraints applied to select the interferograms, SAR data might be arranged in several disjointed (time-overlapped) subsets separated by long baselines. In these cases, the SBAS algorithm applies the least squares (LS) inversion method of the SB interferograms by linking the independent subsets via a singular value decomposition (SVD) approach [87].



Several SB algorithms have been proposed in the last 20 years, including methods for analyzing the ground deformations related to intermittent DS and implementing weighted least squares (WLS) inversion operations [88,89].



Among the methods for analyzing DS targets, the SqueeSAR technique [25] operates on interferograms computed at the single-look spatial scale. It implements an adaptive spatial multi-look operation that relies on the preliminary computation of a set of statistically homogenous (SHP) SAR pixels. SqueeSAR also includes the phase triangulation algorithm (PTA), which is applied to multilook interferograms to obtain an estimate of an optimized set of phases associated with every single available SAR image. These methods significantly increase the computational burden, because they require extra operations performed at the single-look scale. On the one hand, the SHPs must be identified by analyzing the single look SAR interferograms. On the other hand, estimating the optimized phases through PTA requires the availability of the whole set of SAR interferograms to compute the entire covariance matrix [25].



Recent works (e.g., [90]) on PTA optimization have focused on computationally efficient approaches with no substantial InSAR product degradation. As far as the SqueeSAR is concerned, a few alternative methods, which allow obtaining optimized multilook interferograms by using only reduced sets of multilook SB interferograms, have been proposed [91]. A substantial reduction in the computational load of these methods with respect to SqueeSAR is noticeable. Implications of short baselines for the generation of ground displacement products using conventional and new advanced multi-temporal InSAR methods currently represent a very active research topic, particularly with respect to the new generation of SAR systems characterized by improved revisiting times [92].



One of the main limitations of the InSAR methodology is that, for each acquisition geometry, only the one-dimensional sensor-to-target line-of-sight (LOS) projection of the ground deformation vector can be measured. Given the usual near-polar orbits configuration, a simple algebraic combination of data acquired from both ascending and descending orbits can give information on the up–down and east–west components of the deformation while remaining quite blind to the north–south one. On the other hand, more advanced techniques such as pixel offset (PO) tracking [93] and multiple aperture interferometry (MAI) [94] have been extensively used to obtain information also on the north–south component of the displacement. However, they imply the implementation of some additional processing stages such as, for instance, the computation of pixels offsets from coregistered SAR images in the PO method, or the azimuth spectra filtering and the generation of left and right looking multilook interferograms in the MAI approach. The impact on the overall computational load is from moderate to high, depending on the image swath coverage and the number of used interferograms. To reduce the overall computational burden, Kalman-filter-based methods were also developed and tested to obtain updated ground deformation time-series when new SAR acquisitions are added, without the need to re-process the entire datasets [95].



Boosted by successful applications in any area of scientific research, currently, the methodologies based on machine learning paradigms [96] are also being employed for classification, regression, clustering, or dimensionality reduction tasks of large sets of InSAR-driven input data. Research innovation in this field is scientifically valuable, with the potential to open new lines of development for the exploitation of EO data for monitoring, risk management, and forecasting analyses by semi-automatically analyzing large sets of InSAR data and ground displacement InSAR maps [97,98].





3. Operational SAR Systems and Applications


One of the main reasons for requiring the application of high performance computing to InSAR processing is the increasing availability of SAR sensors. Each of them has an increased capability of producing data at higher resolution and with a shorter repeat time. Moreover, the InSAR technique is becoming an essential tool also in routinely monitoring Earth’s ground deformation for hazard management and risk mitigation [99]. In this context, fast response in case of an event (such as a volcanic eruption, an earthquake, or a building collapse) is of evident importance. Both the extensive availability and accessibility of data from current (and future) sensors coupled with the possibility of fast data processing make such a quick response more and more doable. Currently, it is widespread that when an event occurs (namely, an earthquake), InSAR results are made available even to the public, often through a simple publication on social media [100].



This section presents a quick excursus on present and future SAR missions and an overview of the possible application fields to give an idea of the potential amount of data that needs to be processed in practical application contexts.



3.1. New-Generation and Forthcoming Spaceborne SAR Sensors


The major thrust for new advances of InSAR technologies has been represented, in recent years, by the deployment and put in orbit of new constellations of satellites (with SAR sensors onboard) that allow significant spatial coverage and enhanced repetition time acquisition. In this framework, each of the Sentinel-1 (S-1) twin satellites of the European Union Copernicus initiative [101] is equipped with a medium-resolution C-band SAR Sensor (Sentinel-1A and 1B). In particular, the interferometric wide swath (IW) acquisition mode is characterized by short revisit time (currently six days) and large spatial coverage (250 km-wide swath), providing, on a daily basis, a large volume of data associated with SLC images of the order of a few GB each. The free and open access policy of the S-1 data and the weekly repetition frequency of the observations contributed to InSAR technology development. For instance, new developments were carried out to adapt the existing processing codes to handle IW S-1 SAR data, acquired through the TOPS mode. In this context, several studies were performed to demonstrate the potential of S-l SAR data for global mapping and the effective processing of large sequences of TOPS SAR data (e.g., [102,103,104,105] by fostering the development of new algorithms for effective co-registration TOPS SAR images.



Other SAR satellite constellations were also developed in European countries. Among them, we can cite TerraSAR-X (TSX) [106] by Germany, COSMO-SkyMed (CSK) [107] by Italy, and PAZ [108] by Spain. They all map the Earth’s surface at X-band with improved spatial resolutions (in the order of 3 m × 3 m) and different imaging modes. Furthermore, the second generation of CSK satellites (the first one launched on 18 December 2019) will ensure continuity of acquisitions with CSK [109].



Thanks to the Italian Space Agency and the Argentinean CONAE, the Italian–Argentine SIASGE system is currently operative. The Argentinian SAOCOM (Satelite Argentino de Observacion con Microondas) constellation is composed of two twin satellites (SAOCOM-1A and SAOCOM-1B) equipped with a polarimetric L-band SAR system [110]. Together with CSK data, they exploit multi-band SAR images for joint analyses in an X- and L-band synergistic approach [111].



The Advanced Land Observation Satellite 2 (ALOS-2) is the second generation of ALOS satellite constructed by the Japan Aerospace Exploration Agency (JAXA) and is equipped with a phased array synthetic aperture radar operating at L-band (PALSAR). It was launched in May 2014 and acquires full-polarization SAR data using three different imaging modes: spotlight, stripmap, and ScanSAR.



NISAR (NASA-ISRO SAR) is an unprecedented satellite SAR mission that will be capable of acquiring radar data operating at two wavelengths (L- and S-band) simultaneously. It results from a partnership between the National Aeronautics and Space Administration (NASA) and the Indian Space Research Organization (ISRO). The fully polarimetric L-band SAR system operates at a wavelength of 24 cm, and it has several operating modes, including quad-polarimetric ones. The S-band SAR system is Quasi-Quad polarimetric, operating at a wavelength of 12 cm. The new operation mode of NISAR is SweepSAR [112]. Each radar feed aperture generates a narrow strip of energy on the reflector that illuminates the whole swath of the ground. NISAR launch is planned for January 2023 and will have global coverage every 12 days.



Radarsat-2 is the second-generation SAR Mission launched in 2007 by the Canadian Space Agency (CSA) and MacDonald Dettwiler Assoc. Ltd. It carries a C-Band SAR sensor capable of acquiring data using different observation modes (spotlight, stripmap, and scanSAR) with swath width ranging from 20 to 500 km. The instrument is fully polarimetric and has left- and right-looking imaging capability. A constellation of three satellites named Radarsat Constellation Mission (RCM) will replace the Radarsat-2. RCM will acquire data using a swath width of 20–350 km and a reduced revisit time of 12 days, which is enhanced to 4 days using all the satellites within the constellation.



Finally, as part of the Gaofen series of the China High-resolution Earth Observation System (CHEOS), the SAR satellite Gaofen-3 (GF-3) was launched on 10 August 2016. It carries a C-band and multi-polarization high-resolution SAR [113]. It can work in 12 different modes (spotlight, stripmap, and ScanSAR), thus acquiring swaths of 10–650 km with a resolution between 1 and 500 m. China has also planned a series of future SAR missions, including two twin satellites operating at L-band for differential interferometric applications, a dual antenna X-band Interferometric SAR satellite for DEM generation, and a SAR satellite in geosynchronous orbit with 20 m resolution.



The main characteristics of the operating and forthcoming SAR sensors are summarized in Table 1.




3.2. InSAR Applications and Products


InSAR products are primarily used to monitor the ground stability and perform analyses related to the potential risk in zones subjected to ground displacement. Over the last two decades, the InSAR techniques have been widely applied in different scenarios to detect and analyze ground deformations related to natural and anthropogenic causes.



InSAR studies permitted to assess ground deformations associated with several natural phenomena. Applications to seismic events include (among others) the analysis of large earthquakes [114,115], detection and modeling of aseismic deformations [116,117,118], as well as modeling of short sequences of small earthquakes [119].



Active volcanoes are also widely analyzed by using InSAR data; this includes, for instance, the study and modeling of deformation before, during, and after an eruption [120,121,122,123], or volcano flank instability triggered by eruptive or tectonic activity [124,125].



The study of landslides is another field in which InSAR data can give an excellent insight [126,127]. Particularly tricky is the analysis of landslides in large areas covered by forests, as small ground displacements do not result in significant forest changes. Advantages and limitations of InSAR techniques in vegetated regions have been widely discussed in [128,129]. The applications to glacier movements are also worth mentioning [130,131].



More specific applications relying on advanced MT-InSAR techniques can also be found [132,133]. In general, SAR sensors operating at the C-band (5.3 GHz, 5.7 cm wavelength) bring excellent investigation capability to study deformation phenomena during the spring and summer seasons [134]. Serious drawbacks, however, arise (i) in the presence of vegetated (forest and meadow) zones; (ii) in layover or shading areas that are visible only along with appropriate illumination directions of the scene; and (iii) for landslides that evolve rapidly over time, with rates higher than 15 cm/year.



InSAR techniques have been used mainly to analyze slow-moving landslides; however, several works showing long-lasting ground deformation time-series have also been investigated [135,136,137,138,139]. Global climate change and local ground subsidence can significantly increase the exposure to coastal flooding risk. Human beings also contribute severely to changes in the environment. In this framework, InSAR can monitor changes in highly urbanized zones due, for instance, to groundwater extraction or the deterioration of buildings and private and public facilities [105].



Ground subsidence can also be related to gas, petroleum, open-pit mining, and projects that require the construction of underground facilities pertaining to human activities [140,141,142,143].



InSAR has become an essential instrument for geophysical observation and Earth’s surface monitoring, especially in densely populated areas and in regions, such as volcanoes, which are harsh and subject to continuous changes. For volcano observatories, for instance, recent articles have proposed InSAR based monitoring schemes, profiting from the frequent revisit of the last generation missions [144].



As an example of application of the InSAR technique, we show in Figure 4 an InSAR interferogram that reports the ground deformations associated with the Mw 7.4 earthquake that hit a remote mountainous area, far from larger cities, of the Southern Quinghai province (China) on 21 May 2021 at 2:04 local time. The interferogram was produced by processing two different Sentinel-1 SAR images acquired on 20 May 2021 and 26 May 2021 (Path 99, Frame 1295, VV polarization).



To give a representative example of ground deformation time-series associated with a volcanic eruption, we show in Figure 5 the results relevant to the Wolf volcano, in Galapagos Islands (Ecuador), which suddenly erupted on 25 May 2015. The results have been obtained by processing COSMO-SkyMed data acquired from April 2014 to August 2015 from both ascending and descending orbits. Vertical and east–west components, obtained by processing the SAR data through the MT-InSAR SBAS method and subsequent combinations, are shown on the left and right side of Figure 5, respectively. The top panels show the cumulative ground deformation components across the eruptive event in a three-dimensional view (obtained by using Google Earth).



The bottom panels show the temporal evolution of the corresponding ground deformations of a point in the area of maximum deformation; the red vertical bars highlight the eruption start time. The deformation occurred mainly after the eruption, without any clear deformation signal before.



In addition to ground displacement measurements, MT-InSAR techniques also open up other possible scenarios, in some cases posing questions still to be theoretically addressed. One of these is how to efficiently use multi-polarized SAR data for extracting information on the vegetation coverage, soil moisture or other physical parameters (e.g., [145]). For instance, InSAR coherence maps can be used for Land-Use-Land-Coverage (LULC) analyses as an alternative to the exclusive use of SAR backscattering signatures [146,147,148,149,150,151]. New InSAR advances concern the use of multi-polarized InSAR data and products to analyze parameters related to the vegetation coverage and soil moisture content [152,153]. Polarimetric SAR and interferometric SAR techniques are currently employed in agriculture applications, such as retrieving crop parameters from polarimetric SAR interferometry (Pol-InSAR) [150].





4. High Performance Computing: Fundamentals Concepts and Models


This section briefly introduces some fundamental concepts and terminology associated with HPC methodologies and technologies.



In the last decades, modern computing hardware is inherently parallel, and thus parallelism has become ubiquitously available. Specifically, parallelism exists on different levels in HPC platforms. Its use is particularly appropriate when complex computations have to be accomplished rapidly on huge data sets. However, HPC uses hardware with different characteristics and specific programming environments to handle complex computational problems [154,155,156,157,158,159,160,161,162,163,164,165].



We first consider the main currently available parallel computing architectures (Section 4.1). Afterwards, parallel programming models and tools are addressed (Section 4.2). Performance models and cloud computing (CC) are also discussed (Section 4.3 and Section 4.4).



4.1. Parallel Computing Architectures


Parallel HPC platforms can be primarily categorized according to their memory access; therefore, a first distinction concerns shared- and distributed-memory systems. Distributed memory topology generally requires that each processor have a separate address space (private memory area). Conversely, in shared-memory architectures, multiple processors can operate independently but share the same memory resources. As a matter of fact, the largest and fastest computers in the world today employ both shared and distributed memory architectures [157].



A multiprocessor system includes two or more processors (CPUs), and a multicore system is essentially a low-end multiprocessor. Nowadays, multicore machines have become nearly ubiquitous, as multiple cores in the CPU permit overcoming the limited performance achievable by boosting the clock speed of a single-core architecture. Multiprocessors are indeed shared-memory systems since they share the same physical RAM. Furthermore, a threaded program will have several instantiations, called threads, which work jointly to achieve parallelism. They share the program’s data in common, and they run independently, with each thread on a different core (Figure 6).



In the computer systems landscape, new opportunities for accelerating scientific algorithms have been offered by the rise of the graphics processing unit (GPU). A GPU uses thousands of stream processors to increase the chip-level parallelism, thus potentially generating huge speed-ups.



It should be stressed that GPUs are somewhat different from CPUs in terms of frequencies, latencies, and hardware capabilities. In recent years, general-purpose computation on GPUs (GPGPU) has been proposed to leverage the powerful GPU capability in speeding up general computation, thus rapidly creating new processing challenges and new opportunities for accelerating scientific processing. As a general guideline for using GPU architectures, the user should minimize the use of global memory, thus preferring shared memory access, wherever possible, to avoid redundant transfers from global memory. Nowadays, CPUs and GPUs are widely available on several hardware platforms, ranging from laptops to multiple-GPU servers.



Clusters of commodity and purpose-built processors have dominated the previous decade [164,165]. In a cluster, multiple nodes are usually connected through a fast local network, and each computing node is a multi-processor parallel computer in itself. More recently, these clusters have been augmented with computational accelerators (coprocessors and GPUs). The modern architecture of the HPC clusters, based on innovative software technologies and supported by high-speed, low-latency interconnections (such as Infiniband), ensures the best scalability and overall performance for scientific applications (Figure 7). Accordingly, cluster computing relies on a set of individual computers connected through specialized hardware and software, and hybrid parallel systems might be equipped with multi-core CPUs and many-core GPUs connected through network communications (Figure 7) [154,155,156].



As a matter of fact, constant growth in the performance of high-performance computing systems has characterized the recent history of parallel computing. In particular, power consumption and performance for the top clusters according to the TOP500 are available in [157].



Efficient parallelization of applications is aimed at minimizing the application execution time. According, potential parallelism of the algorithmic schemes have to be exposed to obtain parallel implementations of the corresponding algorithms. This generally requires equally engaging all the available processing units for computations (load balancing) and minimizing communication and synchronization overheads resulting from parallelization. Accordingly, developing scalable parallel code for larger-scale systems is not a trivial task. Methods for designing efficient parallel applications are beyond the scope of this paper. They are not further discussed here for the sake of conciseness; the interested reader can refer to the existing literature [154,155,156,158,159,160].




4.2. Parallel Programming Models for HPC Systems


This section provides a brief overview of parallel programming models and tools for phrasing structured algorithms in concrete HPC implementations. In particular, to achieve high speed-ups on a large number of processing units, the classical sequential SAR processing algorithms need to be translated into their parallel counterparts by making explicit the parallelism onto the underlying hardware. Different parallel programming models for parallel HPC systems might be used for such a purpose, and the most popular ones are briefly summarized in the following.



Open multi-processing (OpenMP) is typically used for writing parallel multithreaded programs. Accordingly, OpenMP is a de facto standard oriented to software development for shared-memory parallel machines, in which multiple computational units share access to a common memory [160]. It offers support for dynamic parallelism, reductions, explicit synchronization, and techniques for performance optimization. OpenMP supports Fortran, C, and C++.



As far as GPU computing is concerned, we consider the two most prevalent frameworks that provide developers with fine control over code implementation and performance: they are the Compute Unified Device Architecture (CUDA) [161] and the Open Computing Language (OpenCL). First, CUDA is an NVIDIA proprietary parallel computing platform and programming model for writing multithreaded programs running on NVIDIA GPUs, supporting various compiled languages (e.g., C, C++, and FORTRAN). Compared with other alternatives, CUDA is easier to use, and it provides extensive support to developers; however, CUDA can run only on CUDA-enabled NVIDIA GPUs. Second, OpenCL is an open standard that allows parallel programming targeted for heterogeneous systems. It is used for writing parallel multithreaded programs running on multicore CPUs and/or GPUs; it is implemented as a C/C++ language dialect.



Message passing is a very broad parallel programming paradigm for implementing parallel algorithms on computational platforms with a distributed memory topology. In particular, Message Passing Interface (MPI) is currently considered the de facto standard for developing HPC applications on distributed memory architectures, even though other parallel-programming models exist [162]. As a matter of fact, a typical application is composed of many processes running in parallel, and MPI implements communication among processors through explicit messages, including point-to-point or collective type operations, thus allowing data passing and synchronization among concurrent processes [162]. MPI supports Fortran and C and offers portability, standardization, performance, and functionalities.



In summary, scientific computing nowadays relies on modern HPC platforms embracing heterogeneous systems with GPU-accelerated and CPU-only nodes (see Figure 7), thus supporting diverse parallel programming models such as MPI, OpenMP, CUDA, OpenCL, for C, C++, and Fortran codes. However, it is worth noting that a selected combination of the mentioned parallel programming models (e.g., MPI + CUDA, MPI + OpenMP, and CUDA + OpenMP) may be employed in a hybrid approach to parallelization (as further discussed for specific cases of interest in Section 5). In particular, OpenCL can perform computations on multicore CPUs and GPUs installed within the same workstation.



As a result, the most used parallel programming model relies on different levels of parallelism (multi-level), in which MPI is used for internode parallelism, and OpenMP is used for intranode parallelism, augmented with libraries and tools (e.g., CUDA and OpenCL) for coprocessor use. It is reasonable to assume that this mainstream programming paradigm will still be adopted in the long term for HPC systems [163].



We also stress that other parallel programming applications exist (e.g., Pthreads, OpenACC); however, they are not considered here for the sake of brevity. The reader can refer to the widely available literature [154,155,156,158,159,160,162,164,165].



A final consideration is in order. FORTRAN remains widely used for developing HPC codes, as are C and C++; thus, HPC typically relies on compiled languages. On the contrary, interpreted language (e.g., Python, and IDL), which have a significant impact on fast prototyping productivity indeed, are not recommended for heavy computation because they might be significantly slower in terms of execution time, and they do not generally offer full support for efficient parallel computing. For an exhaustive treatment of the subject, the reader is referred to available excellent literature [154,155,156,158,159,160,162,164,165,166,167,168].




4.3. Performance Metrics


For a given number of computing elements, the speedup factor of a parallel program is defined by the ratio of the sequential execution time and the parallel execution time [154,158,159,160]. As not all the parts of a given problem can be parallelized, Amdahl’s law can be used to estimate the improvement efficiency due to parallel computing. It states that the potential theoretical speedup is related to the fraction of code that can be parallelized (parallel portion). According to the graph sketched in Figure 8, the speedup as a function of the number of processing elements is depicted for different values of the parallel portion (50%, 80%, 90%, 95%, and 97%). This law theoretically predicts the achievable speedup; however, more refined performance models also exist, thus incorporating additional parallel inefficiencies [154,155,156,158,159,160,162,164,165].



Finally, it is worth stressing that the scalability analysis is also an important issue, which is aimed at investigating how actual performance changes when the number of used processing elements (or the size of the problem) increases.




4.4. Cloud Computing vs. HPC


Recently, we have witnessed increasing attention to cloud computing (CC) as a potential alternative to dedicated HPC clusters to run applications on demand, with reasonable performances expected per money spent. Different public and private cloud infrastructures are currently available: for instance, Google Earth Engine (GEE) and Amazon Web Services (AWS) provide commercial cloud computing platforms, including open remote sensing datasets [169].



CC offers important advantages in terms of flexibility in their virtualized resources, on-demand provisioning, and ease of use, thus requiring less maintenance, less investment, easier manageability. In particular, CC users do not have to deal with in-depth knowledge of parallel computing and hardware/software upgrades; moreover, setting up cloud environments is significantly easier than HPC infrastructures. Despite these advantages, CC might have important limitations since scientific HPC applications are specifically concerned. Indeed, the benefit of using CC resides more in its convenience (in terms of ease of use) than in its computation power.



In the following, we focus on the relevance of HPC-optimized clouds for HPC workloads, such as Magellan [170,171] and Amazon Elastic Compute Cloud (EC2). As a matter of fact, HPC workloads typically rely on low latency interconnection and parallel file systems of homogenous high-end computing systems (e.g., supercomputers). It should be noted that a significant portion of the HPC applications is heavily dependent on network bandwidth, which might become a considerable bottleneck [172,173]. In particular, the MPI performance is affected by the network latency, thus decreasing the application’s performance. Therefore, two major performance barriers for adopting cloud for HPC concern the network bandwidth and latency. Another issue that leads to variable performance is the relevant virtualization of resources in the cloud, which comes at the expense of overheads. As a matter of fact, HPC is performance-oriented, whereas clouds are cost and resource-utilization oriented [172,174].



Different studies raise concerns about the ability of CC systems to support scientific HPC applications effectively. As far as adoption of clouds for scientific HPC workloads is concerned, one of the most comprehensive documents is the Magellan Report [171], in which an extensive evaluation of several cloud architectures, and their comparison with HPC clusters, have been carried out. In addition to HPC-optimized clouds developed by academic institutions, the trend of geospatially tailored cyberinfrastructures (e.g., CyberGIS) deserves to be mentioned [175]. In the following, CC-based commercial solutions are addressed.



According to the evaluation conducted in [172], thoroughly covering primary performance metrics, the main limitation is experimentally found to be the network performance of Amazon EC2 cluster instances, which cannot keep up with their compute performance while running HPC applications. Moreover, it is demonstrated that the network latency of Amazon EC2 is higher and less stable than what is available on typical HPC architectures [172]. Nonetheless, the cloud instances show good performance in the limit case of embarrassingly parallel programs with minimal interactions between the nodes. The overall cost-effectiveness of different instance types offered by the public clouds is another important issue [176], which is not, however, discussed here for the sake of brevity.



Elasticity is often considered to be the fundamental property of cloud environments; however, more research is required to understand elasticity-related opportunities and challenges in the context of HPC, as a clear and generally applicable understanding of elasticity in the context of HPC nowadays does not exist [177,178]. Currently, HPC outperforms CC as the crunching of a large amount of data with structured scientific processing is concerned. Although a large effort has been devoted to improving CC performance, HPC scientific workload computing in cloud-computing environments remains unresolved [179,180].



Nonetheless, CC platforms as GEE or AWS provide convenient ways of storing, accessing, and analyzing SAR datasets, thus offering computing power, storage services, and software packages. With specific reference to InSAR applications, it is worth noting that the tiling concept underlying GEE is unfortunately incompatible with the processing of complex SAR data [169].





5. Selected HPC Approaches in InSAR Fundamental Functional Stages


Typical algorithms that realize fundamental functional stages in InSAR processing are data- and computational-intensive. The fundamental processing stages referred to here have been suitably introduced in Section 2, thus emphasizing their inherent functional description.



Although parallel computing methods can be used to adapt these algorithms to leverage parallelism offered by current HPC platforms, hardware is often under-utilized because developing efficient parallel algorithms might be costly and challenging. Nonetheless, adequately designed parallel algorithms might result in significant speed-up and energy reductions. Moreover, specifically, since serial algorithms running on modern computational platforms are time-consuming and “waste” potential computing power, in the last two decades, many research efforts have specifically been dedicated to exposing the abundance of parallelism in the relevant algorithms, thus accelerating computationally expensive modules commonly occurring in InSAR processing. In particular, highly innovative and sophisticated parallel schemes have been proposed for the different stages, which vary according to the targeted parallel architecture and utilized application frameworks.



We are concerned explicitly with some recently developed parallel schemes for implementing InSAR fundamental stages, which can be identified and categorized according to their computational relevance. Afterwards, they constitute the building blocks on which the HPC based InSAR processing chain are constructed (Section 6). These HPC approaches relevant to accelerate the performance of diverse interferometric tasks have been developed by adopting different parallel patterns, diverse computing architecture, and various programming models, as discussed in the following.



5.1. SAR Data Focusing


Spaceborne SAR focusing operation is a complex computational problem due to its significant memory and computational requirements. In addition, it also has general importance because it constitutes a basic operation underpinning numerous SAR-based remote sensing applications (see Section 2.2). Hereinafter we focus on recently developed parallel solutions for efficient and fast formation of (Level 1) Single Look Complex (SLC) image from (Level 0) SAR raw data [28,29].



SAR image formation applications can profit from the parallel capabilities of the wide available modern multi-core CPUs. In particular, a general-purpose parallel scheme for efficiently focusing SAR data on shared-memory architectures was proposed in [181]. Its implementation is based on OpenMP and FORTRAN language and was demonstrated with reference to data acquired by different sensors (ENVISAT/ASAR, RADARSAT-1, and COSMO-SkyMed). The benefit of the parallelism incorporated into the prototype solution was experimentally investigated by quantifying speedup and scalability [182]. Therefore, the developed multithreading-based prototype can rapidly process SAR data, thus efficiently exploiting the parallelism offered by currently available shared-memory architectures. Indicatively, such an approach permits to focus an ENVISAT ASAR Stripmap data in roughly 30 s on a 16-core machine.



Another approach relies on GPU architectures. A SAR image focusing application exploiting GPGPU was described in [183,184]. Its parallel implementation employs OpenCL rather than the more widespread CUDA language. The proposed approach targets explicitly a single node of an HPC cluster system, thus exploiting available GPUs and/or CPUs. Relevant performance was demonstrated on ENVISAT ASAR and Sentinel-1 data; however, limited scalability may be noticed [183]. According to such an approach, ENVISAT ASAR Stripmap imagery is obtained, indicatively, with an execution time of about 10 s, whereas Sentinel-1 IW raw data focusing shows an execution time of about 1 min.



In [185], a GPU-parallel algorithm for raw SAR data focusing was developed using a CUDA environment. Experiments using ENVISAT ASAR level-0 data show that execution can be achieved in a few seconds.



In [186], a parallel scheme oriented to combined GPU and CPU was proposed to accelerate a traditional SAR focusing algorithm. The GPU’s proposed parallel scheme is implemented using CUDA, while OpenMP is used for multi-core processing. Two Intel Xeon E5 CPUs, four NVIDIA Tesla K10 GPUs are used in the experiments. The relevant experimental results demonstrated that the approach could benefit from about 270× speedup over the traditional single-core CPU method, with an associate execution time of about 3 s.



A further investigation is described in [187], in which implementation and optimization on GPU of a classical focusing algorithm using CUDA are presented. Although the obtained execution time was very much reduced, the experiments were carried out only for a reduced dataset. Thus, the specific performances achieved are difficult to extrapolate to the case of the typical SAR image size.



Accelerating focusing algorithms in the time domain has also been investigated. In particular, a parallel implementation of a time-domain SAR focusing algorithm (back-projection) based on NVIDIA’s CUDA GPU computing framework is proposed in [188]. The developed software is specifically targeted to focus COSMO-SkyMed data, and a SAR data focusing is achieved in roughly 20 s. Moreover, in [189] an approach for focusing SAR data in time-domain (back-projection) is implemented by exploiting the parallelism offered by multiple GPUs. The algorithm is implemented using CUDA suitably complemented by MPI for tile distribution and reconstruction. The experiment conducted on up to 512 GPU nodes equipped with an NVIDIA Tesla K20 architecture shows that the computation can be performed within a few seconds, even though the inherent scalability performance appear limited.



Although a homogenous comparison of the different approaches is not practicable, most of the mentioned parallel solutions are adequately supported by detailed performance analysis. In conclusion, these investigations demonstrate how the SAR focusing on a single image nowadays might be concretely realizable in a timely fashion, with an execution time indicatively ranging from a minute to a few seconds, depending on the considered kind of parallel architecture and implementation strategy.




5.2. SAR Image Coregistration


Image co-registration is a fundamental procedure in many fields, and more specifically, SAR image coregistration operation at the subpixel level has high computational complexity (see Section 2.3).



A first parallel approach to SAR image coregistration for SAR interferometry applications was proposed in [190]. The relevant implementation uses MPI; unfortunately, in this case, performance metrics have not been reported.



In [191], a toolchain for the accurate co-registration of multiband optical and SAR images was presented. Relevant implementation exploits commercial hardware-based on GPU parallel architecture. The conducted performance analysis shows that the execution time is on the order of the minute.



As far as the exploitation of the parallelism offered by shared-memory architectures is concerned, an efficient and scalable processor for SAR image geometric coregistration was recently proposed in [49]. Specifically, the inherent computationally intensive problem is efficiently solved by designing a parallel algorithm incorporating thread-level parallelism. The developed scheme implements parallelism by using OpenMP, and it is specifically targeted at (shared-memory) general-purpose multicore processors. The scalable performance analysis was conducted with high-resolution SAR COSMO-SkyMed data and on different platforms in terms of parallel speedup and efficiency, thus demonstrating that the sub-pixel co-registration is practicable in a timely fashion (indicatively under one minute) on a typical 16-core machine.



Finally, we mention the work in [192], in which a swarm-intelligent GPU parallel pixel-level registration is proposed, which considers not only the acceleration of the correlation operation but also the reduction in searching times. Nonetheless, a suitable version of this method that can be applied to the fine registration process is unavailable.




5.3. InSAR Filtering


The non-local InSAR algorithms (NL-InSAR) have become popular, because of their ability to jointly estimate interferometric image, amplitude, coherence, and phase. However, they are quite expensive algorithms from the computational point of view (Section 2.4). Different parallel versions of the non-local InSAR filters have been addressed, and they are discussed in the following.



In [193], an improved parallel scheme for iterative non-local InSAR filtering was developed using an MPI-based approach. The efficiency of the parallel algorithm was investigated on up to 1024 processors.



An efficient parallel algorithm for interferometric phase denoising with an NL-InSAR algorithm, targeted to NVIDIA GPUs, was developed using the CUDA framework and is presented in [194]. Experiments using TerraSAR-X data led to execution times of 2 min per iteration for 1 GB images, thus enabling deployment in InSAR processing chains for operational applications.



Finally, in [195], a convolutional neural network (CNN)-based generative model for joint phase filtering and coherence estimation that directly learns the InSAR data distribution has been implemented on GPU. Conducted performance analysis shows an almost linear speedup with the increasing number of GPUs. However, experiments were performed by using only small size interferograms.




5.4. Phase Unwrapping


Phase-unwrapping is another crucial processing stage, which exhibits complicated data dependency and critical computational relevance. It may generally be the most time-consuming stage in the whole SAR interferometry processing chain (see Section 2.5).



A dual-level parallel formulation of the computational-intensive multichannel phase unwrapping (MC-PhU) problem is presented in [196], in which the parallelism is hierarchically implemented at two different levels. Moreover, a dual-level parallel approach, which involves the use of both a message passing (MP) based strategy for multiprocessing (distributed memory model) and OpenMP for multithreading implementation (shared memory model), has been developed using the FORTRAN language. Performance evaluation relevant to the implemented prototype was also conducted for quantifying the benefit of parallelism at different levels in terms of speed-up and scalability [197]. As a result, the prototype’s ability to achieve high performance in exploiting the available degrees of parallelism of the present-day HPC platforms (including both shared-memory and distributed memory architectures) enables the large-scale solution for the MCh-PhU problem in a timely fashion.



In [198], a hybrid multiprocessing and multithreading algorithm was also proposed to overcome the problem of unwrapping large data sets. This parallel scheme implements and improves Goldstein’s branch-cut algorithm using simulated annealing. The multi-processing parallel code is written in C and uses MPI. Similarly, combined with the distributed memory model, a mixed memory model is employed. A significant speedup can be achieved with this hybrid multiprocessing (on the distributed memory model) and multithreading (on the shared memory model) parallel execution.



In [199], a parallel version for two-dimension phase unwrapping in a shared-memory parallel computation environment was proposed using the OpenMP parallel programming model. The tests performed on a real interferogram show that the proposed method effectively reduces the computation time.



Computational approaches employing GPU architectures for the phase unwrapping problem have been developed, too. An implementation of Goldstein’s algorithm on GPU was proposed in [200]. However, due to the complicated data dependency inherent to the problem, devising an efficient strategy for GPU architecture exploitation is not a simple task. Accordingly, an articulated design strategy is proposed in [200]. Moreover, the speedup and scalability of the proposed solution are investigated, and the running times are compared with the corresponding ones of a CPU-based implementation [200]. The tests conducted on NVIDIA C2050 and K20 GPUs demonstrate an achieved speedup of up to 781 and 896 over the CPU implementation, respectively.



In [201], an improved version of the region-growing algorithm for the interferometric phase unwrapping of radar images is presented. Relevant implementation relying on the NVIDIA CUDA technology has been tested using four hardware configurations and 20 different pairs of COSMO-SkyMed images; the reported results show a significant performance boost.



As a final remark, the analysis of the existing HPC approaches discussed in this section is summarized in Table 2, emphasizing the different implementations for each considered processing stage.





6. Selected MT-InSAR Techniques Using HPC or Cloud-Based Platforms


This section presents the processing strategies for multi-temporal interferometric SAR (MT-InSAR) analysis characterized by different computational approaches, emphasizing their potentialities and limitations. Indeed, in recent years, several research groups have attempted to investigate the potential of using parallel computing in retrieving InSAR large-scale deformation information for wide areas and long time series. Indeed, both the PS and SB methods suffer from long processing times (see Section 2.6).



In the following, we provide an overview of the current approaches for MT-InSAR processing by distinguishing (i) high performance computing approaches for efficient processing and (ii) the available cloud-based services for Earth observation (EO) data exploitation. In the former case, the focus is on the parallel performance; in the latter case, the emphasis is on data-centric logic for handling large geospatial databases.



6.1. MT-InSAR Processing Using HPC


In this section, selected HPC approaches involving the entire MT-InSAR processing chain to obtain ground deformation products are addressed.



A parallel MPI-based scheme implementing InSAR processing was initially proposed in 2005 [202], according to a parallelization strategy in which the input data is suitably decomposed in partially overlapping patches. In [203], the authors presented results of the processing, through advanced persistent scatterer interferometry (PSI) techniques, about 20,000 SAR (ERS, Envisat, and COSMO-SkyMed) images acquired from 1992 to 2014 over the whole Italian territory using high-performance computing (HPC) on cluster systems; however, no details on the implemented parallel algorithms and corresponding performance were provided.



A parallel computing strategy implementing the parallel small baseline subset (P-SBAS) technique for time-series analysis of the ground deformation was originally proposed in [204], and the inherently scalable performance analysis for a cluster environment was discussed in [205]. As an example, ground deformation results relevant to the Napoli Bay area (Italy), and parallel performance achieved with the P-SBAS processing technique applied to a COSMO Sky-Med dataset, are depicted in Figure 9a,b, respectively. It is evident that residual sequential parts of the algorithm limit the scalable performance (see Section 4.3).



Parallel coherent scatterers InSAR (P-CSInSAR) approaches for processing Sentinel-1 data are proposed in [206,207,208], where several parallelism strategies are applied for each processing step according to different levels of granularity (burst-level, line-level, and block-level) [208]. The adopted strategy includes both intra-node (multithreading) and inter-node (message-passing) parallelisms. According to [207], the InSAR measurement at the nationwide level has been carried out using Sentinel-1 data (more than 700TB) acquired over the whole China territory (from September 2018 to December 2019). However, the parallel performance achieved shows that the adopted parallel strategy results in limited scalable performances [206].



The Open Source SAR Investigation System (OSARIS) is another framework to process large stacks of S1 data on high performance computing clusters. It is based on the well-known GMT-SAR tool [209] jointly with shell scripts. It provides a framework where parallelization, flexibility, and complete analysis can be used to implement a monitoring service [209]. However, the computational relevance is limited since parallel algorithms and associated performance have not been detailed.



Other approaches, focused mainly on GPU exploitation, have also been proposed. In particular, a preliminary assessment of the potentials of GPU processing was carried out in [210] by proposing a GPU implementation of InSAR time-consuming algorithm kernels. More recently, a GPU based implementation of the persistent scatterer-InSAR (PS-InSAR) algorithm was proposed [211]. The solution is implemented on an architecture based on NVIDIA GPU, thus exhibiting scalable performance with GPU number and workload size. It was implemented by using the CUDA programming language.



Furthermore, a GPU accelerated InSAR processing chain targeting S-1 TOPS images was developed in [212]. The new GPU-based S-1 interferometric modules are developed under the CUDA framework for NVIDIA architecture. The tests were conducted on an S-1 IW image pair and show a computational runtime reduced to 8.59 s, with a speedup of 165 compared to the serial version. However, the approach is limited to coregistration, resampling, enhanced spectral diversity (ESD), and coherence estimation only. In this case, the peculiarity of the GPU processing has been, however, addressed by resorting to some specific design adoptions, as pre-calculated convolution kernels for performing interpolation stored in lookup tables to save the runtime computations.



A final remark is in order. In the last decade, we have witnessed some efforts in demonstrating the ability of SAR interferometric processing over extended geographical areas (at the national or continental scale). Accordingly, several parallel solutions have been established in recent years to deal with large-scale data processing, and a selected subset of them is referred to in the following. As already mentioned, an example of InSAR data processing to obtain deformation results at the national scale (the whole Italian territory) by employing ERS, Envisat and COSMO-SkyMed data, has been presented in [213]. In [214], national-scale deformation analysis over Germany using interferometric processing of Sentinel-1 data was obtained without resorting to parallel computing. Furthermore, the P-CSInSAR approach in [206,207,208,215] was explicitly dedicated to the efficient generation of deformation results from medium resolution data of the C-band Sentinel-1 mission that was initially designed for large-scale interferometric applications.



Overall, some of the presented approaches lack a detailed description of the adopted parallel algorithms and the associated computational performance, thus generally offering poor informative content in this regard. It should also be noted that providing ground deformation time-series over large areas does not demonstrate the effectiveness of the adopted computational strategy, which, on the contrary, should be methodologically assessed according to appropriate HPC performance metrics (Section 4).



Finally, a terminological concern is in order. With specific reference to the InSAR processing arena, we highlight that recently the term “automatic” has been inappropriately associated with parallelization techniques, which might be misleading. It is helpful to recall that “automatic parallelization” (also referred to as auto parallelization) conceptually refers to the longstanding topic of compiler research regarding the compiling for parallelism [216].




6.2. MT-InSAR Processing via Cloud-Based Platforms and Services


Recently, a general trend of public and private institutions is to offer end-user services based on EO data to geohazard scientists who do not own the necessary computing power and storage capacity. Indeed, this trend was essentially driven by the strategic funding of cloud-based platforms deployment by the European Commission to provide centralized access to Copernicus data.



To overcome a significant limitation inherent in cloud-based platforms, a possible approach is to locate computational resources close to the SAR data archives. Remarkably, the European Space Agency (ESA) has funded the Geohazards Exploitation Platform (GEP), which is a web-based platform launched in 2015 and designed to exploit EO data for assessing geohazards [217]. The ESA platform is equipped with a large set of EO processing services. Accordingly, the platform offers direct access to the freely available satellite SAR data archives and the computing power at the same time while providing a rich set of EO data processing tools. In the following, we focus on two different InSAR processing services offered at the server-side by the ESA’s computing facilities. First, the P-SBAS algorithm [204] has been implemented as a web tool of the ESA’s Grid Processing On-Demand (G-POD) environment [217]. However, the implementation of the on-demand service in GEP has some practical limitations, insofar as some processing parameters are out of the control of the users, as pointed out in [217,218]. In addition, the use of the term “unsupervised” in this context appears rather inappropriate [218]. In this regard, it is helpful to note that the distinction between supervised and unsupervised is typically used in the machine-learning framework with reference to the adopted training; conversely, in the context of parallel computing, using the term “unsupervised” remains misleading.



Another service offered in GEP is based on the FASTVEL algorithm for generating differential interferograms or PSI-based mean displacement velocity maps [20]. Indicatively, such services allow processing a stack of 100 images in about a couple of days. It is worth mentioning that the exploitation at the user level of the implemented FASTVEL and P-SBAS algorithms can lead, in some cases, to results that might not be consistent [218]. Currently, the GEP services are available to the public according to a pay-per-use basis.



This ESA initiative is valuable since it enables InSAR products exploitation for preliminary geo-hazard investigations; however, from the HPC perspective, it offers little insight into the actual computational resources being utilized and the performance of the relevant implementations.



We now focus on the remarkable trend in the InSAR technique concerning wide-area deformation monitoring initiatives and the increasing of operational motion services (GMS) for dissemination [219]. In particular, the recently established European Ground Motion Service (EGMS), which is part of the Copernicus land monitoring service, deserves to be mentioned. As an example of national GMS based on Sentinel-1 data, we mention the InSAR products (based on PSI processing) with complete coverage of Norway, which is freely available through an open dissemination platform [220]. A similar national-scale approach was also followed in Germany using PSI techniques [221] and nationwide GMS for Denmark using SqueeSAR [219]. The deformation maps are distributed free of charge. Likewise, The FLATSIM (ForM@Ter LArge-scale multi-Temporal Sentinel-1 Interferometry service) service is based on the classical SBAS approach and is supported by the French Spatial Agency (CNES): it will allow multi-temporal InSAR processing of large continental areas interferograms, surface line-of-sight velocity, time series, and auxiliary data for the French scientific community [222].



It is essential to highlight that large amount of computing resources should not be confused with the concept of efficient use of the computing resources, where the former case does not necessarily imply high performance computing. As a general consideration, the main advantage of the CC-based investigations within the InSAR framework is the direct access to free available EO data. However, most of the works mentioned above lack the cost evaluation and the associated parallel performance evaluation, which remain undetermined, thus making a consistent comparison of the achievable computational performance very difficult. On the other hand, reproducible performance evaluation in cloud environments is currently a significant concern [223].



Although they allow minimizing data movement, the cloud-based data-centric InSAR approaches generally exhibits limited flexibility and usability from the user side. Nonetheless, emergent processing services somehow promote the increasingly multidisciplinary nature of applications. Therefore, the convergence of data-centric approaches and the high performance computing (HPC) paradigm remains crucial to the future [224].





7. Conclusions


We have presented a perspective on the state of the art of the application of HPC methodologies to InSAR processing and shown how, currently, it is becoming more and more relevant as the amount of available data and sensors increases.



Preliminary, a systematic overview of the current InSAR processing techniques and HPC methodologies was offered. Then the selected parallel InSAR processing solutions were analyzed and discussed at two different levels.



First, the emphasis was placed on fundamental processing steps, which typically occur in InSAR processing, based on their computational relevance. Existing parallel schemes for the different InSAR stages and their performance, which vary depending on the targeted parallel architecture and implemented parallel strategy, were discussed in detail. The survey shows that all the critical and time-consuming InSAR processing steps can be performed in a timely fashion, benefitting from significant speed-up when appropriate HPC methodologies were adopted.



Second, selected MT-InSAR processing strategies were analyzed at the whole processing chain level, thus emphasizing their potentialities and limitations. This was achieved by distinguishing high-performance computing approaches for efficient parallel processing and cloud-based services for EO large-scale data exploitation. Remarkably, the convergence of data-centric approaches and the high performance computing (HPC) paradigm remains crucial to the future [224,225].



As a matter of fact, the use of innovative computational approaches significantly contributes to the applicative use of InSAR techniques, also favoring multidisciplinary approaches in the various application sectors.
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Figure 1. Sketch of the interferometric SAR acquisition geometry:    S 1    and    S 2    represent the two sensor satellites,  b  is the (spatial) baseline (i.e., the distance between the two satellites),    b ⊥    is the perpendicular baseline, and  z  is the topographic height. The dashed line represents the topographic profile after a ground displacement has happened. The segment highlighted in red represents the projection of the three-dimensional displacement vector along the line-of-sight (LOS). 
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Figure 2. Conceptual InSAR computational scheme for deformation measurements: block diagram of the main processing stages. 
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Figure 3. Sketch of the SAR acquisition mode geometry: (a) Stripmap: the antenna beam is fixed and describe a “strip” on the terrain that corresponds to the imaged area; (b) Terrain Observation by Progressive Scans (TOPS): the acquisition is achieved in bursts by switching the antenna beam among sub-swaths; during each burst the antenna beam also rotates along the azimuth. 
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Figure 4. SAR interferogram shows the ground deformations associated with the Quinghai Mw 7.4 earthquake on 21 May 2021. The interferogram is geocoded and imported into Google Earth. 
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Figure 5. A three-dimensional representation of the vertical (left) and east–west (right) component of the ground displacement related to the Wolf volcano eruption occurred on 25 May 2015. Time-series of the corresponding deformation (cm/year) are also depicted; the red bar indicates the start of the eruption. 






Figure 5. A three-dimensional representation of the vertical (left) and east–west (right) component of the ground displacement related to the Wolf volcano eruption occurred on 25 May 2015. Time-series of the corresponding deformation (cm/year) are also depicted; the red bar indicates the start of the eruption.



[image: Remotesensing 13 04756 g005]







[image: Remotesensing 13 04756 g006 550] 





Figure 6. Scheme for multiple threads on a shared memory machine. 
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Figure 7. Hybrid systems: multicore CPUs and GPU (graphical processing unit), with node-to-node connection via the network. 
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Figure 8. Theoretical speedup (Amdahl’s law) as a function of the number of the processing elements for different values of the parallel portion. 






Figure 8. Theoretical speedup (Amdahl’s law) as a function of the number of the processing elements for different values of the parallel portion.



[image: Remotesensing 13 04756 g008]







[image: Remotesensing 13 04756 g009 550] 





Figure 9. P-SBAS algorithm applied to COSMO Sky-Med dataset (from [205]): (a) deformation mean-velocity map relevant to the Napoli Bay area is depicted. The graph of the displacement time-series pertinent to a specific pixel located in the area of maximum deformation is also shown; (b) speedup as a function of the number of engaged processors. 
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Table 1. Operative and forthcoming SAR sensors.
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Sensor

	
Frequency

	
Agency/Country

	
Access

	
Revisit-Time

	
Resolution

	
Polarization

	
Frame Size

	
Year






	
TanDEM-L

	
L-band

(1275 GHz,

λ =24.6 cm)

	
German Aerospace Centre (DLR)

	
Free and open

	
16 days

	
7 m

	
Single, dual, quad mode

	
dual-pol mode 350 km

quad-pol mode: 175 km

	
≥2024




	
BIOMASS

	
P band

(435 MHz,

λ = 70 cm)

	
European Space Agency (ESA)

	
Free and open

	
17 days

	
60 × 50 m

	
quad-pol

	
50 × 50 km

	
≥2023




	
NISAR

	
S-band

(3.2 GHz,

λ = 9 cm)

	
NASA

ISRO

	
Free and open

	
12 days

	
3–10 m

	
Single: HH,VV

	
>240 km

	
≥2023




	
Dual: HH/HV, VV/VH




	
Compact: RH/RV




	
Quasi-Quad: HH/HV, VH/VV




	
L-band

(1.26 GHz,

λ = 24 cm)



	
Single: HH, VV

Dual: HH/HV, VV/VH

Compact: RH/RV

Quad: HH/HV/VH/VV




	
RCM

	
C-band

(5.4 GHz,

λ = 5.6 cm)

	
Canadian Space Agency

	
Commercial

	
Satellite: 12 days

Constellation: 4 days

	
3–100 m

	
Single: HH, VV, VH, HV

Dual: HH/HV, VV/VH, HH/VV

Compact

Quad

	
20 × 20–500 × 500 km

	
2019–




	
PAZ SAR

	
X band

(9.65 GHz,

λ = 3.5 cm)

	
Space Agency of Spain

	
Commercial

	
11 days

	
Stripmap: 3–6 m

ScanSAR: 16 × 6 m

spotlight: 1–2 m

	
HH/VV/HV/VH

(single or dual)

	
Stripmap: 30–2000 × 30 km

ScanSAR:

spotlight: 10 × 10 km

	
2018–




	
TerraSAR-X Tandem-X

	
X band

(9.65 GHz

λ = 3.5 cm)

	
German Aerospace Centre (DLR)

	
Commercial;

limited proposal-based scientific

	
11 days

	
Spotlight: 0.2 × 1.0–1.7 × 3.5 m

Stripmap: 3 × 3 m

ScanSAR: 18–40 m

	
Single: HH, VV

Dual: HH/VV, HH/HV, VV/VH

Twin: HH/VV, HH/VH,VV/VH

	
Spotlight: 3–10 km

Stripmap: 50 × 3 0 km

ScanSAR: 150 × 100-

200 × 200 km

	
2007–2010–




	
COSMO-SkyMed

	
X band

(9.6 GHz

λ = 3.5 cm)

	
Italian Space Agency (ASI)

	
Commercial;

limited proposal-based scientific

	
Satellite: 16 days

Constellation: 1–8 days

	
Spotlight: ≤1 m

Stripmap: 3–15 m

ScanSAR: 30–100 m

	
Single: HH, VV, HV, VH

Dual: HH/HV, HH/VV, VV/VH

	
Spotlight: 10 × 10 km

Stripmap: 40 × 40 km

ScanSAR: 100 × 100–200 × 200 km

	
2007–




	
Sentinel-1

	
C band

(5.4 GHz,

λ = 5.6 cm)

	
European Space Agency (ESA)

	
Free and open

	
Satellite: 12 days

Constellation: 6 days

	
Stripmap: 5 × 5 m

Interferometric Wide Swath (IW): 5 × 2 0m

Extra Wide Swath (EW): 20–40 m

	
Single: HH, VV

Dual: HH/HV, VV/VH

	
Stripmap: 375 km

IW: 250 km

EW: 400 km

	
2014–




	
RADARSAT-2

	
C band

(5.4 GHz,

λ = 5.6 cm)

	
Canadian Space Agency

	
Commercial

	
24 days

	
Spotlight: ~1.5 m

Stripmap: ~3 × 3–25 × 25 m

ScanSAR: 35 × 35–100 × 100 m

	
Single: HH, VV, HV, VH

Dual: HH/HV, VV/VH

Quad: HH/HV/VH/VV

	
Spotlight: 18 × 8 km

Stripmap: 20–17 0 m

ScanSAR: 300 × 300–500 × 500 km

	
2007–




	
SAOCOM

	
L band

(1275 GHz,

λ = 24.6 cm)

	
Argentina National Space Activities Commission

(CONAE)

	
Commercial;

limited proposal-based scientific

	
Satellite: 16 days

Constellation: 8 day

	
Stripmap: 10 × 10 m

TopSAR: 100 × 100 m

	
Single: HH, VV

Dual: HH/HV, VV/VH

Quad: HH/HV/VH/VV

	
Stripmap: >65 km

TopSAR: 320 km

	
2018–




	
ALOS-2

PALSAR-2

	
L band

(1275 GHz,

λ = 24.6 cm)

	
Japan Aerospace Exploration Agency (JAXA)

	
Commercial;

limited proposal-based scientific

	
14 days

	
Spotlight: 1 × 3 m

Stripmap: 3–10 m

ScanSAR: 25–100 m

	
Single: HH, VV, HV, VH

Dual: HH/HV, VV/VH

Quad: HH/HV/VH/VV

	
Spotlight: 25 × 25 km

Stripmap: 55 × 70–70 × 70 km

ScanSAR: 355 × 355 km

	
2014–
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Table 2. Summary of the reviewed InSAR Fundamental Stages using HPC.
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Processing Stage

	
Selected Works

	
Parallelism

	
Tools

	
Year






	
Focusing

	
[181,182]

	
Multithreading

	
OpenMP

	
2016




	
[183,184]

	
GPU-based

	
OpenCL

	
2019




	
[185]

	
GPU-based

	
CUDA

	
2020




	
[188]

	
GPU-based

	
CUDA

	
2014




	
[186]

	
GPUs + CPUs

	
CUDA/OpenMP

	
2016




	
[189]

	
multi-GPU

	
CUDA/MPI

	
2018




	
[187]

	
GPU-based

	
CUDA

	
2016




	
Coregistration

	
[190]

	
Multiprocessing

	
MPI

	
2002




	
[49]

	
Multithreading

	
OpenMP

	
2021




	
[191]

	
GPU-based

	
CUDA

	
2014




	
[192]

	
GPU-based

	
CUDA

	
2020




	
Phase Unwrapping

	
[198]

	
Dual-level

	
MPI/OpenMP

	
2015




	
[196,197]

	
Dual-level

	
MP/OpenMP

	
2015




	
[199]

	
Multithreading

	
OpenMP

	
2015




	

	
[200]

	
GPU-based

	
CUDA

	
2014




	

	
[201]

	
GPU-based

	
CUDA

	
2017




	
InSAR Filtering

	
[190]

	
Multiprocessing

	
MPI

	
2015




	
[194]

	
GPU-based

	
CUDA

	
2016




	
[195]

	
GPU-based

	
OpenCL

	
2020
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