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Abstract: Landslides are one of the most frequent and important natural disasters in the world. The
purpose of this study is to evaluate the landslide susceptibility in Zhenping County using a hybrid
of support vector regression (SVR) with grey wolf optimizer (GWO) and firefly algorithm (FA) by
frequency ratio (FR) preprocessed. Therefore, a landslide inventory composed of 140 landslides and
16 landslide conditioning factors is compiled as a landslide database. Among these landslides, 70%
(98) landslides were randomly selected as the training dataset of the model, and the other landslides
(42) were used to verify the model. The 16 landslide conditioning factors include elevation, slope,
aspect, plan curvature, profile curvature, distance to faults, distance to rivers, distance to roads, sedi-
ment transport index (STI), stream power index (SPI), topographic wetness index (TWI), normalized
difference vegetation index (NDVI), landslide, rainfall, soil and lithology. The conditioning factors
selection and spatial correlation analysis were carried out by using the correlation attribute evalua-
tion (CAE) method and the frequency ratio (FR) algorithm. The area under the receiver operating
characteristic curve (AUROC) and kappa data of the training dataset and validation dataset are used
to evaluate the prediction ability and the relationship between the advantages and disadvantages of
landslide susceptibility maps. The results show that the SVR-GWO model (AUROC = 0.854) has the
best performance in landslide spatial prediction, followed by the SVR-FA (AUROC = 0.838) and SVR
models (AUROC = 0.818). The hybrid models of SVR-GWO and SVR-FA improve the performance
of the single SVR model, and all three models have good prospects for regional-scale landslide
spatial modeling.

Keywords: landslide susceptibility; support vector regression algorithm; grey wolf optimizer algorithm;
firefly algorithm; hybrid model

1. Introduction

Landslide hazard refers to the geological process and natural phenomenon in which
the rock and soil on the slope are affected by gravity and under the comprehensive influence
of external factors [1,2]. The impact of social development and construction on the natural
environment is self-evident. As the most serious geological disaster, the consequences and
secondary disasters caused by landslide will not only cause serious harm to society, but
also cause huge economic losses [3,4]. The prevention, control and treatment of landslide
disasters brook no delay.
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As the first step to prevent and control landslide disasters, landslide susceptibility
mapping is a standard tool for land management decision-making to reduce landslide
damage [5–7]. It classifies the areas prone to landslides, so as to formulate land management
plans and decision-making schemes to reduce potential landslide disaster risks. Therefore,
it can be considered that the landslide susceptibility map is an effective procedure to help
humans identify and adapt to landslide disaster mitigation [8,9]. The mapping of landslide
susceptibility mainly follows the following four parts: first, it is based on a landslide
inventory map; second, it is necessary to create landslide conditioning factors directly or
indirectly related to the landslide; then, qualitative or quantitative methods are used to
estimate the correlation value between the landslide conditioning factors and the landslide;
finally, the target area is divided into different types of landslide susceptible areas [10–12].

Up to now, many researchers have adopted several methods, including qualitative
analysis and quantitative techniques, in order to improve the accuracy of landslide suscepti-
bility mapping [8,13]. Three methods of landslide prediction and zoning based on GIS tech-
nology have been used many times, including heuristic, statistical and deterministic meth-
ods [8,14–16]. There are many traditional models, including: frequency ratio (FR) [17–21],
certainty factor (CF) [22–26], weight of evidence (WoE) [27–31], fuzzy logic (FL) [32–36],
analytic hierarchy process (AHP) [37–40], Dempster–Shafer (DS) [41–45], information
value (IV) [46–49], and the geographic information system [50] matrix method [51,52].
Traditional models, like statistical models, are based on statistical assumptions and rely
on a large number of datasets [53]. They no longer satisfy the modeling needs of re-
searchers, and intelligent algorithms with higher precision have replaced traditional mod-
els, including: adaptive neuro-fuzzy inference system (ANFIS) [54–57], logistic regression
(LR) [58–62], naive Bayes (NB) [63–65], kernel logistic regression (KLR) [66–69], decision
tree (DT) [14,70–74], random forest (RF) [75–79], artificial neural network (ANN) [80–84],
support vector machine (SVM) [14,85–88], generalized addition (GA) [89], general linear
models (GLM) [90–92], and support vector regression (SVR) [53,93], as well as firefly algo-
rithm (FA) [94] which can be used for optimization. Each model is different in data input
process, operation calculation, data output process and predictive ability [95].

In recent years, the integrated modeling method of landslide susceptibility based on
statistical models and the main research technology of machine learning algorithms has
been recognized by many researchers, such as the combination of frequency ratio (FR) and
logistic regression (LR) methods [8,96,97], the combination of bivariate statistical index
and ANFIS [55], as well as the combination of physical model and convolutional neural
network [98]. Two new hybrid integrated artificial intelligence models, LADT-bagging
and FPA-bagging, are used to simulate the landslide susceptibility in the Youfanggou
district [99]. It can be seen that these integrated models have stronger recognition ability
and more accurate prediction ability. For this reason, more and more researchers are still
exploring new integration technologies.

As a powerful geospatial evaluation model, the FR can assign probability weight
to landslide conditioning factors, and its performance is stable and reliable. The SVR
is a machine learning algorithm for regression analysis, which allows the prediction of
continuous real valued variables. It can deal with nonlinear problems and high-dimensional
data. The GWO and FA algorithm take the biological population relationship to seek the
optimal solution as their respective principles. The GWO realizes the idealization of
simulating the living habits of gray wolves in nature, and the FA realizes the idealization of
firefly luminous characteristics. As meta-heuristic algorithms, both have good performance
and are more suitable for spatial prediction.

In this article, three models (SVR, GWO, and FA) based on frequency ratio (FR)
algorithm are proposed for spatial prediction of landslide susceptibility in Zhenping
County, Shaanxi Province. This study aims to find the most suitable integrated modeling
method for Zhenping County, and verify the overall effect of the hybrid model in landslide
spatial prediction.
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2. Study Area and Data Preparation

Zhenping County is located between longitudes 109◦11′ E and 109◦38′ E and between
latitudes 31◦42′ N and 32◦13′ N, with an area of 1503.26 km2 (Figure 1).
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Figure 1. Location of the study area.

The southwest of Zhenping County lies on the main ridge of Daba Mountain, forming
a terrain high in the southwest and low in the northeast. Most of the ridges along the
southwestern mountains are about 2400 m above sea level. The ridges along the northeast
mountains are between 1400 and 2500 m. The areas between 500 and 1000 m a.s.l. are
distributed in the Nanjiang River and both banks of its tributaries. The relative height is
large, and the slope is mostly between 20◦ and 45◦. The areas between 1000 and 1500 m a.s.l.
are characterized by a deep valley and a steep slope, and the relative height is 600–1000 m.
The areas with altitudes higher than 1500 m include the main ridge of Daba Mountain
and Hualong mountain. The main ridge mountains are obvious, the relative height is
600–1200 m, and the slope is mostly between 35◦ and 50◦. This area is located in the
Yangtze quasi-platform sedimentary area and the Qinling trough sedimentary area, and
the stratigraphic lithology in the area is relatively complex.

The location of the previous landslide can be determined using a landslide inventory
map containing landslide-related information [100]. The landslide data in this paper
is based on the interpretation and extraction of high-resolution remote sensing images,
historical reports and field survey, which are mostly developed in areas with strong human
engineering activities such as towns, roads, and faults. There are 140 landslides in the
study area, of which 119 are small-scale landslides, 20 medium-sized landslides and 1 large
landslide. A total of 140 landslides were randomly divided into the training dataset and the
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testing dataset at a ratio of 7:3, which were converted into point features in GIS software
with a resolution of 25 m.

According to the literature review, high-resolution remote sensing elevation data of
the study area and geological and hydrological maps [3,10,101–104], 16 landslide hazard
conditioning factors were analyzed and extracted, including topographic factors, geological
factors, and environmental factors. The selected landslide conditioning factors include:
elevation, slope, aspect, plan curvature, profile curvature, distance to faults, distance
to rivers, distance to roads, sediment transport index (STI), stream power index (SPI),
topographic wetness index (TWI), the normalized difference vegetation index (NDVI), land
use, rainfall, soil and lithology. The 16 landslide conditioning factors are converted into a
thematic data layer with a resolution of 25 m.

Elevation refers to the height of a point relative to the datum [105]. Many scholars use
elevation to analyze the susceptibility of landslides [14]. It mainly affects slope stability
through human engineering activities, vegetation distribution and land use types. In the
GIS software, the elevation data is used to draw an elevation map with twelve categories
(Figure 2a). The elevation of the study area is between 547–2911 m, most of which is
enclosed between 1200–1800 m.
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Figure 2. Landslide conditioning factor maps: (a) elevation; (b) slope; (c) aspect; (d) plan cur-
vature; (e) profile curvature; (f) distance to faults; (g) distance to rivers; (h) distance to roads;
(i) sediment transport index (STI); (j) stream power index (SPI); (k) topographic wetness index (TWI);
(l) normalized difference vegetation index (NDVI); (m) land use; (n) rainfall; (o) soil; (p) lithology.
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Slope refers to the angle between the slope surface and the horizontal direction,
indicating the steepness of the slope, and is an important indicator that affects the stability
of the slope [106,107]. The slope mainly affects the stress distribution state of the slope and
is directly related to the sliding of the soil. GIS software was used to divide the slope into
seven categories based on DEM data and draw a slope map (Figure 2b).

The aspect of the slope affects the amount of solar radiation received by the surface,
which affects surface evaporation, weathering, vegetation coverage, and slope erosion,
which in turn makes slope stability different [7,108]. In this paper, GIS software is used
to divide the aspect into nine categories based on DEM data and draw the aspect map
(Figure 2c). There is very little distribution of flat land in the study area, accounting for
<0.01%, and the proportion of other slope directions > 10%, and the overall difference
is small.

Plan curvature is an important factor in evaluating the vulnerability of landslides [109].
Plan curvature is a measure of the distortion of the ground surface in the horizontal
direction, and describes the degree of curvature of the ground contour at the point [110].
In this study, a plan curvature map was drawn according to DEM (Figure 2d). According
to the plan curvature, the slope can be divided into concave, plan and convex.

Profile curvature is a measure of the elevation change rate of the surface in the
vertical direction, which describes the curvature and change of the ground in the slope
direction [111]. Using DEM in GIS software, a profile curvature map was produced
(Figure 2e). According to the profile curvature, the slope can be divided into concave, plan
and convex.

Faults control the formation and development of geomorphology to a certain extent,
and the degree of crustal stress, fracture and weathering are also affected by faults [112].
Using the fault map of the study area and the Euclidean distance analysis tool of the GIS
software, the distance to faults map was extracted (Figure 2f).

The effect of surface water is that surface runoff erodes the river bank, makes the
bank slope increase and steepen, erodes the slope toe, reduces the support force of the
bank slope, and directly affects the saturation of the material to control stability [113]. The
Euclidean distance analysis tool of the GIS software was used to extract the distance to
rivers map (Figure 2g).

As one of the most important human factors influencing the occurrence of landslides,
the construction of roads in the area must excavate the mountain because of the topographic
constraints, and the roads affect the structure of the slope toe resulting in increased strain
behind the slope and the development of cracks [114]. This is also the most important
distribution feature of geological disasters in the region. The Euclidean distance analysis
tool of the GIS software was used to extract the distance to roads map (Figure 2h).

STI characterizes erosion and deposition processes [20,115]. SPI shows the strength
and erosion of slope runoff [116,117]. TWI describes the erosion and deposition process
of the terrain [20]. In this paper, the GIS software is used to delineate these three factors
(Figure 2i–k).

NDVI describes the vegetation coverage area and vegetation density in remote sensing
images, and NDVI factors are indispensable in the prediction of landslide susceptibil-
ity [118]. The NDVI value of the study area was calculated according to the near-infrared
and red bands of Landsat 8 OLI using the following formula (Figure 2l):

NDVI = (NIR− R)/(NIR + R) (1)

where, R and NIR represent the infrared band (0.630–0.680 µm) and the near-infrared band
(0.845–0.885 µm), respectively.

The unreasonable use of land by humans will destroy the stability of rock and soil
and accelerate the occurrence of landslides. The paper analyzes the impact on landslides
according to different types of land use [119]. In order to obtain an accurate description,
the land use types are divided into six categories: farmland, forestland, grassland, water
bodies, construction land, and bare land. Finally, a land use map is obtained (Figure 2m).



Remote Sens. 2021, 13, 4966 6 of 28

Rainfall is also an important factor for landslides. Because the study area is covered
by a large area of loess, when soaked in water, their structure will become loose [120,121].
The GIS software was used to extract ten categories of rainfall map with an interval of
50 mm/yr (Figure 2n).

Different physical and mechanical properties of the soil affect surface water filtration
and groundwater flow [122–125]. The soil map was developed based on the soil database
by the Institute of Soil Science, Chinese Academy of Sciences. Using the GIS software,
nine categories of the soil map was extracted (Figure 2o).

Lithology is the material basis for the development and occurrence of landslides. The
weather resistance and strength of rocks and soil depend on the type of lithology [121].
On the other hand, the types and characteristics of landslides are different due to the
combination of rock masses with different properties, hardness and structure [121]. This
paper divides the lithology into ten types according to the geological ages and lithofacies
(Table 1) (Figure 2p).

Table 1. Description of the lithological units.

Group Lithology Geologic Ages

1 Trachyte Silurian

2 Volcanic rock, diabase, diabase porphyrite Silurian

3 Diabase Palaeozoic

4 Metamorphic rhyolite, quartz porphyry, volcanic clastic rocks,
phyllite, metamorphic sandstone Proterozoic

5
Yellow-green and dark gray sandy slate, argillaceous slate,

silty sericite phyllite, sandstone, siltstone, carbonaceous slate,
tuff sandstone

Silurian

6 Slate, argillaceous limestone, banded slate, carbonaceous
slate, silt sandstone, sandstone Silurian

7
Gray-black siliceous rock, carbonaceous slate, yellow-green
phyllite, schist, marl, limestone, calcareous slate, dolomite,

breccia limestone
Cambrian

8 Dolomite, marl, shale, conglomerate, sandstone, limestone,
carbonaceous slate Ediacaran

9 Silty slate, siltstone, sandstone, tuff sandstone, glacial mud Ediacaran

10 Metamorphic basic volcanic rocks, carbonaceous phyllite,
marble, siliceous rocks, metamorphic terrigenous clastic rocks Ediacaran

3. Methodology

This paper is mainly divided into five parts, as shown in Figure 3.

3.1. Frequency Ratio (FR)

The frequency ratio (FR) algorithm is a powerful geospatial evaluation model that
can calculate the correlation between dependent and independent variables [126]. The FR
model assigns probability weights to each landslide conditioning factor, which is used to
consider the influence of each landslide conditioning factor on the landslide [127,128]. The
following equation is used to calculate frequency ratio (FR):

FR =
L

TL
S

TS
(2)

where, L represents the number of landslides in each category, TL represents the total
number of landslides, S represents the number of pixels in each category, and TS represents
the total number of pixels.
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3.2. Support Vector Regression (SVR)

The support vector regression (SVR) algorithm was proposed by Vapnik and his
colleagues [129,130], and the development path was formed by extending the SVM classifi-
cation algorithm [129,131]. The SVR, as a supervised machine learning technology, allows
predicting continuous real-valued variables, and is a machine learning regression method
for regression analysis [129,130,132]. The SVR provides a sparse solution to optimize
the regression loss function using a subset of the input data (i.e., support vectors). Its
performance mainly depends on the choice of kernel, which balances model complexity
and prediction error, and shows its advantages when dealing with nonlinear problems
and high-dimensional data [129]. Among them, the regression estimation function of the
support vector machine can be expressed as follows:

f (x) = αTΦ(x) + h (3)
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where, {xi, yi} is the feature vector of the sample, xi = {xi1, xi2, . . . , xij} is the influence factor
of yi, and j is the number of median values of yi. Φ(x) is the nonlinear mapping function
that the sample is mapped to the feature space, αT is the coefficient of the independent
function; h is the offset. αT and h can be obtained by minimizing the following formula:

Z( f ) =
1
2
‖α‖2 +

Ψ
n

n

∑
i=1

Rδ[yi, f (xi)] (4)

where, Z(f ) is the generalized optimal classification plane function considering the max-
imum classification interval and the minimum number of error samples. ‖α‖2 is the
complexity of the model. Ψ is the penalty parameter that balances empirical risk and model
liquidity. δ is a constant, called a representative tube size to optimize performance [133].
Rδ is a function of δ’s insensitivity loss (error control function). Therefore, the following
optimizations can be made:

minD(α, β) = 1
2‖α‖2 + Ψ

n
∑

i=1
βi + β∗i

αT D(xi) + h− yi ≤ δ + βi
yi − αT D(xi)− h ≤ δ + β∗i
βi ≥ 0, β∗i ≥ 0(i = 1, 2, · · · , n)

(5)

where βi and βi* are the relaxation variables. Setting the partial derivatives of a, h, βi and
βi* to 0 and using the Lagrange equation and duality theory solves the dual optimization
problem [133]:

L(α, h, βi, β∗i , χi, χ∗i , γi, γ∗i )

= 1
2‖α‖

2 + A
l

∑
i=1

βi + β∗i −
l

∑
i=1

χi(βi + δ− yi + αTΦ(xi) + h)

−
l

∑
i=1

χ∗i (β∗i + δ + yi − αTΦ(xi)− h)−
l

∑
i=1

(γiχi + γ∗i χ∗i )

(6)

where, χi, χ∗i , γi, γ∗i is the Lagrangian multipliers, and then use the following formula to
establish the required SVR model:

f (x) = RSVR(x) =
l

∑
i=1

(xi − x∗i )m(x, xi) + h (7)

where, m(x, xi) = 〈Φ(x), Φ(xi)〉 is a polynomial function, which is the kernel function of
this article.

3.3. Grey Wolf Optimizer (GWO)

The grey wolf optimizer (GWO) algorithm is a meta-heuristic algorithm, which was
first proposed by Mirjalili, et al. [134]. The purpose is to simulate the life habits of grey
wolves in nature under the premise of the optimization algorithm [53,135]. Grey wolf is
a kind of simulation of leadership and living according to the social dominance hierar-
chy [136]. In the social hierarchy of grey wolves, there are four roles: decision maker (α),
facilitator (β), executor (δ) and nanny (ω) (Figure 4). Among them, the decision maker (α)
as the leader represents the highest social status. All other characters are controlled by
alpha wolves [137]. The facilitator (β) helps alpha wolves make decisions and establish
herd discipline [134]. When alpha wolves retire or die, beta wolves are also the most
suitable substitute for alpha [138]. The executor (δ) obeys alpha wolves and beta wolves,
and exists as a hunter, scout, and watcher. The nanny (ω) exists to maintain internal
harmony. It acts as a guilty sheep or nanny, and is at the bottom of the grey wolves pack
society. However, without the existence of omega wolves, it is difficult to maintain the
stability of the above three roles, and internal battles may break out at any time. The
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main social behavior of grey wolves is to obtain hunting prey corresponding to the social
hierarchy [138–140]. Then it can be considered to collect randomly preferred solutions
through the GWO meta-heuristic algorithm with optimization process [141]. Specifically,
α, β, δ, and ω are respectively regarded as the optimal solution, the second preferred,
the third preferred and the remaining solutions [142]. The GWO model mainly includes
three steps: (1) approaching the target and surrounding behavior; (2) hunting behavior;
(3) attacking the target and exploiting behavior [138,143]. First, the grey wolves pack
encircles, and the digital model can be expressed as [134]:

→
D =

∣∣∣∣→C ·→Xvictim(t)−
→
Xwol f (t)

∣∣∣∣
→
Xwol f (t + 1) =

→
Xvictim(t)−

→
A ·
→
D

(8)

where,
→
A,
→
C and

→
D denote coefficient vectors,

→
Xwol f (t) and

→
Xvictim(t) represent the current

positions of the grey wolves and victim respectively (Figure 4), and t represents the current
iteration. Next, it performs hunting behavior. The position of ω can be changed by the
optimal solution of α, β and δ wolves’ position [144]. The new position of the grey wolves
for α, β and δ can be calculated by the following formula:

→
Dα =

∣∣∣∣→C1 ·
→
Xα(t)−

→
Xwol f (t)

∣∣∣∣
→
Dβ =

∣∣∣∣→C2 ·
→
Xβ(t)−

→
Xwol f (t)

∣∣∣∣
→
Dδ =

∣∣∣∣→C3 ·
→
Xδ(t)−

→
Xwol f (t)

∣∣∣∣
→
D1 =

→
Xα −

→
A1
→
Dα

→
D2 =

→
Xβ −

→
A2
→
Dβ

→
D3 =

→
Xδ −

→
A3
→
Dδ

→
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Figure 4. The grey wolf optimizer (GWO) algorithm: (a) in the social hierarchy of grey wolves; (b) the current positions of
the grey wolves and victim respectively.

Finally, the main goal is to determine the best location of victim. Wolf behavior is
determined by the value of |A|. When |A| > 1 deviates from the victim and |A| < 1
converges to the victim. When the standard value of |A| = 1 is reached, the optimization
of GWO will be realized [134].
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3.4. Firefly Algorithm (FA)

The firefly algorithm (FA), as a modern meta-heuristic algorithm, was proposed by
Yang [145] and inspired by the social behavior of tropical summer fireflies flashing in the
sky [146]. Fireflies exchange information and seek behavior based on the bioluminescence
of different flash patterns [147]. FA realizes the idealization of the luminous characteristics
of fireflies. It follows three rules:

(1) All fireflies have no gender distinction, and any one firefly will attract all other
fireflies; (2) the attracting ability of a firefly is positively related to its luminous intensity.
The brighter fireflies will attract other fireflies that are not brighter. When there is no firefly
brighter than a particular firefly in the space, it will move randomly; (3) the brightness of
the firefly depends on the value of its objective function, which guides the search process.

The entire firefly population is randomly distributed in the two-dimensional search
space. In this case, assume that the search space has one best global (BG) value and two
best local (BL) values (so there are three best values in total). Throughout the initial search
process, some fireflies moved toward the best global (BG) value, and some moved toward
the best local (BL) value (Figure 5) [148].
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For the maximization problem, the brightness of the firefly can be regarded as propor-
tional to the value of the cost function (brightness = objective function) [148]. In order to
obtain a more reasonable FA, it is necessary to pay special attention to the light intensity
change and the attraction formula.

The light intensity change (I) of the firefly can get all possible solutions of the fitness
function of I(s) and F(s), and the value of I(r) can be obtained according to the following
formula [149,150]:

I = I0e−vr (10)

where I0 represents the light intensity of the light source, and a fixed light absorption
coefficient v is used to estimate light absorption. By integrating the inverse square law
and the influence of the Gaussian absorption approximation, the singularity at r = 0 in
the expression I/r2 is avoided. A parallel relationship with the above formula can be
introduced to explain the attractive force (P):

P = P0e−vr2
(11)

where P0 is the attractive force when r = 0. To some extent, the light intensity I and the
attractive force P are equal. The distance between any two firefly Xi and Xj is expressed
according to the Euclidean distance of the basic firefly algorithm [149,150]:

rij = ‖Xi − Xj‖ =
√

n

∑
k=1

(
Xi,k − Xj,k

)
(12)
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where n represents the dimensionality of the problem. The movement of the i-th firefly is
attracted by another more attractive firefly j. Thus, the following equation is applied:

xi = xi + P0e−vr2
ij
(

xi − xj
)
+ λσi (13)

where σi is a random number extracted from Gaussian distribution [149]. In the above
formula, the parameter λ can be changed from 0 to 1 [151].

4. Results
4.1. Correlation Analysis and Selection of Conditioning Factors

In this study, the average merit (AM) of each conditioning factor was calculated by
using the correlation attribute evaluation (CAE) and 10-fold cross-validation [152], and
the results are shown in Figure 6. The results show that all the 16 factors can promote
the occurrence of a landslide (AM > 0). The results show that elevation has the great-
est effect on landslide occurrence (AM = 0.407), followed by NDVI (AM = 0.373), soil
(AM = 0.356), land use (AM = 0.328), distance to rivers (AM = 0.316), distance to roads
(AM = 0.314), distance to faults (AM = 0.183), lithology (AM = 0.184), slope (AM = 0.182),
aspect (AM = 0.175), rainfall (AM = 0.103), plan curvature (AM = 0.047), profile curvature
(AM = 0.031), SPI (AM = 0.03), STI (AM = 0.024) and TWI (AM = 0.007). Therefore, all the
factors are adopted in this study.
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The frequency ratio (FR) model is also used to measure the correlation between land-
slide and conditioning factors. It can be clearly seen from Table 2 that the area proportion
statistics and landslide point proportion statistics of the 16 landslide conditioning factors
in this paper are carried out in GIS software, and the frequency ratio (FR) value of each
category is calculated. These weight values of FR represent the ratio of landslide occurrence
rate to area ratio of conditioning factors [153,154]. The highest proportion of landslide
points (35.73%) was found in the range of 900–1100 m, and the FR value was the largest
(3.80) (Category 3). For the slope, the FR value (1.62) in the range of 50–60◦ is the largest
(Category 6), while there is no landslide in the area greater than 60◦. In the study area, the
FR value is proportional to the slope angle. It can be understood that the shear pressure
inside the soil generally increases with the increase of slope angle [154,155]. As for the
relationship between slope aspect and landslide, the FR values in the Southeast (3.42) and
South (2.60) ranges are larger (Category 5 and 6), indicating that these categories have
positive spatial correlation with the occurrence of landslides [156]. In the range of the
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concave surface of the plan curvature (1.11, Category 1), the range of the convex surface of
the profile curvature (1.16, Category 3), the distance to faults is in the range of 1500–2000 m
(2.03, Category 4), the STI is in the range of >40 (1.55, Category 5), the SPI in the range
of >40 (1.32, Category 5), the TWI in the range of 2.5–3 (1.57, Category 4), the NDVI in
the range of 0.38–0.53 (2.29, Category 5), and the fourth group (group 4: metamorphic
rhyolite, quartz porphyry, volcanic clastic rocks, phyllite, metamorphic sandstone) in the
lithology (1.63) has the largest FR value and the highest probability of landslide occurrence.
For the two conditioning factors of distance to rivers and distance to rivers, the smaller
the distance, the greater the possibility of landslides. Because road construction always
produces countless slopes, disturbing the stability of the slope results in a large number
of landslides [157,158]. The river network sculpts and shapes the landform to a large
extent. The supporting force of the river on the slope and the pore water pressure of the
alternate slope are controlled. Therefore, in many cases in the previous studies, the distance
from the river is a key adjustment factor [157,158]. In terms of land use, the FR value in
farmland is the largest (2.40). This is closely related to land irrigation, human engineering
activities and rainfall [159]. For rainfall, the largest FR value (4.64) appears in the range of
<800 mm/yr. Regarding the relationship between soil and landslide, the higher FR values
in the range of Type 4 (7.84) and Type 6 (6.82) indicate that landslides are most likely to
occur in these categories.

Table 2. Correlation between landslides and conditioning factors using frequency ratio (FR) model.

Conditioning
Factors Classes Percentage of

Domain (a)
Percentage of
Landslides (b)

FR
(b/a)

Elevation (m)

547–700 0.7 0.6 0.90
700–900 3.5 10.9 3.09

900–1100 9.4 35.7 3.80
1100–1300 14.9 24.0 1.61
1300–1500 17.2 11.9 0.70
1500–1700 16.6 7.8 0.47
1700–1900 14.8 1.3 0.09
1900–2100 10.6 2.7 0.26
2100–2300 6.7 1.9 0.29
2300–2500 4.0 3.2 0.80
2500–2700 1.4 0.0 0.00
2700–2911 0.2 0.0 0.00

Slope (◦)

0–10 5.8 0.0 0.00
10–20 19.6 11.8 0.60
20–30 30.9 31.7 1.03
30–40 28.1 35.3 1.26
40–50 13.4 17.7 1.32
50–60 2.2 3.6 1.62

60–72.77 0.1 0.0 0.00

Aspect (◦)

Flat (−1) 0.0 0.0 0.00
North (0◦–22.5◦) 13.1 0.1 0.01

Northeast (22.5◦–67.5◦) 14.3 0.8 0.06
East (67.5◦–112.5◦) 13.8 15.6 1.13

Southeast (112.5◦–157.5◦) 12.5 42.8 3.42
South (157.5◦–202.5◦) 12.2 31.5 2.60

Southwest (202.5◦–247.5◦) 12.0 7.0 0.59
West (247.5◦–292.5◦) 11.6 2.0 0.17

Northwest (292.5◦–337.5◦) 10.6 0.2 0.02

Plan curvature
(m/100)

Concave 47.5 52.6 1.11
Plan 4.3 3.7 0.87

Convex 48.3 43.7 0.90
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Table 2. Cont.

Conditioning
Factors Classes Percentage of

Domain (a)
Percentage of
Landslides (b)

FR
(b/a)

Profile curvature
(m/100)

Concave 47.6 40.8 0.86
Plan 3.0 1.9 0.63

Convex 49.4 57.3 1.16

Distance to
faults (m)

0–500 25.4 21.4 0.84
500–1000 19.2 32.5 1.69

1000–1500 14.9 12.0 0.81
1500–2000 11.5 23.3 2.03

>2000 29.0 10.8 0.37

Distance to
rivers (m)

0–200 23.8 49.5 2.08
200–400 19.5 27.2 1.39
400–600 16.9 7.3 0.43
600–800 14.6 6.7 0.46

>800 25.2 9.4 0.37

Distance to
roads (m)

0–200 6.8 26.8 3.95
200–400 5.5 19.1 3.48
400–600 5.1 6.8 1.34
600–800 4.9 2.2 0.45

>800 77.7 45.0 0.58

STI

0–10 42.8 30.1 0.70
10–20 27.7 28.8 1.04
20–30 10.9 13.4 1.23
30–40 5.0 6.6 1.32
>40 13.7 21.2 1.55

SPI

0–10 32.7 23.1 0.71
10–20 16.9 14.6 0.86
20–30 11.3 12.7 1.12
30–40 6.8 7.1 1.05
>40 32.3 42.6 1.32

TWI

<1.5 25.8 26.7 1.04
1.5–2 36.8 33.8 0.92
2–2.5 16.5 14.6 0.88
2.5–3 9.3 14.6 1.57

>3 11.6 10.3 0.89

NDVI

−0.12–0.16 6.6 1.4 0.21
0.16–0.24 16.2 4.4 0.27
0.24–0.31 23.9 8.8 0.37
0.31–0.38 26.3 24.0 0.91
0.38–0.53 26.9 61.5 2.29

Landuse

Farmland 11.0 26.3 2.40
Forestland 43.3 13.0 0.30
Grassland 45.5 60.6 1.33

Water bodies 0.0 0.0 0.00
Construction land 0.2 0.0 0.00

Bare land 0.0 0.0 0.00

Rainfall
(mm/yr)

<800 0.1 0.5 4.60
800–850 0.2 0.0 0.00
850–900 1.3 0.0 0.00
900–950 4.2 3.1 0.75

950–1000 35.0 22.1 0.63
1000–1050 48.6 63.5 1.31
1050–1100 7.4 7.7 1.04

1100–1150 2.4 3.0 1.24
1150–1200 0.8 0.2 0.24

>1200 0.2 0.0 0.00
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Table 2. Cont.

Conditioning
Factors Classes Percentage of

Domain (a)
Percentage of
Landslides (b)

FR
(b/a)

Soil

Type 1 (Yellow-brown soil) 23.4 28.7 1.23
Type 2 (Dark-yellow-brown soil) 13.9 21.1 1.52
Type 3 (Yellow-browning soil) 0.0 0.0 0.00

Type 4 (Albic yellow
cinnamon soil) 0.5 3.7 7.79

Type 5 (Brown soil) 55.0 21.7 0.39
Type 6 (Alluvial soil) 2.9 19.4 6.81

Type 7 (Calcareous soil) 1.5 0.4 0.24
Type 8 (Skeletal soil) 2.3 5.0 2.22

Type 9 (Mountain
scrubby-meadow soil) 0.6 0.0 0.00

Lithology

Group 1 2.5 0.2 0.07
Group 2 6.9 5.7 0.84
Group 3 1.2 0.0 0.00
Group 4 0.9 1.5 1.62
Group 5 1.8 1.1 0.60
Group 6 24.7 36.0 1.46
Group 7 44.6 40.2 0.90
Group 8 7.8 7.4 0.95
Group 9 7.9 7.3 0.92
Group 10 1.8 0.6 0.35

4.2. Application of Hybrid Models

In this study, with training and testing as the basic principles, a single model of the
SVR model and two hybrid models of the SVR-FA model and the SVR-GWO model were
developed using the Matlab software. At this point, the prepared training dataset (70%) and
testing dataset (30%) that have been preprocessed by the FR model come into play. These
three models (SVR, SVR-GWO, and SVR-FA) firstly use training data samples to explore
the relationship between landslide conditioning factors and landslides and non-landslides
in the study area. Then, the testing dataset is used to verify the accuracy of the model built.
Accuracy analysis is performed on the training data samples and testing data samples
using the three models, and the results are shown in Figures 7–9. The target and output
value of the training data samples and the testing data samples are counted, and the mean
standard error (MSE) and standard deviation (StD) are used to determine the accuracy of
the two data samples. In the training data samples, the MSE values of the SVR, SVR-GWO
and SVR-FA models are 0.042, 0.018 and 0.022, respectively; the StD values of frequency
error are 0.205, 0.134 and 0.147, respectively. According to the size of MSE and StD, two
hybrid models, SVR-GWO and SVR-FA, are selected as good models. A model that can
obtain higher-precision results by verifying testing data samples can be considered as a
more optimized model. Therefore, the statistical values of the testing data samples are
shown in Figures 7, 8 and 9d–f. The MSE and StD values of the SVR model are 0.040 and
0.198, respectively, the MSE and StD values of the SVR-GWO model are 0.021 and 0.144,
and the MSE and StD values of the SVR-FA model are 0.032 and 0.180, respectively. The
results show that the SVR-GWO model is the best algorithm among the three models, and
the single model SVR is the worst. This is because, in the accuracy analysis, they are the
best and worst in the evaluation and prediction of training data samples and testing data
samples, respectively.
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4.3. Validation and Comparison of Models

The validation of landslide susceptibility model is an important part of landslide
susceptibility mapping [83]. The receiver operating characteristic (ROC) curve and the
area under the receiver operating characteristic curve (AUROC) are used to evaluate the
performance of the landslide susceptibility model. In the AUROC figure, the quality of
classifier for probabilistic or deterministic landslide susceptibility model can be effectively
represented [160]. The training and test datasets in the AUROC curve can be used to
evaluate the goodness of fit (learning ability) and prediction ability (generalization) of the
selected model, respectively [161]. The more area under the receiver operating characteristic
curve (AUROC), the higher the performance of the model. The sensitivity of the model is
expressed by the percentage of the number of landslide grids correctly predicted by the
model, and the specificity is expressed by the percentage of the predicted grid number
of landslides in the whole study area. The AUROC value represents the performance
of the model. The AUROC value of the suitable model is distributed between 0.5–1.
The closer to 1, the more perfect the model is. Figures 10 and 11 show the AUROC
curves of the selected landslide susceptibility model from the training dataset and the
validation dataset, respectively. All models performed well in landslide susceptibility
assessment (AUC > 0.810). The AUROC values of the model in the training dataset and
the validation dataset are in the same order. In the training dataset, the SVR-GWO model
(AUROC = 0.882) has the best, followed by the SVR-RA model (AUROC = 0.863) and the
SVR model (AUROC = 0.826). In the validation dataset, the performance of the SVR-GWO
model (AUROC = 0.854) is better than the SVR-RA model (AUROC = 0.838) and the
SVR model (AUROC = 0.818). Therefore, the SVR-GWO model can be considered as the
best model.
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4.4. Generation of Landslide Susceptibility Maps

In this paper, the landslide susceptibility index (LSI) is calculated for the three selected
models. LSI can be regarded as the probability value of 0 to 1. The higher the LSI, the
greater the possibility of landslide. After the corresponding LSI values are attached to each
pixel in the study area, the final landslide susceptibility map is generated in GIS. The three
landslide susceptibility maps generated by the SVR model, SVR-GWO model and SVR-FA
model are shown in Figure 12.

The landslide susceptibility map of the study area is divided by the Jenks natural
breaks method, including very low susceptibility area, low susceptibility area, moderate
susceptibility area, high susceptibility area and very high susceptibility area. In three
different models, the area proportion of each category was calculated (Figure 13). For the
SVR model, the highest proportion was the moderate susceptibility area (27.66%), followed
by the high susceptibility area (26.48%), the low susceptibility area (21.16%), the very high
susceptibility area (14.42%), and the very low susceptibility area (10.28%). According to
the results of the SVR-GWO model, the areas with very low susceptibility (15.89%), low
susceptibility (22.97%), moderate susceptibility (23.69%), high susceptibility (22.10%) and
very high susceptibility (15.35%) were classified and distributed. In the SVR-FA model,
the proportion of very low, low, moderate, high and very high susceptibility areas were
10.39%, 19.12%, 25.10%, 26.68% and 18.71%, respectively.

In addition, although AUROC can directly reflect the proportion of correct classifica-
tion, the sample size of each category is often unbalanced. Therefore, three values, including
Kappa index, kappa location and kappa histogram, were calculated for all regions and five
subregions by kappa statistics using the Map Comparison Kit (MCK) software [162,163].
Kappa location and kappa histogram are extensions of Kappa index [163]. The values of
kappa statistics vary from 0 to 1. A value of 1 indicates that the two classes are identical
(exactly the same), and a value of 0 indicates that the two classes are inconsistent [164]. It
can be considered that the kappa value of 0.8–1.0 indicates that the similarity is almost per-
fect, 0.6–0.8 indicates high similarity, 0.4–0.6 indicates medium similarity, 0.2–0.4 indicates
poor similarity, and 0–0.2 indicates extremely poor similarity [164,165].

In the low susceptibility area, the index similarity of the three susceptibility maps is
higher, and the similarity of location and quantity also have higher and almost perfect
results. In the moderate susceptibility area, the index similarity of the three susceptibility
maps is moderate, the position similarity is consistent with the index similarity, and the
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quantitative similarity among them is almost perfect. In the high susceptibility area, the
kappa index of the SVR and SVR-GWO models is the largest (0.426), followed by the
kappa index of the SVR-GWO and SVR-FA models (0.339), and the kappa index of the
SVR and SVR-FA models (0.326), indicating that the similarity of the pairwise comparison
group is medium or poor. At the same time, the positional similarity is consistent with
the index similarity, and the quantitative similarity is still almost perfect. In the very high
susceptibility area, the similarity of the three susceptibility maps is high, and the location
similarity also has high and almost perfect results, and the quantitative similarity is almost
perfect. On the whole of the study area, the kappa index of the three susceptibility maps
is between 0.503 and 0.586, indicating that the similarities of the susceptibility maps are
medium. The location similarity also has medium and high results, indicating that the
spatial distribution of the three types of landslide susceptibility maps is not closely related.
At the same time, the quantitative similarity is almost perfect, indicating that the number
of landslides in each landslide susceptibility map has perfect quantitative correlation.
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The comparison results of kappa statistics data of three landslide susceptibility maps
are shown in Table 3. The results show that the three susceptibility maps have exactly the
same similarity in the very low susceptibility area, and the kappa value is 1.

Table 3. Kappa statistics of landslide susceptibility maps.

Landslide Susceptibility
Map

Very
Low Low Moderate High Very

High All

SVR vs. SVR-GWO
Kappa index 1.000 0.680 0.477 0.426 0.747 0.586

Kappa location 1.000 0.878 0.491 0.476 0.780 0.640
Kappa histogram 1.000 0.775 0.972 0.896 0.957 0.916

SVR vs. SVR-FA
Kappa index 1.000 0.608 0.418 0.326 0.659 0.503

Kappa location 1.000 0.612 0.446 0.349 0.725 0.539
Kappa histogram 1.000 0.937 0.937 0.934 0.909 0.934

SVR-GWO vs. SVR-FA
Kappa index 1.000 0.658 0.413 0.339 0.711 0.536

Kappa location 1.000 0.843 0.454 0.352 0.821 0.604
Kappa histogram 1.000 0.780 0.909 0.962 0.856 0.888

5. Discussion

Zhenping County is located in the hinterland of Daba Mountain, with a complex
geological environment, high mountains, deep gullies and steep slopes. The landslide
disasters in the study area are widely distributed, numerous and harmful. Landslide
susceptibility modeling and optimization has a great impact on the regional evaluation
of landslide disasters. The modeling methods are various and involve a wide range of
contents, which is of great significance. Landslide susceptibility prediction is regarded as
the first means of land use planning, which is also the first important step of landslide



Remote Sens. 2021, 13, 4966 20 of 28

hazard and risk assessment [166]. Therefore, it is necessary to choose an effective landslide
susceptibility model for modeling.

In this study, 140 landslides and 16 landslide conditioning factors were selected for
data preparation. The FR algorithm was used to analyze the spatial correlation between
landslides and the condition factors. In terms of elevation, the FR value decreases with the
increase of elevation. This is mainly due to the impact of human activities in low-altitude
areas and high-altitude anti-weathering rocks [117,167]. On the other hand, another im-
portant reason is the impact of heavy rain on low altitude area [160]. The slope is directly
proportional to the FR value, which is also based on local conditions. At the same time,
it can be clearly seen that the FR values in the southeast and south directions are the
largest, mainly due to the influence of sunshine and rainfall. After more dry and wet
cycles, the soil strength in the southeast and south directions is weakened. The plan and
profile curvatures show abnormal results. The concave plan curvature and convex profile
curvature can compensate slope by the concentrating water and the corresponding shear
stress [160]. The linear characteristics of distance to faults, distance to rivers and distance
to roads are inversely proportional to the landslide susceptibility (FR value). As the SPI
increases, the FR value increases. NDVI is directly proportional to landslide susceptibility,
in part because strong wind will increase the weight of vegetation, thus forcing additional
downward load on the slope [160,168]. There are more irrigation and artificial excavation
effects in farmland and grassland areas, which affect the stability of landslide and have
high landslide susceptibility. As for lithology, the dominant categories include the fourth
group (Proterozoic: metamorphic rhyolite, quartz porphyry, volcanic clastic rocks, phyl-
lite, metamorphic sandstone) and the sixth group (Silurian: slate, argillaceous limestone,
banded slate, carbonaceous slate, silt sandstone, sandstone). There is groundwater flow
in saturated sandstones that are relatively easy to crack and rocks with cracks, which
cause additional loads on the rocks, resulting in a faster penetration process, which leads
to landslides.

The standard guidelines for the selection of factors are still a topic of debate [169].
The contribution of factors depends on the distribution characteristics of landslides, the
geo-environmental characteristics of the study area, and the evaluation method used. In
this study, the selection of landslide conditioning factors using the correlation attribute
evaluation (CAE) and 10-fold cross-validation indicated that the 16 landslide conditioning
factors have positive contributions to landslide models. The elevation (0.407), NDVI (0.373),
and soil (0.356) have the highest importance, while TWI (0.007), STI (0.024) and SPI (0.03)
show lower predictive ability. Therefore, further studies are necessary to explore landslide
conditioning factor selection methods.

A single SVR model and two hybrid models of SVR-GWO and SVR-FA were estab-
lished for landslide susceptibility assessment. Statistics and analysis of the target value
and output value of the training data samples and the testing data samples are carried out
on the training dataset and the testing dataset of the three models. It can be seen intuitively
from the images of each model that the SVR-GWO model is more regular, including the
curve of target value and output value, the curve of error distribution, and the histogram of
error quantity. It can be clearly seen from the accuracy analysis parameters that the errors
of the hybrid models are smaller than that of the single model, and the SVR-GWO model is
the best algorithm.

When using the AUROC curve to evaluate the performance of the model, it was found
that the three landslide susceptibility models (SVR, SVR-GWO and SVR-FA) expressed
their good quality in the form of probability. At the same time, the performance of the
model is stable and reliable in both the training dataset and the testing dataset. After
comparison, it is found that the two hybrid models improve the performance of the single
model, and it can be considered that the three models perform well. Among them, the
SVR-GWO model (0.854) is the best model, followed by the SVR-FA (AUROC = 0.838) and
SVR models (AUROC = 0.818).
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In this study, the three hybrid models used LSI values to obtain a robust landslide sus-
ceptibility assessment and mapping. The three landslide susceptibility maps are composed
of SVR, SVR-GWO and SVR-FA models preprocessed by FR algorithm. The three landslide
susceptibility maps and the histogram with five susceptibility areas show intuitively and
visually the application of the model to the landslide susceptibility of the Zhenping County
study area. The hybrid model improves the performance and partition accuracy of the SVR
single model. The partition results of the three models all have a reasonable distribution,
and the SVR-GWO model obtains the best partition results. For the SVR-FA model and the
SVR model, the area in the high-susceptibility region is smaller than that of the SVR-GWO
model. This reduces the time and cost for effective mitigation plans in those target areas of
disaster prevention and land use planning.

In addition, the performance of the three models is judged from the kappa data.
The most obvious is the extremely high similarity in numbers, indicating that the five
subregions in each model divide the landslides reasonably and reliably. The biggest
difference between the models is the SVR and SVR-FA models, followed by the SVR-GWO
and SVR-FA models, indicating that the tendency of over-adaptation between the models
is small. With reference to the previous AUROC value, it also shows that the integration of
the model positively affects the performance of the model. These are labels indicating that
the three hybrid models have good performance and reliable results.

In general, in order to obtain better landslide susceptibility modeling results, it is a
wise approach to adopt a hybrid algorithm. The two hybrid algorithms (SVR-GWO is better
than SVR-FA) in this paper are better than its own single model (SVR) when applied to the
Zhenping County study area. These three models can be applied to regional-scale landslide
spatial modeling in other regions. At the same time, the three landslide susceptibility maps
in this article can provide government personnel, land use planners and engineers with a
basis for land use planning.

6. Conclusions

Landslide is one of the disasters with clear social attributes that cannot be ignored.
In this study, the performance of the hybrids of support vector regression (SVR), grey
wolf optimizer (GWO) and firefly algorithm (FA) algorithm in landslide susceptibility
assessment of Zhenping County is compared, which is the main novelty of the paper. The
frequency ratio (FR) algorithm is used to evaluate the relationship between landslide and
conditioning factors. In the process of factor selection analysis, elevation, NDVI, soil, land
use, distance to rivers, and distance to roads are the most important conditioning factors.
On this basis, the hybrid models are used for landslide spatial prediction of the study
area. The results show that the SVR-GWO model (AUROC = 0.854) has better prediction
accuracy than the SVR-FA (AUROC = 0.838) and SVR model (AUROC = 0.818). In addition,
three landslide susceptibility maps are drawn and analyzed, and the advantages and
disadvantages of the landslide susceptibility model are obtained from the proportion of five
susceptibility areas and kappa data. The results of this study show that the three hybrid
models processed based on GIS can be successfully applied to landslide susceptibility
mapping in Zhenping County. It is a useful tool for the sustainable development of land
management with low cost of capital and time. The SVR-GWO model could be used
to accurately assess the spatial susceptibility of landslides in Zhenping County, Shaanxi
Province, China. It provides early theoretical support for local government decision-makers
and engineering designers. At the same time, other areas under similar environmental
conditions can also be evaluated by the same method.
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