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����������
�������

Citation: Stawowy, M.; Olchowik,
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Abstract: This article explores the quality of information acquired from weather station sensors. A
review of literature in this field concludes that most publications concern the analysis of data acquired
from weather station sensors and their characteristic properties, estimating the missing values from
the data, and assessing the quality of weather information. Despite the large collection of studies
devoted to these issues, there is no comprehensive approach that would consider the modelling
of information uncertainty. Therefore, the article presents a proprietary method of analysing and
modelling the uncertainty of the weather station sensors’ information quality. For this purpose, the
structure of a real meteorological station and the measurement data obtained from it were analysed.
Next, an information quality model was developed using the certainty factor (CF) of hypothesis
calculation. The developed method was verified on an exemplary real meteorological station. It was
found that this method enables the improvement of the quality of information obtained and processed
in a multi-sensor system. This becomes practical when the influence of individual measurement
system elements on the information quality reaching the recipient is determined. An example is
furnished by a demonstration of the usage of two sensors to improve the information quality.

Keywords: information quality; weather station; sensors; modelling

1. Introduction

Information collected from weather station sensors is currently employed in many
economy fields, e.g., agriculture, transport [1], and tourism. Based on the received informa-
tion, it is possible to take rational actions to implement the specific activity in particular
areas. This applies particularly to systems classified as critical national infrastructure. Many
publications describe and analyse the acquired sensor data and their characteristic proper-
ties and estimate missing data in the original meteorological information. Some studies
also present research on the quality of information obtained from these sensors. However,
no approach takes into account uncertainty estimation of the information quality. When ap-
plied to the process of estimating the quality of information obtained from meteorological
station sensors, uncertainty modelling allows one to increase the forecasted data reliability.

Analysing the state of knowledge in the field discussed in this article but also delving
into the achievements of the scientific community, the following areas can be distinguished:

• publications describing meteorological stations, applied sensors, and construction
solutions [1–4],

• publications on analyses of data obtained from sensors and their correctness,
• publications on the quality of information obtained from sensors used in meteorologi-

cal stations,
• publications on the estimation of missing data in meteorological information,
• publications on the quality assessment of weather information.
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The listed main research areas directly related to the subject of this article are analysed
in detail below.

The study described in [5] describes issues related to the adoption of wireless sensor
networks to assess air quality. The authors have rightly noticed that, having data from
individual sensors on temperature, humidity, carbon monoxide (CO), and carbon dioxide
(CO2), it is possible to estimate air quality and decide about the occurrence of an emergency
in the warning system. For this purpose, they implemented the classification tree algorithm
with regard to entropy and information enhancement. This approach has a practical
application, but it does not consider some factors influencing the quality of the information
received from individual sensors.

Additionally, in the area of transport (especially in autonomous vehicles and on
motorways), the quality of information obtained from meteorological sensors is crucial [6].
Study in this area is presented in monograph [7]. Owing to this, it is possible to detect
dangerous weather events and inform drivers about them immediately. Similar studies
of stationary weather stations applied in intelligent transport systems (ITS) are presented
in [8].

A similar approach in the analysis of the obtained data from meteorological sta-
tions was adopted by the authors in the study [9]. They applied decision tree algorithms,
analysing precipitation and minimum and maximum temperatures separately. Thanks
to the application of algorithms devised by the authors, it is possible to identify flawed
sequences contained in meteorological sensors. Similar studies regarding air quality classifi-
cation using specific algorithms and a decision tree are presented in publication [5]. Inquiry
in this area concerns not only land meteorological stations but also marine ones [10].

It is likely to estimate the correctness of meteorological data by comparing them with
data from neighbouring meteorological stations. Then, it is possible to determine the
consistency of data relating to a given meteorological phenomenon in a specific area [11].

The study described in [12] presents studies aimed at determining the forecast using a
hybrid computing network. This approach enables forecasting weather conditions with an
insufficient number of meteorological stations.

The next research area, highlighted by the authors of this article, contains publications
on the estimation of missing data in meteorological information. Scientifically interesting
considerations are presented in the study [13]. It proposes to employ a method consisting in
finding time intervals with similar rainfall patterns. Thanks to their analysis, it is possible
to interpolate the missing data with better quality compared to the methods used so far.

A study [14] also describes work in this research area. The team of authors pro-
posed models enabling temperature interpolation in a geographical system for agricultural
purposes. The conducted analyses resulted in finding that the application of multi-line
regression is most beneficial.

Authors adopt various approaches to assess the quality of weather information. One
of them is the quality of the data stored in big data. As data from many weather stations
equipped with many different sensors are most often (except in sparsely populated areas)
available, it is possible to pre-process them in order to eliminate errors. This approach was
presented in publication [15]. By pre-processing the data, a weather forecasting system that
used data of better quality could be designed.

In order to improve the quality of weather information, a data fusion solution is
also employed. In this way, it is possible to combine data from different sensors. This
increases the reliability of the weather information. This approach was described in the
article [16]. The authors analysed the applied solutions in the area of intelligent transport
systems. They considered that, in the fusion of data from sensors, the most important is the
application of: fuzzy technique, ranging technique, integrated technique, and clustering
technique. Despite considering these techniques and analysing their advantages, these lack
the possibility to model uncertainty in estimating information quality. Similar consider-
ations in this area in the field of transport are presented in the study [17]. This is a very
important issue in the aspect of current research and design of autonomous vehicles. It
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also seems essential to use modelling of the uncertainty of estimating information quality,
because it is possible to increase the level of safety of the means of transport.

Methods of variational assimilation of measurement data from various observational
systems, including imagery, can also be distinguished among scientific studies in weather
information analysis. In publication [18], the authors proposed using a proprietary data
assimilation algorithm, which they presented in detail in a mathematical notation. However,
they did not take into account the information quality from individual sources.

Some scientific studies propose the use of neural networks for the analysis of weather
information [19]. The study in article [20] posits the application of deep neural networks
(DNN) with the object of estimating the amount of precipitation on the basis of radar,
microwave, and infrared data. The conducted simulations confirm the validity of using
DNN to improve the forecast of the amount of precipitation. However, it seems that, by
applying uncertainty modelling of estimating information quality, it is possible to increase
the accuracy of the forecasted data. Therefore, the authors of this article conducted scientific
scrutiny in this direction.

The investigation of the status of the issue allows one to conclude that most of the stud-
ies concern the analysis of the correctness of the obtained data from sensors and weather
forecasting with the application of various algorithms. To the best of our knowledge, no
publications considered the quality of the information received from a meteorological
station at the time of conducting the studies. Studies in this area together with the results
are presented by the authors in this article.

2. Uncertainty Modelling Applied to Estimate the Quality of Information Obtained
from Sensors of a Meteorological Station

The information quality estimation method uses the calculations of the certainty factor
of the hypothesis. The applied CF modelling is based on dependent and independent
connections. Such modelling makes it possible to estimate the impact of selected quality
dimensions and their factors on the quality of information and to identify reliable measure-
ments from several different data sources (e.g., data from different types of sensors).

2.1. Information Quality

There are many ways to describe information quality [21–23]. The best known are the
descriptions in reports and publications related to Massachusetts Institute of Technology
Information Quality Program (MITIQ) [24]. They developed, among other things, an
information quality model based on sixteen dimensions. Ultimately, the MITIQ defined the
dimensions of information quality, which are described as [24–27]:

1. Availability (Dav)—a dimension that defines the possibility of using an information
and communication technologies (ICT) element on demand, at a given time, and by
an authorized process. This dimension is directly related to information security.

2. Appropriate amount of data (Daad)—a dimension that determines how much data
are adequate to complete the task while indicating that the amount is sufficient and
more data could reduce information quality.

3. Believability (Dbel)—a dimension which determines the degree to which information
reflects reality. It may also be related to the credibility of the information source itself.

4. Completeness (Dcom)—a dimension that determines whether the data are sufficient to
perform a specific task.

5. Concise representation (Dccr)—a dimension that determines the degree to which data
are represented.

6. Consistent representation (Dcsr)—a dimension that specifies to what extent data are
represented in the same format.

7. Ease of manipulation (Deom)—a dimension that determines how easily these data can
be processed when applied to other tasks.

8. Free of error (Dfoe)—the dimension that determines the extent to which the data
are error-free.
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9. Interpretability (Dinter)—a dimension that defines the extent to which data are clear
and represented in appropriate languages and symbols.

10. Objectivity (Dobj)—the dimension which determines to what extent data are not subjective.
11. Relevancy (Drelev)—a dimension that determines the usefulness of data in performing

a specific task.
12. Reputation (Dreput)—a dimension that determines the extent to which data are as-

sessed in terms of its sources and content.
13. Security (Dsec)—a dimension that determines the access limits to data to isolate them

from unauthorized access.
14. Timeliness (Dtim)—the dimension that determines the extent to which data are avail-

able on time to complete a task.
15. Understandability (Duns)—a dimension that determines the understandability of data.
16. Value-added (Dvadd)—a dimension that determines the benefits of using data and

whether they themselves are beneficial to the task.

Figure 1 shows all the above-mentioned dimensions affecting information quality.
Each of the dimensions has a direct impact on information quality. Assuming that each
value of the dimension (dimension factor) may vary in the range from 0 to 1, the dimension
that does not affect the quality of information has the value of 1. The dimension that
significantly reduces the quality has the value of 0. Taking the value range <0.1> allows
calculating information quality by statistical methods (e.g., a probability of error Pe can
be used as the free of error dimension coefficient = 1—Pe) but also adopting methods
of estimating uncertainty, such as mathematical evidence based on the Dempster–Shafer
theory or CF modelling [28–30].
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In general, information quality (IQ) consists of the above-mentioned dimensions.
Thus, IQ can be described by the formula:

IQ = f(w1,w2, . . . ,wm), (1)
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where:

• m—the number of dimensions, information quality components (equals 16 according
to the number of the above dimensions),

• w—a variable that determines the impact of a given dimension (i.e., a value in the
range <0.1>).

In the study below, modelling based on the certainty factor of hypothesis [31,32]
was applied.

2.2. Modelling Certainty Factor of Hypothesis

As mentioned above, a convenient model for describing information quality may be
modelling based on CF of the hypothesis. It is assumed that this factor’s value is a direct
value indicating the information quality related to the given hypothesis.

Accurate presentation requires describing formalisms [31,32]. The formal simplified
description of the certainty factor is defined as:

CF(s) = MB(s)−MD(s), (2)

where:

• CF—certainty factor,
• MB—knowledge mapping, i.e., measure of belief,
• MD—hypothesis based on some information.

One has to bear in mind that:

MB→ 〈0, 1〉; MD→ 〈0, 1〉; CF ∈ 〈−1, 1〉, (3)

Interpretation of the measure of belief (MB) and the measure of disbelief (MD) to
probability can be defined as:

CF(s)


1

MB(s)
0

−MD(s)
−1

P(s) = 1
P(s) > P(¬s)
P(s) = P(¬s)
P(s) < P(¬s)

P(s) = 0

, (4)

where:

• P—probability,
• s—hypothesis based on some information.

However, as mentioned, we do not aim at determining probability because our quality
measure is to be related to the CF of final hypothesis of the model.

Since there are many varieties of CF modelling, the basic dependents used in this
paper are described below [31,32].

2.2.1. Parallel Basic Model

The formula for calculating the transition according to Figure 2 between two parallel
observations and the hypothesis are described as [30]:

CF(h, e1, e2) =


CF(h, e1) + CF(h, e2)−CF(h, e1) ·CF(h, e2) if CF(h, e1) ≥ 0 and CF(h, e2) ≥ 0

CF(h,e1)+CF(h,e2)
1−min(|CF(h,e1)|;|CF(h,e2)|) if CF(h, e1) ·CF(h, e2) < 0

CF(h, e1) + CF(h, e2) + CF(h, e1) ·CF(h, e2) if CF(h, e1) < 0 and CF(h, e2) < 0
, (5)
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2.2.2. Serial Basic Model

In the case of a serial model for positive values (such appears in the modelling
described later), according to Figure 3, the following dependent was used [31,32]:

CF(h, e1, e2) =
{

CF(e2, e1) · CF(h, e2) if CF(e2, e1) > 0
0 if CF(e2, e1)<0

, (6)
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Figure 4. This property enables the simplification of calculations in the model proposed in
the next chapter.
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In the following considerations, the final hypothesis’s certainty factor is the value of
the information quality.

2.3. Parallel-Serial Model of the Analysed Solution of the Meteorological Station

In literature, many models are describing various states of information. The most
developed ones can be found in [33], where they are called information processes. The
following types of these information processes are listed below (Figure 5):

1. generating,
2. collecting,
3. storage,
4. processing [34–37],
5. transmitting [38,39],
6. sharing,
7. interpretation.

In Figure 5, the three information states are combined into one because they usually
occur together. Such a presentation of information processes also makes it possible to
slightly simplify the model, which does not affect the model’s overall accuracy.
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A generalised information quality model can be presented as follows. Each of the
previously mentioned information states can be a consecutive node of the information
quality model and generally presented in Figure 6 [40].
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In the presented case, the information quality model is limited to five information
states, of which the fourth state contains three information processes, as shown in Figure 5.
The general model consists of five hypotheses related to information states (Figure 6) and
contains groups of factors, which influence measurement quality as below:

1. Dimensions related to the main data source. In this case, the data source is the weather
station. The dimensions associated with this source influence the value of the indirect
hypothesis h1. In the case of data source redundancy, the h1 hypothesis consists of
many indirect hypotheses.
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2. Dimensions related to collecting, storing, and processing of data. In this case, it is a
computer system dedicated to performing specific tasks. The dimensions related to
this state of information influence the value of the indirect hypothesis h2.

3. Dimensions related to data transmission. This group includes devices for data trans-
port and transmission. Data transport factors influence the value of the indirect
hypothesis h3.

4. Dimensions related to data sharing systems. This group includes imaging and sound
devices transmitting data for interpretation as well as interfaces if the interpreter is a
computer system, e.g., artificial intelligence (AI). The dimensions related to this state
of information influence the value of the indirect hypothesis h4.

5. Dimensions related to data interpretation. This group includes people and—as in this
case –computer systems, e.g., AI. The dimensions related to this state of information
influence the value of the indirect hypothesis h5.

Each of the above points can be described with a full information quality model
presented in Section 2.1. A schematic representation of such a model is shown in Figure 7.
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In the case of the qualitative model, only those dimensions that significantly affect the
result are of any interest. Thus, in the following description, only those factors that have
such an influence are presented.

The final hypothesis is h—the data have been correctly interpreted. It consists of
dependent indirect hypotheses (Figure 7):

• h1a—Basic data source provides valid data. Based on the observations of e1a.
• h1b—Auxiliary data source provides valid data. Based on observations from e1b.
• h1—The weather station delivers valid data. Based on observations of e1a and e1b.
• h2—Data collection, storage, and processing work properly. Based on the observations

of e2.
• h3—Data transport systems work properly. Based on observations from e3.
• h4—Data sharing systems work properly and share data in the correct way. Based on

the observations of e4.
• h5—Data are interpreted correctly. Based on observations e5.

Each of the indirect hypotheses created on the basis of observations results from
observing factors in a given group. In order to simplify the final calculations, the following
description includes only some of the events and the observations that may affect the
quality of information.

The indirect hypothesis based on the observations e1a consists of independent observations:

• e1a.1—The detector is working properly.
• e1a.2—Detector failure.
• e1a.3—Lack of power.

The indirect hypothesis based on the observations e1b consists of independent observations:

• e1b.1—The detector is working properly.
• e1b.2—Detector failure.
• e1b.3—Lack of power.

The indirect hypothesis based on the observations e2 consists of independent observations:

• e2.1—Data collection, storage, and processing work properly.
• e2.2—Interruption of data transmission.
• e2.3—Data are not collected (e.g., lack of resources).
• e2.4—The data are not processed (e.g., insufficient capacity of the data processing system).

The indirect hypothesis based on the observations e3 consists of independent observations:

• e3.1—Data transport systems are working properly.
• e3.2—Link failure.
• e3.3—Power failure of network devices [41–43].

The indirect hypothesis based on the observations e4 consists of independent observations:

• e4.1—Data sharing systems are working properly and sharing data in the correct way.
• e4.2—Data transmission interruption [44,45].
• e4.3—Defective data sharing methods.

The indirect hypothesis based on the observations e5 consists of independent observations:

• e5.1—Data are interpreted correctly.
• e5.2—Badly trained staff (e.g., does not understand the message).
• e5.3—Incorrect data response of the interpreter.

Figure 8 shows a graph of the model of indirect hypotheses h1a. The hypotheses
models h1b, h3, h4, and h5 are similar.

Figure 9 shows the graph of the model of indirect hypotheses h2.
Figure 10 shows the graph of the model of indirect hypotheses h1.
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3. Method Verification and its Computer Exemplification

Sample calculations are presented below. Observation coefficients were estimated for
the real measuring station shown in Figure 11 (observations e1a, e1b, and e2) and based on
the authors’earlier publications [40,46]. The meteorological station is located in Poland in
the northwest part of Warsaw on the premises of the Military University of Technology
(geographical coordinates: 52◦15′10.6′′ N and 20◦53′58.9′′ E). The measurements were
taken in May 2020. During the measurements, the following weather parameters were
recorded: wind speed from 0 m/s to 12 m/s, temperature range from 3 ◦C to 25 ◦C, relative
humidity from 35% to 90%.

The meteorological station includes the following sensors:

• Digital temperature and relative humidity sensor marked with the catalogue symbol
SRH1A (abbreviation comes from the words: sensor, relative humidity) placed in an
anti-radiation shield.
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• Analogue temperature sensor with negative temperature coefficient (NTC) thermistor
marked with the catalogue symbol ST1R (abbreviation comes from words: sensor,
temperature) placed in an anti-radiation shield.

• Wind speed and direction sensor.
• Two independent solar radiation intensity sensors.
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Additionally, the station includes a “Micropower” module which records and trans-
mits data to the server. The station is situated on a two-meter-high aluminium mast.
The digital temperature and relative humidity sensor marked with the catalogue symbol
SRH1A is a measurement device which can operate both in external conditions and inside
buildings. Its basic technical data [47] are shown in Table 1.

Table 1. Technical data of the digital temperature and relative humidity sensor.

Parameter Relative Humidity (RH)
Measurement Temperature Measurement

Measurement range 0 . . . 100%RH −40 . . . +70 ◦C

Accuracy at 25 ◦C ±1.8%RH (0 . . . 90%RH) ±3.0%RH
(>90%RH)

±0.3 ◦C (0 . . . 70 ◦C), ±0.5
◦C for the remaining values

Nonlinearity <0.1%RH -
Long-term stability <0.25%RH/year <0.02 ◦C/year

Measurement resolution 0.01%RH 0.01 ◦C

Analogue NTC temperature sensor with the catalogue symbol ST1R [48] is meant to
measure air temperature. Its case is made of stainless steel which allows the use of the
sensor in difficult atmospheric conditions. The basic parameters are as follows:

• Operation temperature range −50 . . . +70 ◦C,
• Measurement accuracy ±0.5 ◦C,
• Measurement element 100 kΩ NTC,
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• Sensor’s dimensions ø6 × 60 mm,
• Level of security IP 67.

In the block diagram (Figure 12) of the meteorological station, the metrological data
processing path for ambient temperature consists of blocks filled with background.
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With reference to the diagram in Figure 5, the individual elements are related to the
observations in accordance with the following list:

• e1a—these are observations related to an analogue temperature sensor with a cable
connection,

• e1b—these are observations related to a digital temperature sensor with a cable
connection,

• e2—these are observations related to the system for data acquisition and recording
with an input expansion card and a memory card,

• e3—these are observations related to the digital cellular communication module.

The element related to e1a observations consists of an analogue NTC (negative temper-
ature coefficient) temperature sensor with catalogue symbol ST1R, working properly in the
range of 11–16 V supply voltage and a cable connection with a recorder. As described in the
previous section of the article, the following characteristic observations were distinguished
for this element:

• e1a.1—the sensors work correctly, the observation coefficient is 0.95,
• e1a.2—faulty analogue sensor or broken signal wire, observation coefficient is 0.02

based on observations, data from the manufacturer, and wiring reliability analysis,
• e1a.3—battery voltage supply below 11 V or interrupted power line, the observation

coefficient is 0.04 based on observation of the facility exploitation.

The e1b element consists of a digital temperature sensor with catalogue symbol
SRH1A that works correctly in the range of supply voltage 4–16 V and an interface for
serial data transmission in the serial–digital interface, standard for microprocessor-based
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sensor (SDI-12 standard). As described in the previous chapter, characteristic observations
were distinguished for this element:

• e1b.1—the sensor and the SDI-12 link work correctly, the observation factor is 0.99,
• e1b.2—faulty sensor or serial data transmission error, the observation coefficient is

0.01 determined on the basis of observations and data from the manufacturer,
• e1b.3—battery voltage supply below 4 V or interrupted power line, the observation

coefficient is 0.002 based on observation of the facility exploitation.

Element 2 is a specialised recorder based on a single-chip micropower data logger
microcontroller, requiring a supply voltage of 5–16 V and made in a technology that meets
the IP67 standard of resistance to environmental factors. The recorder additionally includes
an SDI-12 standard input expansion module and a memory card. Based on the observations,
it was determined that the following events can occur in the e2 element:

• e2.1—the recorder is working correctly, the observation coefficient is 0.99,
• e2.2—faulty microcontroller or expansion modules, the observation factor is 0.005

determined on the basis of observations and data from the manufacturer,
• e2.3—data archiving not possible due to overflow or memory card fault, the observation

factor is 0.004 determined on the basis of observations and data from the manufacturer
• e2.4—battery supply voltage below 5 V or power line interruption, the observation

factor is 0.002 based on the observation of the facility exploitation.

The values in Table 2 were calculated on the basis of the annual observation time of the
meteorological station, which is shown in Figure 11. The states of fitness and unfitness of
individual elements included in the tested meteorological station were determined [49–52].

Table 2. Observation coefficients (hxx, exx.x).

e1a e1b e2 e3 e4 e5

1. 0.95 0.99 0.99 0.892 0.865 0.781
2. −0.02 −0.01 −0.005 −0.122 −0.152 −0.185
3. −0.04 −0.002 −0.004 −0.03 −0.114 −0.251
4. −0.002

The value of the maximum coefficient of hypothesis (h1, IQ1max) was assumed at a
level close to the value 1, namely 0.9999.

The coefficients of successive indirect hypotheses are determined using Equation (5).

CF(h1a, e1a.1, e1a.2) = CF(h1a,e1a.1)+CF(h1a,e1a.2)
1−min(|CF(h1a,e1a.1)|;|CF(h1a,e1a.2)|)

= 0.95+(−0.02 )
1−min(|0.95|;|(−0.02 )|) =

0.83
0.88 =̃0.94898

, (7)

h1a = CF(h1a, e1a.1, e1a.2, e1a3) = CF(h1a,e1a.1,e1a.2)+CF(h1a,e1a.3)
1−min(|CF(h1a,e1a.1,e1a.2)|;|CF(h1a,e1a.3)|)

= 0.94898 +(−0 .04)
1−min(|0.94898 |;|(−0 .04)|) =

0.9927
0.96 =̃0.94685

, (8)

h1b, h2, h3, h4, and h5 are calculated in a similar way and they amount to:

h1b =̃0.98988
h2 =̃0.98989
h3 =̃0.87319
h4 =̃0.82032
h5 =̃0.64124

The next step is to determine the value of h1. Similarly, using Equation (5), the value of
h1 is determined. h1a and h1b are replaced by values h1a′ = −1 + h1a and h1b′ = −1 + h1b.

CF(h1a′, IQ1max) =
CF(h1, IQ1max) + CF(h1a′, IQ1max)

1−min(|CF(h1, IQ1max)|; |CF(h1, h1a′)|) =
0.9999 + (−0.05315)

1−min( |0.9999 |; |(−0.05315)| ) =̃0.999894, (9)
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h1 = CF(h1, h1a′, h2b′, IQ1max) = CF(h1a′,IQ1max)+CF(h1b′,IQ1max)
1−min(|CF(h1a′,IQ1max)|;|CF(h1b′,IQ1max)|)

= 0.999894 +(−0.01012)
1−min(|0.999894|;|(−0.01012)|) =̃0.999893

, (10)

Using equation 6, the final hypothesis coefficient can be determined as:

h = h1 · h2 · h3 · h4 · h5 = 0.999893 · 0.98989 · 0.87319 · 0.82032 · 0.64124 =̃0.45462, (11)

4. Simulation and Results using Real Measurements

In order to present the influence of the observation coefficients on the indirect hy-
potheses and the final hypothesis, a series of simulations was performed. The results are
presented below in the form of graphs. The simulations were run with a programme
written (by the first author) for this purpose. The first graph in Figure 13 shows the effect
of the observation coefficient values associated with the temperature sensors. The range of
the coefficients e1a.1 and e1b.1 is from 0.5 to 0.99.

The next graph (Figure 14) shows the influence of the negative coefficients of observa-
tions on the analogue temperature sensor. The range of the coefficients e1a.2 and e1a.3 is
from −0.09 to −0.01.
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The next graph (Figure 15) shows the influence of the negative coefficients of observa-
tions related to the digital temperature sensor. The range of the coefficients e1b.2 and e1b.3
is from −0.099 to −0.001. The coefficient e1b.4 was omitted because function h (e1b.4) has
the same values as function h (e1b.3).
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Figure 15. The result of the simulation of the h hypothesis value depending on the observation
coefficients e1b.2 and e1b.3.

Figures 13–15 show some of the most important functions representing the impact
of the selected and most important observations on the final hypothesis h (the data were
correctly interpreted). Graphs of the presented functions show a tendency towards non-
linearity. In the ideal model, they should aim asymptotically at the value, which for this
model means absolute excellence of the system, as shown in Figure 16 as an idealised
curve [40]. The graphs in Figures 13–15 also prove that each of the observation coefficients
affects the final value of h, and the effect is non-linear.
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In practical terms, the presented simulation results make it possible to show whether
the values calculated for the designed model are consistent with the assumptions.

5. Conclusions

The proprietary research presented in this article concerns the issue related to the
quality analysis of information obtained from the weathers station’s sensors. Currently,
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most scientific work is increasingly devoted to developing efficient and reliable sensors
and weather station systems. A large body of studies also involves the analysis of data
obtained from sensors of meteorological stations and their characteristic properties, esti-
mating missing data in meteorological information and assessing the quality of weather
information. This is a good research direction, but a broader perspective should also be
adopted to assess the quality of information obtained from weather sensors. Such an
approach is demonstrated in this article. The structure of a real meteorological station
and the metrological data obtained from it were analysed. A set of factors influencing the
indirect hypothesis was identified that constitute the final hypothesis (i.e., the data were
correctly interpreted). The specific mathematical apparatus usage and the scrutiny carried
out enabled the developing of an information quality model that uses calculations of the
certainty factor (CF) of the hypothesis. The whole is a proprietary method of uncertainty
modelling applied to estimate the quality of information obtained from meteorological
station’s sensors. The employment of the method allows, in practice, a more accurate defin-
ing of the value of information quality, taking into account many factors that determine
it. In particular, it allows one to analyse the impact of individual information processing
procedures on the quality of this information and the impact of quality dimensions and of
redundancy on this quality. As a result, it becomes possible to identify those elements of
the procedures of information acquisition and processing that negatively affect the quality
of information.

The authors plan to continue their research with a model which includes a larger
number of different sensors forming a meteorological station, with particular emphasis on
the reliability and the exploitation dependencies between them.
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34. Rychlicki, M.; Kasprzyk, Z.; Rosiński, A. Analysis of Accuracy and Reliability of Different Types of GPS Receivers. Sensors 2020,

20, 6498. [CrossRef]
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37. Siergiejczyk, M.; Krzykowska, K.; Rosiński, A. Evaluation of the influence of atmospheric conditions on the quality of satellite

signal. In Marine Navigation; Weintrit, A., Ed.; CRC Press/Balkema: London, UK, 2017; pp. 121–128. [CrossRef]

http://doi.org/10.1007/s10584-009-9741-9
http://doi.org/10.1109/ICMO49322.2019.9026114
http://doi.org/10.1109/ICMO49322.2019.9025916
http://doi.org/10.1007/978-3-030-36625-4_41
http://doi.org/10.1007/s13351-017-6084-8
http://doi.org/10.1007/978-3-030-31831-4_39
http://doi.org/10.1109/COMITCon.2019.8862267
http://doi.org/10.1007/s13177-014-0097-9
http://doi.org/10.1007/978-3-319-31895-0_7
http://doi.org/10.3103/S1068373915060023
http://doi.org/10.3390/rs12142203
http://doi.org/10.1029/2018WR023830
http://mitiq.mit.edu
http://doi.org/10.1214/aoms/1177698950
http://doi.org/10.1155/2019/7632958
http://doi.org/10.3390/s20226498
http://doi.org/10.19206/CE-2019-440
http://doi.org/10.3390/rs12111709
http://doi.org/10.1201/9781315099132-20


Remote Sens. 2021, 13, 693 18 of 18
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