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Abstract

:

Aerosol optical depth (AOD) is an important atmospheric correction parameter in remote sensing. In order to obtain AOD accurately, the surface-based automatic sun photometer needs to carry out calibration regularly. The normally used Langley method can be effective only when the AOD and the calibration coefficients of the instrument remain unchanged throughout the day. However, when observing the AOD with CE318 sun photometer in field environment, it was found that the AOD of silicon (Si) detector at 1020 nm and indium gallium arsenide (InGaAs) detector at 1639 nm was strongly influenced by temperature due to the large temperature difference at the Dunhuang site. Based on the corresponding relationship between AOD and wavelength, the model of the calibration coefficients varying with temperature was established by nonlinear regression method in field environment. By comparing the AOD before and after temperature correction with the theoretical one, the ratio of data with relative error (RE) less than 5% increased from 0.195 and 0.14 to 0.894 and 0.355, respectively. By this method, calibration can be carried out without the limit of constant AOD. In addition, it is simpler, more convenient, and less costly to perform temperature correction in a field environment than in a laboratory.
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1. Introduction


The measurement accuracy of field spectroradiometers, such as the sun photometer CE318, is easily affected by the ambient temperature [1,2], especially in a typical continental climate area, such as Dunhuang, with a relatively large temperature difference between day and night. For the sun photometer CE318, the measurement error of Si detector at 1020 nm can reach about 0.3% [3], and InGaAs detector at 1639 nm can reach about 1% [4], respectively, when the ambient temperature changes by 1 °C. The maximum working temperature difference of CE318 at the Dunhuang site can exceed 70 °C [5]. This may cause a huge measurement error. If the measurement error due to temperature difference is not considered, the incorrect calibration coefficients and retrieval results will be obtained by the observation data of CE318. Therefore, it is quite important to perform temperature correction on CE318.



In the current research work on temperature correction, Li et al. carried out a laboratory study on the temperature effects on CE318 in polar region and achieved temperature correction in 2013 [6]. In 2019, Li et al. studied on the temperature correction for radiometric instruments in laboratory and proposed a general polynomial temperature correction functional method for the Si detector (950–1000 nm) and InGaAs detector (1000–1850 nm). In addition, the deviation of the measured value from the calibration value of these two detectors were controlled to within 1% by this method [1]. In 2019, Giles et al. used different temperature coefficients achieved in laboratory of different wavelength to correct actual measured voltage data of sun photometers in the Aerosol Robotic Network (AERONET) [7]. In 2021, Wu et al. used polynomial fitting and least squares to establish a functional relationship between responsivity and temperature of radiometer in laboratory. It was shown that the correspondence between responsivity and temperature could be used to address the accuracy of measurements under different environmental conditions [2].



It can be seen that the current study on temperature correction of radiometric instruments is mostly carried out in the laboratory. This kind of correction method is costly and makes observation data vacant for the automatic observation.



Therefore, in this paper, we proposed a new calibration method with temperature correction of sun photometer to improve the AOD retrieval accuracy at the Dunhuang site by nonlinear regression method based on the corresponding relationship between AOD and wavelength. The temperature correction is performed by data measured in the field rather than in the laboratory. It would be simpler, more convenient, and less costly. At the same time, the calibration of sun photometer is performed under a changeable AOD, which is easier to achieve than the normal method.




2. Instrument and Data


CE318-T593 is manufactured by CIMEL Company in Paris, France. It is mainly used to measure direct and diffuse solar radiation in different wavelengths, directions, and time. The measured data can be used to derive the characteristic of atmospheric aerosol, water vapor, and other components. CE318-T593 has 10 bands, and their specific information is shown in Table 1 [7,8,9,10]; ECW is the equivalent center wavelength.



The CE318-T593 observing in automatic observation base of Dunhuang radiometric calibration test site (40.09° N, 94.40° E) [11,12] is shown in Figure 1. It mainly consists of a sensor head and a collimator, a protection case with solar panel, and a robot that controls two mutually perpendicular rotation axes [10]. Due to preferable aerosol conditions in the morning, the voltage and temperature data measured by CE318-T593 between 8:00 and 13:00 every day in the whole year of 2020 were selected. There are 8969 data points in total.




3. Method


Firstly, the raw voltage data measured by CE318-T593 sun photometer were screened. The weighted Langley method was performed to obtain the calibration coefficients and the corresponding AOD on each band. Data were screened again based on AOD to remove the cloud-containing data. The model of the calibration coefficients changing with temperature was established under the assumption that the two bands of 870 nm and 440 nm were free of gas absorption and not influenced by temperature. Finally, the model mentioned above was used to calibrate bands that were strongly influenced by temperature.



3.1. Voltage Data Screening


Since CE318-T593 is installed in field environment, it is affected by many factors, such as wind, frost, rain, snow, and sand, as well as temperature. Therefore, before temperature correction, it is necessary to carry out strict quality control on the raw voltage data and eliminate data that is affected by other factors as much as possible. According to Giles et al. [7], the preliminary screening steps of the voltage data (expressed by digital number (  D N  )) are listed below.




	
Delete the voltage data on all bands when “  D N   < 100” occurs at 870 nm or 1020 nm (InGaAs).



	
If the     R M S   m e a n     of the voltage triplet values is greater than 0.2 on a certain band, the voltage data on all bands are deleted at this moment.   R M S   is the root mean square of the voltage triplet values, and   m e a n   is the average of the voltage triplet values.



	
Delete voltage data if the air mass factor (AMF) is outside the range of 2 to 7.



	
After the above steps, all the measured data on this day need to be deleted if the number of remaining data points    N  r e m a i n     is less than 3 or 10% ×  N  (take the maximum of the two numbers), where  N  is the number of points of the raw voltage data.









3.2. Weighted Langley Calibration


According to Beer-Lambert-Bouguer law [13,14], if the voltage value is proportional to the intensity of direct solar radiation, the relationship between the voltage value and the corresponding AOD can be represented in Equation (1).


   V λ  =  V  0 λ   ×  d  − 2   × exp ( − m ×  τ λ  ) .  



(1)







Equation (2) is obtained by taking the logarithm of Equation (1).


  ln  V λ  + ln  d 2  = ln  V  0 λ   − m ×  τ λ  ,  



(2)




where    d 2    is the sun-earth distance correction factor which is the square of the ratio of the actual sun-earth distance to the average sun-earth distance;  λ  is the wavelength in nm;    V  0 λ     is the calibration coefficients on the wavelength  λ ;  m  is the AMF;    τ λ    is the total optical depth.



   τ λ    can be expressed by Equation (3), where    τ  r λ     is the optical depth due to rayleigh scattering;    τ  a λ     is AOD;    τ  g λ     is the optical depth due to various absorbing gases. The minor adverse effects of the tiny absorbing gas can be negligible compared to the impact of temperature on the retrieval of AOD on 1020 nm, 1639 nm, 870 nm, and 440 nm. Therefore,    τ  g λ     is taken as 0 on these bands in this paper [7].


   τ λ  =  τ  r λ   +  τ  a λ   +  τ  g λ   .  



(3)







However, the classical Langley method ignores small random AOD fluctuations at larger  m , which can lead to fluctuations of   Δ  V  0 λ    . In order to avoid the effect of fluctuations while calibrating, the weighted Langley method [15] was selected in this paper. This method is described in Equation (4). At this time,    V  0 λ     can be obtained from the slope of the fitted line of     ln  V λ  + ln  d 2   m    and    1 m   .


    ln  V λ  + ln  d 2   m  =   ln  V  0 λ    m  −  τ λ  .  



(4)








3.3. AOD Retrieval


After obtaining calibration coefficients [16,17], the estimated AOD on the corresponding bands of CE318-T593 can be retrieved by the weighted Langley method.



As for the theoretical AOD, the method proposed by Angstrom is generally used for the calculation. It is shown in Equation (5), where  β  is the Angstrom atmospheric turbidity coefficient, and  α  is the wavelength index. AOD at the wavelength of 870 nm and 440 nm are generally chosen to obtain  β  and  α , so that the theoretical AOD at any wavelength can be obtained [18,19,20].


   τ  a λ   = β ×  λ  − α   .  



(5)







Equation (6) is obtained by taking the logarithm of Equation (5) and regarding  β  as    a 0    and   − α   as    a 1   .


  ln  τ  a λ   =  a 0  +  a 1  × ln λ .  



(6)








3.4. Cloud Data Screening


According to the actual characteristic of the data taken in this paper, the initially obtained AOD data affected by cloud were removed by using the methods of Smirnov et al. [21] and Giles et al. [7].




3.5. Temperature Correction


The temperature correction method is described in Equations (7)–(10). Let   ln  τ  a λ     be   f  ( λ )   , and Equation (7) is obtained by associating Equations (2) and (3).


  f  ( λ )  = ln  (    ln  V  0 λ   − ln  V λ  − ln  d 2   m  −  τ  r λ    )  .  



(7)







After selecting two known bands, the following system of Equation (8) can be listed by associating Equations (6) and (7), where    n 1    and    n 2    are 2 different band numbers of CE318-T593;    λ   n 1      and    λ   n 2      denote ECW corresponding to bands    n 1    and    n 2   , respectively.


   {      f  (   λ   n 1     )  =  a 0  +  a 1  × l n  λ   n 1          f  (   λ   n 2     )  =  a 0  +  a 1  × l n  λ   n 2          .  



(8)







As for the two selected known bands, it is necessary not only that gas absorption is less but also that they are less affected by temperature. The gas absorption of 870 nm and 440 nm are less than other bands of CE318, according to Giles [7]. Moreover, Si detector at 300–900 nm is less affected by temperature compared to Si detector at 1020 nm [1,2,3,7], and InGaAs detector at 1639 nm [4]. As a result, 870 nm and 440 nm were selected as    n 1    and    n 2    bands, respectively, and it was assumed that these two bands were not affected by temperature in this paper. Therefore,    a 0    and    a 1    at different moments can be obtained by Equation (8). The expressions of    a 0    and    a 1    are shown in Equation (9).


   {       a 0  =   l n  λ   n 1    × f  (   λ   n 2     )  − l n  λ   n 2    × f  (   λ   n 1     )    l n  λ   n 1    − l n  λ   n 2             a 1  =   f  (   λ   n 1     )  − f  (   λ   n 2     )    l n  λ   n 1    − l n  λ   n 2            .  



(9)







After that,   f  ( λ )    on the band, which is much affected by temperature, can be calculated, and the corresponding calibration coefficients    V  0 λ     at different temperature can be obtained, at the same time. Therefore, the relationship of the calibration coefficients and temperature is fitted by Equation (10).


   V  0 λ    ( T )  =  b 0  +  b 1  × T +  b 2  ×  T 2  + …  b n  ×  T n  ,  



(10)




where  n  is the fitting order;  T  denotes the temperature in °C;    b 0   …   b n    denote the fitting coefficients at wavelength  λ , which means that    b 0    are calibration coefficients when the temperature is 0 °C, and    b 1   …   b n    are temperature correction coefficients.





4. Results


4.1. Fitting Results


As 1020 nm and 1639 nm were much affected by temperature, temperature correction was performed for each of the two bands. The calibration coefficients of 870 nm and 440 nm in a whole year were used to get the model of the calibration coefficients varying with temperature of 1020 nm and 1639 nm, respectively. Results are shown in Figure 2.



L-LSM represents linear least squares method, and S-LSM represents secondary least squares method.    r 2    is the correlation coefficient of the fitted curve. From Figure 2, it can be seen that both    r 2    of S-LSM are better than L-LSM. Therefore,  n  in Equation (10) is 2 in this paper.



As shown in Figure 2a,    b 2    is −0.3031, and    b 1    is 41.7067 at 1020 nm.    b 2    is −3.5293, and    b 1    is 204.2777 at 1639 nm, from Figure 2b. Therefore, the absolute value of temperature correction coefficients at 1639 nm are bigger than those at 1020 nm, respectively. In other words, InGaAs detector at 1639 nm of CE318 is more susceptible to temperature than Si detector at 1020 nm of CE318, which is also a verification of the previous theory [3,4].



The temperature correction expression for every month is also related to the calibration coefficients at 870 nm and 440 nm of that month.    b 2    and    b 1    were fixed to recalculate    b 0    in Equation (10) for every month, after obtaining the temperature correction expression for a whole year. In addition, results are shown in Table 2.




4.2. Correction Results


   b 0   ,    b 1   , and    b 2    were applied to correct AOD for the corresponding month. In January 2020,    b 0    is 9096.644 at 1020 nm and 13,416.819 at 1639 nm. Taking 2020.1.30 as an example, the plot of AOD with temperature before and after correction is shown in Figure 3. 1020B represents 1020 nm before temperature correction; 1639B represents 1639 nm before temperature correction; 1020A represents 1020 nm after temperature correction; 1639A represents 1639 nm after temperature correction.



Figure 3a shows that the AOD of 1020 nm and 1639 nm is more consistent with the law of decreasing with the increase of wavelength after temperature correction. Figure 3b shows that the trends of normalized AOD with temperature after temperature correction of 1020 nm and 1639 nm are more similar to that of other bands.




4.3. AOD Comparison


The theoretical AOD of each band at the corresponding moment was obtained by    a 0    and    a 1    from Equations (5)–(9). The theoretical AOD of CE318-T593 was selected as the standard value for comparison with the estimated AOD before and after correction at 1020 nm and 1639 nm.



RE of the estimated AOD with the theorical AOD can be calculated by Equation (11). The absolute error (AE) of the estimated AOD with the theorical AOD can be calculated by Equation (12).    τ  a λ _  estimated        is the estimated AOD, and    τ  a λ _ t h e o r y     is the theoretical AOD.


  R E =   ∣    τ  a λ _  estimated      −  τ  a λ _ t h e o r y     ∣    τ  a λ _ t h e o r y     × 100 % ,  



(11)






  A E =  |     τ  a λ _  estimated      −  τ  a λ _ t h e o r y      |  .  



(12)







Figure 4 shows RE and AE varying with temperature at 1020 nm and 1639 nm on 30 January 2020. BRE is RE of the estimated AOD before calibration with the theoretical AOD; ARE is RE of the estimated AOD after calibration with the theoretical AOD; BAE is AE of the estimated AOD before calibration with the theoretical AOD; AAE is AE of the estimated AOD after calibration with the theoretical AOD.



From Figure 4a, it can be seen that RE of the estimated AOD with the theoretical AOD at 1020 nm has decreased from more than 29% to within 1.5%, and AE has dropped from about 0.02 to 0. As for 1639 nm, Figure 4b shows that RE of the estimated AOD with the theoretical AOD has decreased from more than 140% to within 10.5%, and AE has dropped from about 0.06 to within 0.003.





5. Validation


The graphs of 1020 nm and 1639 nm were plotted by taking theoretical AOD as the independent variable and the estimated AOD as the dependent variable, respectively. In addition, L-LSM was performed at the same time. Results are shown in Figure 5, where “Before” is the estimated AOD before correction; “After” is the estimated AOD after correction; BLF is before linear fitting, which is a linear fit to the estimated AOD before correction with the theoretical AOD; ALF is after linear fitting, which is a linear fit to the estimated AOD after correction with the theoretical AOD.



Figure 5a shows that    r 2    increased from 0.994 to 0.999, and the slope of the fitted line increased from 0.983 to 0.989 at 1020 nm. Figure 5b shows that    r 2    increased from 0.910 to 0.984, and the slope of the fitted line increased from 0.781 to 0.881 at 1639 nm. This means that the estimated AOD is much closer to the theoretical AOD and less affected by temperature on these two bands.



At 1020 nm and 1639 nm, RE distribution of the estimated AOD with the theoretical AOD is shown in Figure 6, respectively. As can be seen in Figure 6a–d, the ratio of data points where RE are within 5% at 1020 nm and 1639 nm have increased from 0.195 and 0.14 to 0.894 and 0.355, respectively. RE before temperature correction is concentrated within 70% and 200% and controlled to be concentrated within 15% and 50% after correction, respectively.




6. Conclusions


In this paper, we proposed an external field temperature correction method for CE318-T593 in the Dunhuang site. In this method, the calibration coefficients with temperature are modeled through a series of radiation data to correct the bands that are affected by temperature rather than transporting instruments to the laboratory for temperature correction. At the same time, calibrating will not rely on the Langley method requiring perfect weather conditions, which greatly reduce the uncertainty caused by the Langley method. By using this method, we corrected 1020 nm and 1639 nm affected by temperature successfully. AOD of these two bands follows the law of decreasing with the increase of wavelength after correction. In addition, RE and AE of the estimated AOD with the theoretical AOD are greatly reduced on these two bands, and the estimated AOD is more consistent with the theoretical AOD.



As a result, it is simpler, more convenient, and less costly to correct sun photometer including CE318-T593 affected by temperature in field environment than in laboratory. In addition, this new calibration method of automatic sun photometer with temperature correction is also applicable to other types of sun photometer located in other observation bases. Therefore, sun photometers are no longer limited to the laboratory for temperature correction, and it lays a solid foundation for improving the accuracy of site automated correction.
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Figure 1. Sun photometer (CE318-T593) at the Dunhuang site. 
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Figure 2. The calibration coefficients changing with temperature (°C) for a whole year: (a) 1020 nm; (b) 1639 nm. 
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Figure 3. Results of before and after temperature correction on 30 January 2020: (a) AOD varying with temperature (°C); (b) normalized AOD varying with temperature (°C). 
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Figure 4. RE and AE of the estimated AOD and the theoretical AOD varying with temperature (°C) on 30 January 2020: (a) 1020 nm; (b) 1639 nm. 
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Figure 5. The estimated AOD before and after calibration changing with the theoretical AOD. There are 8969 points: (a) 1020 nm; (b) 1639 nm. 
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Figure 6. Distribution of RE of the estimated AOD and the theoretical AOD: (a) 1020 nm before correction; (b) 1639 nm before correction; (c) 1020 nm after correction; (d) 1639 nm after correction. 
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Table 1. The specific information of CE318-T593.
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	Band ID
	ECW (nm)
	Filter Bandpass (nm)
	Detector Material





	1
	1020
	10
	Si



	2
	1639
	25
	InGaAs



	3
	870
	10
	Si



	4
	676
	10
	Si



	5
	441
	10
	Si



	6
	501
	10
	Si



	7
	1020
	10
	InGaAs



	8
	936
	10
	Si



	9
	380
	2
	Si



	10
	340
	2
	Si
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Table 2. Fitting results of 1020 nm and 1639 nm for every month in 2020.
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ECW

	
Month

	
     b 2     

	
     b 1     

	
     b 0     






	
1020 nm

	
2020.01

	
−0.3031

	
41.7067

	
9096.644




	
2020.02

	
−0.3031

	
41.7067

	
9020.933




	
2020.03

	
−0.3031

	
41.7067

	
9189.117




	
2020.04

	
−0.3031

	
41.7067

	
8893.401




	
2020.05

	
−0.3031

	
41.7067

	
7973.700




	
2020.06

	
−0.3031

	
41.7067

	
8318.141




	
2020.07

	
−0.3031

	
41.7067

	
9160.032




	
2020.08

	
−0.3031

	
41.7067

	
8579.034




	
2020.09

	
−0.3031

	
41.7067

	
8231.424




	
2020.10

	
−0.3031

	
41.7067

	
8267.358




	
2020.11

	
−0.3031

	
41.7067

	
8393.064




	
2020.12

	
−0.3031

	
41.7067

	
8527.619




	
1639 nm

	
2020.01

	
−3.5293

	
204.2777

	
13,416.819




	
2020.02

	
−3.5293

	
204.2777

	
13,423.355




	
2020.03

	
−3.5293

	
204.2777

	
14,401.933




	
2020.04

	
−3.5293

	
204.2777

	
14,017.944




	
2020.05

	
−3.5293

	
204.2777

	
13,130.968




	
2020.06

	
−3.5293

	
204.2777

	
12,399.482




	
2020.07

	
−3.5293

	
204.2777

	
13,688.588




	
2020.08

	
−3.5293

	
204.2777

	
12,706.422




	
2020.09

	
−3.5293

	
204.2777

	
12,158.218




	
2020.10

	
−3.5293

	
204.2777

	
12,477.550




	
2020.11

	
−3.5293

	
204.2777

	
12,677.392




	
2020.12

	
−3.5293

	
204.2777

	
12,687.567
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