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Abstract

:

Maize is one of the most important crops in China, and it is under a serious, ever-increasing threat from southern corn rust (SCR). The identification of wheat rust based on hyperspectral data has been proved effective, but little research on detecting maize rust has been reported. In this study, full-range hyperspectral data (350~2500 nm) were collected under solar illumination, and spectra collected under solar illumination (SCUSI) were separated into several groups according to the disease severity, measuring height and leaf curvature (the smoothness of the leaf surface). Ten indices were selected as candidate indicators for SCR classification, and their sensitivities to the disease severity, measuring height and leaf curvature, were subjected to analysis of variance (ANOVA). The better-performing indices according to the ANOVA test were applied to a random forest classifier, and the classification results were evaluated by using a confusion matrix. The results indicate that the PRI was the optimal index for SCR classification based on the SCUSI, with an overall accuracy of 81.30% for mixed samples. The results lay the foundation for SCR detection in the incubation period and reveal potential for SCR detection based on UAV and satellite imageries, which may provide a rapid, timely and cost-effective detection method for SCR monitoring.
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1. Introduction


Corn (also called maize) is one of the major crops in the world, and its yield was 1148 million tons in 2019 [1]. In China, maize production has far surpassed that of other major crops [2]. However, the loss of maize yield induced by diseases has increased due to a lack of host resistance. Among all the maize diseases, southern corn rust (SCR) attracts increasing attention because of its wider spread and heavier damage. SCR is caused by Puccinia polysora Underw., an obligate biotrophic parasite. Each year, the pathogen’s spores spread from tropical areas to extratropical regions and cause epidemics in the major maize-producing areas. Therefore, a rapid, precise method of detection for SCR is crucial for plant protection and disease control.



The methods commonly used for disease diagnosis consist of (1) artificial visual investigation based on disease symptoms in the field [3]; (2) the observation of the pathogen under a microscope in the laboratory [4]; and (3) disease detection based on molecular techniques [5]. The first method is the traditional investigation method and has been used for decades by virtue of its simplicity. However, field investigation relies on professional knowledge, and the similarity of symptoms may cause misjudgment. In addition, early detection cannot be achieved by traditional investigation, as the symptoms typically manifest in the middle-to-later stages of the infection. The characteristics of the pathogen under a microscope are a more reliable indicator for disease identification, and earlier diagnosis can be performed. Nevertheless, it still relies on a priori knowledge, and the process is time-consuming. Molecular-based methods can provide precise detection results, and the pathogens can be diagnosed during the incubation period [6]. However, this method is costly, and the process from sampling to obtaining the result takes several days, leading to low efficiency. In order to better implement plant protection policies and reduce the yield losses caused by diseases, a cost-effective, real-time detection method is required.



The invasion of the pathogen and its development in mesophyll cells [7] can cause changes in the leaf’s inner structure and a decrease in the chlorophyll, anthocyanin and water contents [8,9]. These physical and chemical changes can be embodied in the reflectances of infected leaves. Hyperspectral data contain reflectance information spanning a wide spectral range (350~2500 nm, far beyond that of human vision) and, hence, have the potential to enable the detection of subtle changes in plant growth [10]. The wide spectral range can be divided into four parts: visible (VIS, 390~690 nm [11,12]), red edge (690~750 nm [12]), near infrared (NIR, 750~1300 nm [13]) and shortwave infrared (SWIR, 1300~2500 nm [13]). For visible bands, especially the red band (620~690 nm), as pathogens can destroy the chlorophyll after infection, the absorption of red light by the chloroplast declines, resulting in higher reflectance values in the red range. The red edge is another spectral range that has been used to identify diseases. In the red-edge range, a sharp change in reflectance is the obvious characteristic. Infection with the disease can change the position and shape of this range [14], and the change commonly occurs earlier than that of the visible band [15]. The multiple scattering of radiation in the leaf mesophyll causes high reflectance in the NIR. The intracellular and intercellular structural changes caused by pathogens can reduce the reflectance in the NIR range. The reflectance in the SWIR range is closely related to the water content. The water content decreases with the development of the pathogen, which can be used as an indicator for disease identification.



A typical disease-monitoring process includes the following steps: (1) feature (i.e., the dimension of input data) construction; (2) feature selection and model determination; and (3) accuracy evaluation. In step one, the features can be the raw reflectance or other transformed parameters. To reduce the data dimensions, researchers have preferred to select sensitive bands by using spectral curve analysis or specific models [16] rather than applying all the original reflectance [17]. Transformed features acquired by index calculations [18], derivatives [19] and wavelet transformation [20] have also been widely adopted; index construction is the simplest method and is effective. As a result, numerous indices have been reported to date [21]; specifically, Meng et al. [22] established two SCR-specific indices for SCR detection and classification. In step two, some analysis methods, such as analysis of variance (ANOVA) [23], can only select a target feature by evaluating the sensitivity to disease severity, while other methods, such as classification (for categorical variables) and regression (for continuous variables) algorithms, can achieve feature selection and model construction simultaneously. The commonly used classification methods include random forest (RF) [24], support vector machine (SVM) [22], K-nearest neighbor (KNN) [25], etc. Regarding regression models, the most classical one is partial least-square regression (PLSR) [20]. Support vector regression (SVR) [26] has been used as an alternative regression method when the linear regression method does not work well, as the SVR can describe the inherent nonlinear relationship between input and output datasets [27]. In step three, the accuracy evaluation method varies according to the type of variable. A confusion matrix has been applied when dealing with categorical variables, and the descriptions of the confusion matrix are not identical in different research fields. The parameters of the confusion matrix were described as the overall accuracy (OA), kappa coefficient, user accuracy and mapping accuracy in studies on RS imagery classification [28]. The parameters were called the overall accuracy (OA), recall, precision, F1 score, macro average of precision (MAP), macro average of recall (MAR), weighted average of precision (WAP) and weighted average of recall (WAR) in machine learning model evaluations [29]. For continuous variables, the coefficient of correlation (r) and root mean square error (RMSE) were the two main evaluation parameters [30].



With the development of soft computing, more and more advanced methods, such as genetic programming (GM), functional data analysis (FDA), the technique for order of preference by similarity to ideal solution (TOPSIS), group method of data handling (GMDH), artificial neural network (ANN) and adaptive neuro fuzzy inference system, (ANFIS) have been applied in studies. The most obvious characteristics of advanced methods are their lower subjectivity and the fact that the feature construction and feature selection process can be carried out automatically. For example, Albarracín et al. [31] proposed a genetic-programming-based vegetation index (GPVI) based on an evolution rule and fitness algorithm. Compared with the traditional normalized difference vegetation index (NDVI) and enhanced vegetation index (EVI), the GPVI had no fixed formula and automatically varied with the classification task. Functional data analysis (FDA) is another useful feature extraction method. Unlike traditional statistical analysis, FDA treats multivariate data (e.g., hyperspectral curves) as continuous functions, which can make full use of the abundant spectral information. Li et al. [32] analyzed hyperspectral data by using FDA, and a series of functional features were created. Based on these functional features, an SVM classifier achieved a higher accuracy in a hyperspectral imagery classification task. Apart from applications in stress detection, soft computing technology has been applied in wider areas, especially in the monitoring of natural phenomena such as wave heights [33,34], water quality [35], gully erosion susceptibility [36] and landslide susceptibility [37]. Other technologies have also been applied in studies. For example, Esposito et al. [38] recently completed studies about sustainable weed management based on drone and sensor technology. Dal-Sasso et al. [39] monitored the dynamics of surface flow velocity by using an image-processing method called particle-tracking velocimetry (PTV).



Based on various methods, many studies and researchers have adopted RS-based methods for disease detection in a range of crops, such as rice [40], wheat [41], maize [22], potatoes [42,43], peanuts [44] and soybeans [45]. Rust was one of the earliest diseases monitored by remote sensing, especially wheat rust. Moshou et al. [46] attempted to detect wheat yellow rust (i.e., wheat stripe rust) based on a neural network algorithm, and the desirable results prove the efficiency of hyperspectral data for disease detection. After that, more related articles were reported, and the studies expanded to the early detection of wheat stripe rust [47], disease severity classification [48], detection based on canopy data [49] and discrimination between yellow rust and brown rust (i.e., stem rust) [50]. Articles about wheat yellow rust monitoring based on UAV [51] and satellite imageries [52] have also been reported.



In most of the previous research, corn rust detection based on hyperspectral data has rarely been reported [22]; researchers have focused more on other maize diseases [17,53,54]. In terms of leaf-level disease classification, few papers have discussed the use of spectra collected under solar illumination (SCUSI) with a full spectral range (350~2500 nm) for disease detection because of the instability in the SWIR range caused by water vapor. In addition, in the middle-to-late growing stage, the maize leaf becomes partially curly and wrinkled. For SCUSI, the reflectance values of wrinkled areas and flat areas are significantly different, and the effect of the leaf curvature (the smoothness of the leaf surface) has not been analyzed yet. In this study, we selected ten typical stress-related indices and evaluated their sensitivities to the disease severity, measuring height and leaf curvature. The optimal index for SCR classification based on SCUSI was finally determined. The highlights of this study were (1) proposing a two-step preprocessing procedure for SCUSI with a full spectral range; (2) determining a reliable measuring height for SCUSI; (3) demonstrating that the significant variation in reflectance induced by leaf curvature can be eliminated by using proper indices and, therefore, that hyperspectral data can be collected without fixing the blades strictly flat; (4) revealing the low reliability of SCUSI in the SWIR range; and (5) determining a reliable index that performed well for SCUSI.




2. Materials and Methods


2.1. Experimental Site and Plot Design


Experiments were performed at the China Agriculture University Experimental Station, in the southeast of Xinghuaying Town, Longting District, Kaifeng City, Henan Province. Maize is sowed in early June and harvested in late September annually. The land in the study site is flat, and the soil is fertile. Due to its good infrastructure, irrigation and other agricultural operations can be carried out conveniently. Southern corn rust spores cannot overwinter in Henan Province, and their natural occurrence relies on the transmission of urediniospores from the tropical region, which leads to uncertainty in when the disease will occur and its severity. Therefore, artificial inoculation was performed before hyperspectral data acquisition.



In this study, 8 field plots were designed (Figure 1). Each plot was 8 m long and 3 m wide; the line spacing and row spacing were 1.2 and 0.5 m, respectively. Each plot was separated by at least 3 guard rows. The maize variety was ZD958, a cultivar widely cultivated in North China, which is susceptible to Puccinia polysora (the pathogen that causes SCR). Plots 1–6 were inoculated by spraying a spore solution on 9 August 2021; the inoculation spores were collected from Guangxi Province, where southern corn rust had occurred one month previously. Pure water was sprayed in Plots 7–8 for comparison. Other agricultural operations, such as the application of water, fertilizers and pesticides (not fungicides), were the same throughout the growing season.




2.2. Overall Workflow


The beginning of the workflow (Figure 2) was hyperspectral data collection, after which data processing and the index selection procedure were conducted separately. The reflectance values were extracted, and the index values were calculated afterwards. One-way analysis of variance (ANOVA) tests were applied to both the reflectance values and index values. Based on the ANOVA results, indices with poor performance were omitted, and other indices were used as the input data in the random forest classification procedure. A confusion matrix was adopted to evaluate the classification results, and the optimal index was finally determined.




2.3. Data Collection


A portable field ASD Field Spec FR spectrometer was used to acquire hyperspectral data. The spectrometer covers a wide range (350~2500 nm). The spectral resolutions of the spectrometer are 3 nm for the region 350~1000 nm and 10 nm for the region 1000~2500 nm [55]. The resolutions for all the bands were resampled to 1 nm by using ViewSpecPro, a piece of software provided by the ASD corporation. For each leaf, 3 replicate measurements were conducted, and the average was taken as the final reflectance. To avoid errors induced by the leaf structure, only leaves with disease symptoms in the middle area were selected for data measurement. To minimize the effect of dark drift from the spectrometer, preopen for 15 min was carried out before data collection. In addition, white panel calibration was conducted every 5 min. Collection was performed from 11:00 to 13:00 (local time) on cloud-free days, and the other operations strictly followed the user guide provided by the ASD corporation [55].



The measurements recorded under natural illumination were more sophisticated than the measurements taken with a fore optic [22] or leaf clip [48]. To suppress the effects of the incident angle and surrounding objects, the corn leaf was placed horizontally on a piece of black cloth attached to a plastic board. As the maize leaves were partially wrinkled and curly, the effects of the leaf curvature (i.e., the smoothness of the leaf surface) could not be ignored. In this study, the leaf curvature was classified into 3 types: flat (the target area was locally flat when the blade was placed horizontally), convex (the target area was locally convex when the blade was placed horizontally) and concave (the target area was locally concave when the blade was placed horizontally) (Figure 3a). In terms of the measuring height, as the field of view (FOV) of the bare fiber-optic cable was 25 degrees, the measuring area was a circle with a diameter that was 0.44 times the measuring height. Considering that the width of the maize leaf was about 10~15 cm, the diameter of the measuring area should be less than 4 cm in order to avoid the effect of the leaf vein. According to calculations, 5 cm above the corn leaf was selected as the fundamental height. Measurements at a height of 20 cm [17] above the leaf surface were taken for comparison (Figure 3b).



From seven to fifteen days after inoculation, symptoms of southern corn rust appeared. Urediniums of Puccinia polysora were gradually generated on the leaf surface, and urediniospores were dispersed into the air after harvest. In this study, the SCR severity was classified into three levels based on the uredinium coverage by visual investigation.



Healthy: no uredinium on the surface (Figure 4a);



Moderate: 10~30% was covered by urediniums (Figure 4b);



Severe: more than 30% was covered by urediniums (Figure 4c).



In this study, hyperspectral data were acquired from 25 August to 15 September 2021 with corn in the flowering stage. The measuring results were divided into 11 groups according to the differences in disease severity, measuring height and leaf curvature (Table 1).



Moreover, the hyperspectral data in Table 1 were combined into different datasets for further analysis. The sample numbers and samples contained in each dataset are shown in Table 2. The datasets are described in detail below.



Dataset (A): samples acquired under fully controlled conditions (measuring height = 5 cm; the target area was flat) to test the sensitivities of the different indices to the disease severity by ANOVA;



Dataset (B): samples acquired under partially controlled conditions (the measuring height varied; the target area was flat) to test the sensitivities of the different indices to the measuring height by ANOVA;



Dataset (C): samples acquired under partially controlled conditions (measuring height = 5 cm; the target area varied) to test the sensitivities of different indices to the leaf curvature by ANOVA;



Dataset (D): 66 mixed samples collected at different measuring heights to evaluate the separating capacities of different indices by random forest classification;



Dataset (E): 66 mixed samples collected with different leaf curvatures to evaluate the separating capacities of different indices by random forest classification;



Dataset (F): 66 mixed samples collected at different measuring heights and with different leaf curvatures to evaluate the separating capacities of different indices by random forest classification.




2.4. Data Preprocessing


Due to the absorption of water vapor, the solar illumination signals in 1350~1430, 1800~2050 and 2300~2500 nm were weak, which resulted in fluctuations in the spectral curves (Figure 5a). Preprocessing was needed before data analysis. If Savitzky–Golay (SG) filtering [56] was used directly, the reflectance values at the wavelengths close to the fluctuation region would be filtered incorrectly (Figure 5d). In this study, a two-step preprocessing method was proposed: (1) a linear simulation was carried out to replace the abnormal values in the fluctuation ranges; and (2) SG filtering was applied afterwards.



The linear simulation procedure consisted of two steps: positioning the start and end wavelengths of the fluctuation region by using Equation (1), and generating simulating values based on a linear algorithm by using Equation (2) and replacing the original data (Figure 5b).


  0 < R e  f i   <  1     and       R e  f  i + 1   > R e  f i    R e  f i     >  0.05  



(1)






  R e  f i  = R e  f s  +   R e  f e  − R e  f s    e − s   ×  (  i − s  )     



(2)




where   R e  f i    is the reflectance at wavelength i.   R e  f s    and   R e  f e    are the reflectances at the start and end wavelengths of the fluctuation region, respectively. i, e and s are their corresponding wavelength values. As the linear simulated values in the fluctuation region were not actual data, they were not used for further analysis. In this study, SG filtering was carried out by using the scipy-signal function in Python 3.8. The SG filtering results are shown in Figure 5c.




2.5. Index Selection and Calculation


In this study, two SCR-specific and eight general stress-related indices were selected because these indices covered all the parts of the spectral region important for stress detection (i.e., the visible region, red-edge region, NIR and SWIR). The indices and their calculation formulas are listed in Table 3.




2.6. Data Analysis


2.6.1. Analysis of Variance


Analysis of variance (ANOVA), also known as the F test, is an important analysis tool. It splits an observed aggregate variability into two parts: systematic factors and random factors. The systematic factors have a statistical influence on the given dataset, while the random factors do not. In this study, ANOVA was conducted using R for Windows 4.1.2 with the essential packages (tidyverse, car and multcomp). Prior to conducting ANOVA, the homogeneity of the variance and normality of the reflectance distributions were tested.




2.6.2. Random Forest Classification


Random forest, a widely used classification algorithm, was proposed by Breiman [65]. Numerous decision trees are constructed, and the trees are split into many nodes. The Gini index is the internal parameter used to evaluate the importance of variables. In this study, a random forest classifier was employed using the sklearn package (version 0.23.2) in Python 3.8. The input samples were separated into two parts: the training dataset (70%) and test datasets (30%). Fifty duplicates were carried out for each classification process.





2.7. Evaluation of Classification Results


The classification results were evaluated in terms of the overall accuracy (OA), macro average of precision (MAP) and macro average of recall (MAR). The OA, MAP and MAR can be calculated by using Equations (3), (6) and (7), respectively.


  OA =   T P + T N   T P + F P + T N + F N    



(3)






  Precision =   T P   T P + F P    



(4)






  Recall =   T P   T P + F N    



(5)






  MAP =     ∑   i = 1  n    Precsion  i   n   



(6)






  MAR =     ∑   i = 1  n    Recall  i   n   



(7)




where the TP (true positives), FP (false positives), TN (true negatives) and FN (false negatives) are four values computed based on the classification confusion matrix. n is the number of severities.



In this study, the OA, MAP and MAR were extracted from the accuracy reports provided by the classification_report function in the sklearn package (version 0.23.2).





3. Results


3.1. Spectral Characteristics of SCR-Infected Leaves


The hyperspectral data in Dataset (A) were averaged by group, and spectral curves were drawn based on the mean values of the reflectances (Figure 6a). It was observed that SCR infection resulted in noticeable changes in the spectral curves. The reflectance in the red (620~690 nm) range increased with an increase in disease severity, and an inverse relationship was exhibited for the blue (450~495 nm) range. Greater absorption could be observed in the NIR and SWIR ranges for the infected samples compared with the healthy leaves, and the more severe the disease, the more the leaf absorbed. In addition, crossings occurred in the red-edge range among spectral curves for different disease severities.



Similarly, the spectra in Dataset (B) were also averaged by group, and the curves of the four groups are plotted in Figure 6b. For both healthy and severely infected leaves, the spectra measured at heights of 5 and 20 cm generally showed large similarity. Relative obvious differences in reflection could be observed at 1000~1150 and 1400~2500 nm. Larger differences between the healthy spectral curves (i.e., green solid line and green dotted line) and the severely infected curves (i.e., red solid line and red dotted line) could be observed. The spectra of the healthy leaves in the violet region showed a decreasing trend with an increase in measuring height.



The spectral curves for Dataset (C) are shown in Figure 6c–e. For healthy samples (green lines), shifts upward and downward were observed, respectively, with the leaf curvature changing from flat to convex and from flat to concave. Similar patterns were also observed for moderately infected and severely infected samples throughout the wavelength region.




3.2. Evaluation of Separating Capacity of Reflectance


Four wavelengths (i.e., 550, 705, 754 and 1670 nm), which represented the typical spectral regions and composed the indices in Table 3, were selected. The reflectances at these four wavelengths in Dataset (C) were extracted. The mean value and standard deviation (SD) were calculated by group, and ANOVA was conducted afterwards (Figure 7). By comparing same-color histograms for each wavelength, we found that the reflectance values were sensitive to the leaf curvature. The values were always greater in convex areas and minor in concave areas regardless of the disease severity or spectral wavelength. The increase (or decrease) induced by the leaf curvature may counteract that induced by the disease severity. For example, the reflectance of the flat healthy sample was not significantly different from that of the concave moderately infected sample at 705 nm (both have the letter e in Figure 7). The lack of a significant difference between the reflectances of the flat healthy samples and convex severely infected samples at 754 nm is another example. Therefore, directly applying reflectance values for classification was not a reliable strategy.




3.3. Evaluation of Separating Capacity of Indices


3.3.1. Most Indices Were Capable of Differentiating by Disease Severity


The index values were calculated by using the formulas in Table 3 based on the reflectance values in Dataset (A). An ANOVA test was conducted, and a heat map of the p values was plotted, as shown in Figure 8. No gray box existed in the sub-heatmap for the SI, RENDVI, PRI, LRDSI, MTCI and SRI, indicating their capabilities to differentiate between healthy, moderate and severe samples. Only healthy and infected samples could be identified by the HI and NPQI. The SIPI and DWSI, incapable of distinguishing healthy and moderate samples, performed the worst.




3.3.2. Half of the Indices Achieved Perfect Performance under Different Measuring Heights


The same processing as described in Section 3.3.1 was carried out based on the spectra in Dataset (B), and the heat map is shown in Figure 9. The RENDVI, PRI, LRDSI, MTCI and SRI achieved the best performance. The top-left and bottom-right gray boxes in the sub-heatmap of these indices revealed that the five best-performing indices were not sensitive to the measuring height, and the dark blue boxes indicated their capacities to separate healthy samples from severely infected samples at either measuring height. On the contrary, the HI, SI, NPQI and DWSI were sensitive to the measuring height, and none were capable of distinguishing between healthy and severely infected samples at the measuring height of 20 cm, except the NPQI.




3.3.3. All indices Were Affected by Leaf Curvature to Varying Degrees except PRI


The same processing as described in Section 3.3.1 was carried out based on the spectra in Dataset (C), and the heat map is shown in Figure 10. The PRI outperformed all the other indices, as the PRI was not sensitive to the leaf curvature at any disease severity level (i.e., the nine gray boxes in the sub-heatmap for the PRI). Moreover, the disease severities could be identified perfectly by the PRI whether the leaves were flat or not (i.e., dark blue boxes in the sub-heatmap of the PRI). The RENDVI, LRDSI, MTCI and SRI achieved relatively good performance, while the other indices (i.e., the HI, SI, NPQI, SIPI and DWSI) were too affected by the leaf curvature.





3.4. Classification Accuracies Based on Different Indices


Based on the ANOVA test results, the SI, RENDVI, PRI, LRDSI, MTCI and SRI were selected for random forest classification. To avoid the impact of the imbalanced sample sizes on accuracy, Datasets (D–F) were constructed based on the same data framework (i.e., the numbers of healthy, moderately infected and severely infected samples were 30, 15 and 21, respectively) of Dataset (A). The random forest classifier was applied to Datasets (A and D–F), and the classification results are shown in Table 4.



In general, the RENDVI, PRI, LRDSI and MTCI performed better than the other two indices. The OA, MAP and MAR values varied from 37.41% to 82.00% with different datasets. For Dataset (A), in terms of the OA, the LRDSI ranked first with an overall accuracy of 82.00%, slightly above that of the PRI (80.60%), MTCI (80.40%) and RENDVI (78.70%), and well above that of the SI (61.00%) and SRI (71.00%). As for the MAP and MAR values, the MTCI performed the best, with accuracies of 78.34% and 77.91%, respectively, slightly above those of the LRDSI (78.01% and 77.16%), PRI (76.77% and 76.76%) and RENEVI (75.35% and 76.70%).



Although there were some special cases, a trend of a decline in accuracy was observed when the indices were applied to datasets consisting of mixed samples, and Dataset (F) showed the most significant drop in accuracy. The PRI was the only index that performed well across all the datasets, and the maximum OA, MAP and MAR values were observed for Datasets (D–F). The OA values for these datasets were 81.80%, 80.10% and 81.30%, respectively, and the MAP and MAR values ranged from 76.78% to 79.70%. Concerning both the robustness and accuracy, the PRI was regarded as the optimal index for SCR severity classification.



Finally, a series of multi-indices containing the PRI were combined, and the differences in the accuracy achieved with the single PRI and multi-indices were evaluated by ANOVA. The evaluation results are shown in Figure 11, which reveals that no significant difference between the performance of the single PRI and multi-indices for any dataset was observed.





4. Discussion


Although leaf-level hyperspectral data have been applied for the detection of many stressors, such as disease [66], pests [67], water deficits [68] and nitrogen deficits [69], few articles have discussed the capability of the SCUSI with a full spectral range (350~2500 nm). Spectral data are affected by many factors under natural illumination, resulting in fluctuations, especially in the SWIR range, which have usually been avoided by using portable equipment with artificial illumination [48] or focusing on a limited spectral range (i.e., VIS–NIR) [50]. In this study, ANOVA was conducted to evaluate the sensitivities of indices to different severities, different measuring heights and different leaf curvatures on the basis of spectral signature analysis. Then, random forest classification was applied, and a single-index-based classification method was finally determined.



4.1. Analysis of Spectral Characteristics


The spectral curves in Figure 6a exhibit spectral features similar to those reported under artificial illumination conditions [22]. The reflectance of the SCR-infected sample increased in the red range, as this range is related to chlorophyll absorption. The invasion of Puccinia polysora destroyed the chlorophyll in mesophyll cells, and less light in the red range could be captured, resulting in higher reflectance values. The red edge was another region sensitive to stress [66]. The spectral curves of the SCR-infected samples had smaller slope values in the red-edge range, whereas the blue shift of the red edge [70] was not obvious. The growth of fungal hyphae changed the leaf’s inner structure, leading to a decrease in the reflectance of the infected leaves in the NIR range. With the development of the fungi, a water deficit gradually developed. The change in water content caused a decline in the reflectance in the SWIR region. The differences between the reflectance curves in Figure 6b were caused by compound factors such as the size of the coverage area and scattered light from surrounding objects. In fact, the difference in leaf curvature changed the incidence angle of the light. For the convex area, more light entered the sensor by specular reflection, and stronger signals were recorded by the equipment. On the contrary, the signal of the concave area relied more on diffuse reflection. This is why the convex area was brighter than the flat area, while the concave area was darker, as shown in Figure 3a. This can also explain why the reflectance values of the convex groups were greater than those of the other groups, as shown in Figure 6c–e and Figure 7.




4.2. Sensitivities of Reflectance and Indices under Different Measuring Conditions


The reflectance values were affected by many factors in the field under solar illumination. The difference induced by disease severity may be counteracted by other factors. For maize leaves, the leaf curvature was a factor that heavily influenced the reflectance values, and it can hardly be avoided, as the maize leaves were locally wrinkled. The high sensitivity of reflectance to the leaf curvature (Figure 7) reduced its suitability for disease severity monitoring. Constructing an index was a feasible solution, as the index contained more information than a single reflectance and increased the signal. For example, the NDVI is a wideband index that is commonly used, as it can increase vegetation signals and help to extract vegetation areas. Signals can also be increased for hyperspectral indices. Moreover, the division operation in index calculation can eliminate the influences of absolute reflectance values, leading to the result that the index is less sensitive to leaf curvature than reflectance.



The perfect performance of the six indices in Figure 8 demonstrated the effectiveness of those indices for the severity classifications. As most of the indices were proposed for detecting stresses other than SCR, the results also reveal their extensive suitability for similar stresses. The result for the HI is quite reasonable, as the HI was initially designed to differentiate between healthy and infected samples [22]. According to the ANOVA test results in Figure 9, all the indices can be used to differentiate between healthy and severely infected leaves at a measuring height of 5 cm, while the HI, SIPI and DWSI were incapable of distinguishing healthy samples from severely infected ones at a measuring height of 20 cm. Therefore, 5 cm was a reasonable measuring height for hyperspectral data collection. The high sensitivities of most of the indices to the leaf curvature are revealed in Figure 10, indicating that the leaf curvature had a broader impact than the measuring height. The perfect performance of the PRI according to all the ANOVA tests indicates its potential for classifying SCR severity.




4.3. Classification Accuracies of Single Indices and Multi-Indices


The results for the classification accuracies are consistent with the ANOVA test results. The PRI outperformed the other indices in terms of classification accuracy, and had the best performance according to the ANOVA test. The reflectance values of the healthy samples at 531 nm were greater than those of the infected samples, while a reverse trend occurred at 570 nm (Figure 6a). Moreover, the reflectance values in both bands were slightly affected by the measuring height (Figure 6b). Division was conducted to generate the PRI (Table 3), thus eliminating the effect of the leaf curvature. This may explain why the PRI performed so well. The performance of the RENDVI, LRDSI and MTCI was also acceptable, while the SI and SRI performed the worst, which also coincided with the ANOVA test results. Nevertheless, the classification accuracy contradicted the ANOVA test results in some cases. Despite the perfect ANOVA test result shown in Figure 9, the overall accuracy for Dataset (D) achieved by the RENDVI dropped from 78.70% to 67.10%, and this may be attributed to the different samples used for each test.



The conclusion that the PRI was effective for SCR classification is consist with that reported by Meng [22]. However, the accuracy achieved by the SI was only 61.80% for Dataset (A), lower than the reported 70.00% [22]. A possible reason for this discrepancy is that the reflectance values we measured in the SWIR region were not precise enough. It was noticeable that the differences among different-severity samples at around 1600 nm were not as significant as reported [22]. Although water vapor had little effect in 1500~1700 nm, the solar radiance in this range was much weaker (under 0.05 w/m2/nm/sr) than the radiance (above 0.1 w/m2/nm/sr) of artificial illumination [55]. As the hyperspectral data in this study were collected under solar illumination, slight differences in the signal at around 1600 nm were not captured by the sensor, and thus, the reflectance was less reliable than that obtained under artificial illumination. This can explain why all the indices containing SWIR bands (i.e., the HI, SI and DWSI) showed poorer performance in this study; therefore, equipment with artificial illumination is indispensable if the target index contains SWIR bands. The poor performance of the NPQI and SRI may have been caused by the bands that composed these indices. The bands were located in a very narrow spectral range, which reduced the capacities of the indices to increase signals. The reason for the bad performance of the SIPI may be that the SIPI was mainly used at the canopy level.



The similar performance among the single PRI and multi-indices in Figure 11 demonstrate that combining more indices may not improve the accuracy, and this may be attributed to the effect of data redundancy.




4.4. Future Study


As only healthy and severely infected samples were discussed in Section 3.3.2, the ANOVA test results may have changed if moderately infected samples measured at a height of 20 cm had been added. Samples under more complex conditions, such as measuring convex or concave areas at a measuring height of 20 cm, will be collected and analyzed in our future study. As only measuring heights of 5 and 20 cm were addressed in this study, there may be a measuring height better than 5 cm that could be determined if more gradients of measuring heights were designed. Other more sophisticated indices were not discussed in this study, as we aimed to determine an easy, rapid and reliable indicator for SCR classification. Other factors, such as the maize variety, growing stage and leaf location, were not addressed either; a wider dataset containing spectra collected under more sophisticated conditions will be necessary in a future study.



The identification of disease or classification of the disease severity in the symptom appearance phase is of very limited help for disease control. Based on the results in this study, the PRI should be applied for SCR identification in the incubation phase. Moreover, regional SCR monitoring is more practical, and the relatively good performance of the RENDVI indicates potential for SCR identification based on UAV and satellite images. Satellites such as Sentinel-2 [24] and GF-6 (gaofen-6, a Chinese satellite launched in 2018) have double red-edge bands, and the wideband RENDVI can be easily calculated. Hence, UAV and satellite images are expected to be applied for the identification of SCR at a regional scale in the future. Other stresses, such as water deficiency, nutrient deficiency, pests or other diseases, may cause the same differences in reflectance. A comparative study considering other stresses was, therefore, considered worth performing. Among all the stresses, the detection of common corn rust (CCR) caused by Puccinia sorghi would be most valuable, as SCR and CCR both infect maize, and the symptoms are too similar to be differentiated by visual interpretation. A precise but costly method for the identification of SCR and CCR is molecular-based detection. An easier but hazardous method is observing the shapes of urediniospores soaked in 95% sulfuric acid or 75% hydrochloric acid [71]. It would be helpful for agricultural practice if a safe, rapid and easy detection method was proposed. As detection models for different rusts affecting wheat have been proposed [50], an index-based detection method for SCR and CCR will very likely be achieved.





5. Conclusions


In this study, different groups of SCUSI were collected. Ten candidate indices were calculated based on the SCUSI, and their sensitivities to the disease severity, measuring height and leaf curvature were evaluated by ANOVA tests. The six better-performing indices according to the ANOVA tests were applied to a random forest classifier, and the optimal index was finally determined.



The study demonstrates that (1) indices are more reliable for SCR severity classification than reflectances; (2) collecting the SCUSI at a measuring height of 5 cm is a better choice; (3) the PRI is the optimal index for classifying SCR severity, and the overall accuracy can reach 81.30% for mixed samples; (4) compared with the PRI alone, multi-indices cannot significantly improve the classification accuracy; and (5) if an index with a SWIR-range wavelength is selected as the indicator for disease detection, using equipment with artificial illumination is the optimal option.



The PRI was determined to be the optimal index for SCR detection in this study, laying the foundation for detecting SCR during the incubation period and performing a comparative study for SCR and CCR.
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Figure 1. Diagram of experimental plots. 
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Figure 2. Overall workflow of this study. 
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Figure 3. Illustrations of different leaf curvatures (a) and measured heights (b). 
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Figure 4. Corn leaves of healthy (a), moderately infected (b) and severely infected (c) leaves. 
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Figure 5. Spectral curves of original data (a), linear simulation data (b), SG filtering data and (c,d) SG filtering data generated by one-step preprocessing. 
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Figure 6. Comparison of reflectances of corn leaves with different severities (a), different measuring heights (b) and different leaf curvatures (c–e). H, M and S in the legend denote healthy, moderate and severe, respectively. 
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Figure 7. Reflectance values in Dataset (C) at selected wavelengths. H, M and S in the legend denote healthy, moderate and severe, respectively. Error bar denotes standard deviation. Letters above histograms mark the significances, and values with the same letter are not significantly different. 






Figure 7. Reflectance values in Dataset (C) at selected wavelengths. H, M and S in the legend denote healthy, moderate and severe, respectively. Error bar denotes standard deviation. Letters above histograms mark the significances, and values with the same letter are not significantly different.



[image: Remotesensing 14 02551 g007]







[image: Remotesensing 14 02551 g008 550] 





Figure 8. Heat map of p values for different indices calculated based on Dataset (A). Cross means no data, and gray box means not significant. 
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Figure 9. Heat map of p values for different indices calculated based on Dataset (B). H, M and S in x and y axis denote healthy, moderate and severe, respectively. Cross means no data, and gray box means not significant. 
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Figure 10. Heat map of p values for different indices calculated based on Dataset (C). H, M and S in x and y axis denote healthy, moderate and severe, respectively. Cross means no data, and gray box means not significant. 
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Figure 11. Overall accuracies of random forest classification based on single PRI and multi-indices. Error bar denotes standard deviation. Dotted line means overall accuracy equals 80%, and ns above histograms means not significant. n in x axis means sample numbers, and dataset details are described in Table 2. 
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Table 1. Sample numbers under different measuring conditions.
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	Group
	Disease

Severity
	Measuring

Height
	Leaf

Curvature
	Sample

Numbers





	1
	Healthy
	5 cm
	Flat
	30



	2
	Healthy
	20 cm
	Flat
	13



	3
	Healthy
	5 cm
	Convex
	18



	4
	Healthy
	5 cm
	Concave
	28



	5
	Moderate
	5 cm
	Flat
	15



	6
	Moderate
	5 cm
	Convex
	21



	7
	Moderate
	5 cm
	Concave
	13



	8
	Severe
	5 cm
	Flat
	21



	9
	Severe
	20 cm
	Flat
	12



	10
	Severe
	5 cm
	Convex
	20



	11
	Severe
	5 cm
	Concave
	15
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Table 2. Sample numbers and samples contained in different datasets.






Table 2. Sample numbers and samples contained in different datasets.





	Dataset
	Sample Number
	Contained Samples





	A
	66
	All samples in groups 1, 5 and 8;



	B
	79
	All samples in groups 1, 2, 8 and 9;



	C
	187
	All samples in groups 1, 3–8, 10 and 11



	D
	66
	All samples in groups 2 and 5–9;

17 samples in group 1;

9 samples in group 8



	E
	66
	10 samples each in groups 1, 3 and 4;

5 samples each in groups 5, 6 and 7;

7 samples each in groups 8, 10 and 11



	F
	66
	9 samples in group 2;

7 samples each in groups 1, 3 and 4;

6 samples in group 9;

5 samples each in groups 5, 6, 7, 8, 10 and 11
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Table 3. Indices selected for this study.






Table 3. Indices selected for this study.





	Index
	Formula
	Covered Spectral Region
	References





	HI (Health Index)
	      R  1445   −  R  572      R  1445   +  R  572     + 0.2 ∗  R  766     
	Yellow [11], NIR [13], SWIR [13]
	[22]



	SI (Severity Index)
	      R  575   −  R  1670      R  575   +  R  1670     −  R  640     
	Yellow [11], Red [13], SWIR [13]
	[22]



	RENDVI (Red-Edge Normalized Difference Vegetation Index)
	      R  750   −  R  705      R  750   +  R  705       
	Red edge [12]
	[57]



	PRI (Photochemical Reflectance Index)
	      R  531   −  R  570      R  531   +  R  570       
	Green [11], yellow [11]
	[58]



	NPQI (Normalized Phaeophytinization Index)
	      R  415   −  R  435      R  415   +  R  435       
	Violet [11]
	[59]



	SIPI (Structure-Independent Pigment Index)
	      R  800   −  R  445      R  800   +  R  680       
	Violet [11], red [13], NIR [13]
	[60]



	LRDSI (Leaf Rust Disease Severity Index)
	   6.9 ∗    R  605      R  455     − 1.2   
	Blue [11], orange [11]
	[61]



	MTCI (MERIS Terrestrial

Chlorophyll Index)
	   (  R  754   −  R  709   ) −  (   R  709   −  R  681    )    
	Red [13], red edge [12], NIR [13]
	[62]



	DWSI (Disease Water Stress Index)
	      R  1660      R  550       
	Green [11], SWIR [13]
	[63]



	SRI (Simple Ratio Index)
	      R  515      R  550       
	Green [11]
	[64]
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Table 4. OA, MAP and MAR values for different datasets based on single-index random forest classification. OA, MAP and MAR are overall accuracy, macro average of precision and macro average of recall, respectively. Maximum value of each parameter is highlighted in bold, and dataset details are described in Table 2.






Table 4. OA, MAP and MAR values for different datasets based on single-index random forest classification. OA, MAP and MAR are overall accuracy, macro average of precision and macro average of recall, respectively. Maximum value of each parameter is highlighted in bold, and dataset details are described in Table 2.





	
Dataset

	
Parameter

	
SI

	
RENDVI

	
PRI

	
LRDSI

	
MTCI

	
SRI






	
A

	
OA (%)

	
61.80

	
78.70

	
80.60

	
82.00

	
80.40

	
71.00




	
MAP (%)

	
58.86

	
75.35

	
76.77

	
78.01

	
78.34

	
67.72




	
MAR (%)

	
57.93

	
76.70

	
76.76

	
77.16

	
77.91

	
67.70




	
D

	
OA (%)

	
55.8

	
67.10

	
81.80

	
79.40

	
71.20

	
74.90




	
MAP (%)

	
46.54

	
59.01

	
77.78

	
74.91

	
69.75

	
70.21




	
MAR (%)

	
48.12

	
61.65

	
77.96

	
75.37

	
69.14

	
71.41




	
E

	
OA (%)

	
54.9

	
79.40

	
80.10

	
74.40

	
75.30

	
66.80




	
MAP (%)

	
42.98

	
76.54

	
77.30

	
73.26

	
71.12

	
68.46




	
MAR (%)

	
47.72

	
76.05

	
77.65

	
72.85

	
71.35

	
64.80




	
F

	
OA (%)

	
48.00

	
71.40

	
81.30

	
70.00

	
65.60

	
59.30




	
MAP (%)

	
37.41

	
70.41

	
79.70

	
67.37

	
62.99

	
51.03




	
MAR (%)

	
44.02

	
70.4

	
76.78

	
66.68

	
63.90

	
54.79
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