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Abstract: As a kind of soil-borne epidemic disease, bacterial wilt (BW) is one of the most serious
diseases in tomatoes in southern China, which may significantly reduce food quality and the total
amount of yield. Hyperspectral remote sensing can detect crop diseases in the early stages and offers
potential for BW detection in tomatoes. Tomatoes in southern China are commonly cultivated in
greenhouses or bird nets, limiting the application of remote sensing based on natural sunlight. To
resolve these issues, we collected the spectrum of tomatoes firstly using the HS-VN1000B Portable
Intelligent Spectrometer, which is equipped with a simulated solar light source. We then proposed
a tomato BW detection model based on some optimal spectral features. Specifically, these optimal
features, including vegetation indexes and principal components (PCs), were extracted by the sequen-
tial forward selection (SFS), the simulated annealing (SA), and the genetic algorithm (GA) and were
finally fed into the support vector machine (SVM) classifier to detect diseased tomatoes. The results
showed that the infected and healthy tomatoes exhibit different spectral characteristics for both leave
and stem spectra, especially for near-infrared bands. In addition, the BW detecting model built by
the combination of GA and SVM (GA-SVM) achieved the best performance with overall accuracies
(OA) of 90.7% for leaves and 92.6% for stems. Compared with the results based on leaves, spectral
features of stems provided better accuracy, indicating that the symptom of early infection of BW is
more significant in tomato stems than in leaves. Further, the reliability of the GA-SVM tomato stem
model was verified in our 2022 experiment with an OA of 88.6% and an F1 score of 0.80. Our study
provides an effective means to detect BW disease of tomatoes in the early stages, which could help
farmers manage their tomato production and effectively prevent pesticide abuse.

Keywords: bacterial wilt disease; infection detection; hyperspectral remote sensing; tomato

1. Introduction

Tomato is one of the dominant and most consumed vegetables around the whole
world [1], and its growth and production have essential role for people at local and national
in terms of socioeconomic development and food security [2]. According to the investiga-
tion report [3], China has the largest tomato-planting area and produces tremendous tomato
yields in the world, with an annual yield of 65.15 million tons, close to 1/3 of the global
tomato production. There are more than 40 kinds of tomato diseases in China, among which
more than 10 seriously occurred national wide. Bacterial wilt (BW) disease, caused by
Ralstonia solanacearum (Smith) Yabuuchi et al., is a pathogenic soil-borne epidemic disease
for Solanaceae vegetables [4], which is a serious disease and could cause tomato yield loss
of up to 91%. The BW disease transmits implicitly, outbreaks suddenly and spreads quickly
through soil and water across the whole farmland under appropriate temperature and
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humidity conditions in the plot, resulting in most of the other healthy plants infected with
BW soon [5]. Once the BW pathogen enters the xylem of the tomato, it propagates in the
vascular bundle and obstructs water and nutrients transportation, causing crown foliage to
wilt first and then the entire plant death in a few days, leading to a significant tomato yield
reduction. The BW disease is mainly distributed in tropical and subtropical areas and is
especially common in southern China [6].

Nowadays, many trials, including cultural practices, soil amendment, fumigation,
spraying chemical agents or bactericides, and breeding resistant varieties, have been carried
out to control the BW disease [7–9]; however, with no significant achievements [10]. More
importantly, misuse and overuse of chemical agents or bactericides could give rise to agri-
cultural soil pollution and bring great pressure to the ecological environment. Therefore, it
is important to obtain timely and accurate information about the state of BW disease and
spatial distributions to reduce the secondary infection by biological control or even early
removing the infected ones [11]. Traditional detection methods of BW disease, such as field
investigation, manual discrimination, and chemical testing, are usually time-consuming,
inefficient, expensive and even destructive [12]. Hence, advanced and automated BW
detection methods with a contactless, nondestructive way are favored for tomato culti-
vation companies and farmers, which can provide accurate disease information in near
real-time [13].

Hyperspectral remote sensing records target spectra with dozens or even hundreds of
fine spectral bands and has the ability to discriminate different targets through fine spectral
characteristics [14,15], booming prosperous scientific research prospects in many fields,
including air pollution monitoring [16], crop fine classification, vegetation biochemical
parameter retrieval, crop disease monitoring and early detection [12,17]. In recent decades,
it has achieved great improvements both in imaging systems and different application
fields [18,19]. For example, in crop disease monitoring and detection fields, it is regarded as
an effective way due to its advantages of nondestructive detection and abundant spectral
information [20–22]. Numerous studies indicate that it can be used to detect lots of crop
diseases, such as pine wilt disease [23], peanut leaf spot [24], early blight disease [25], late
blight diseases [25] and etc., highlighting the great potentials on tomato BW. However, most
previous studies focused on field crops and tomatoes in southern China are often planted in
greenhouses or bird nets, where passive solar-based remote sensing is limited because the
solar radiation is declined and affected seriously, and the space room is also restricted. The
portable spectrometer with a simulated solar light source, which releases the dependence
on natural sunlight, has become a good observation means for practical applications.

The HS-VN1000B Portable Intelligent Spectrometer, produced by Progoo Information
Technology Co., Ltd., Tianjin, China, is equipped with a built-in simulated solar light source
and can be controlled by a mobile app through a Bluetooth connection. The app uses the
cloud big data analysis system to interpret the collected spectrum, and the results can be
displayed to customers in real-time. Compared with other spectrometers, HS-VN1000B
Portable Intelligent Spectrometer has significant advantages in crop disease detection, such
as small volume, high sensitivity, low power consumption, and high-cost performance.
With HS-VN 1000B, the observable objects are no longer limited to leaves and canopies but
also stems, which often are infected earlier in plants.

Crops spectra between visible and near-infrared spectral ranges can be applied to
detect early disease changes caused by biotic stresses because diseases carry different
physiological and ontogenetical responses to these spectral bands [26–28]. Though hyper-
spectral remote-sensing technique can capture the crop’s fine spectra within these spectral
bands, the collected spectra have high dimensions and most spectral bands are highly
relevant to others, which makes it difficult to accurately identify an infected crop. Hence,
there are various approaches designed for extracting distinctive spectral features from
hyperspectral remote sensing datasets for some specified applications [29–31]. Through
feature extraction or feature engineering, the spectra dimensions will be decreased, and the
spectra correlations will also be eliminated; thus, the most representative spectral character-
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istics are retained, which may highly improve crop disease detection model performance.
For example, Elhadi et al. [32] developed a guided regularized random forest (GRRF)
method to extract six key features for the early-stage detection of maize crop infected with
phaeosphaeria leaf spot (PLS), with an overall accuracy (OA) of 88% and a kappa value of
0.75. Nevertheless, when all spectral bands are included in the model, the classification
accuracy, on the contrary, dropped dramatically, with an OA of only 82% and a kappa of
0.64. Nagasubramanian et al. [33] identified the optimal combination of six bands from
240 hyperspectral bands by using genetic algorithms (GA) for early discrimination of
charcoal rot disease of soybean stems, and compared to using only RGB bands, the optimal
combination of six bands obtained better results in SVM model with an OA of 90.91% and
an F1-score of 0.90, which highlights the optimal band combination and the non-visible
wavelength for disease detection. Because of the high dimensionality of hyperspectral
data, a thorough search for the subset of best features using an enumerate way incurs a
tremendous computational burden and thus is impractical.

Heuristic algorithms quickly determine near-optimal solutions to an optimization
problem by greatly reducing the number of attempts of try and error in the limited search
space, not the entire solution space. Therefore, various heuristic algorithms are emerging
and have successfully been applied in feature selection with high dimensions. Sequential
forward selection (SFS) [34] with sequential search strategy and simulated annealing
(SA) [35] with random search strategy are classic heuristic algorithms and characterized
by short running time and easy to implement, so they have a wide range of applications.
Genetic algorithms (GA) [36] used with a random search strategy is another kind of heuristic
algorithm and have a strong global search capability [37]. Hence, SFS [34], SA [35], and
GA [36] were adopted to search for an optimal subset of spectral features in this work to
maximize the efficiency and reduce the computational complexity of using hyperspectral
data [38].

The extracted features are then usually input into classifiers to determine the crop’s
healthy status. Support vector machine (SVM) is one of the preferred and classic machine
learning-based classifiers and is applied by most scholars worldwide in various scientific
research fields [39,40] because it has good generalization capability in few-shot learning
with just a few parameters to consider and is less prone to over-fitting. Hence, it is a
promising way to develop a crop disease detection model by integrating machine-learning
techniques with different feature extraction methods.

Therefore, this study aims to develop a practical monitoring method for the early
detection of tomato BW disease using HS-VN1000B Portable Intelligent Spectrometer. This
work also tries to discover if plant leaf or stem spectra are more appropriate for early
detection of the BW disease in tomatoes.

2. Materials and Methods
2.1. Field Experiments

The study area is located in the Gaoqiao scientific research and experiment base, Hu-
nan Academy of Agricultural Sciences, Hunan Province, China (113.36◦E, 28.48◦N). Three
tomato varieties, namely Ruila, Laixideng and Kaide1832, were planted for spectrum mea-
surement in this study, as they are widely cultivated in China and much more susceptible
to being infected with BW disease. Tomato seedlings were raised in March, transplanted
on April 5, flowered at the end of April with the fruit setting in May, and most of them
died due to bacterial wilt infection in early June. In total, 150 plants were infected with BW
disease naturally, and another 50 of them were used as a healthy control group. Compound
fertilizer with the amount of 1500 kg per ha was applied before sowing, which consisted of
N-P2O5-K2O (17-17-17). The weed and pest control strategies and irrigation management in
the experimental field were adjusted according to local agronomic management practices.
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2.2. Data Acquisition
2.2.1. Disease Severity Assessment

According to the standards from the book [41] and suggestions from local, experienced
tomato planting experts, BW severity could be assessed by the degree of leaf wilting, where
0 represents no leaf wilting, 1 represents top 2–3 leaves wilting, 2 represents all leaves
wilting, and 3 represents a dead plant, as shown in Figure 1. However, once the leaves
wither, it is difficult to control the disease with chemicals, and the infected plant dies
rapidly in a few days. Only the edge of the leaf on the crown curls because of water loss,
which occurs in the early stage of tomato BW disease and can be treated using anti-bacterial
agents. For this reason, this study mainly focuses on the early detection of tomato BW
disease during the curling stage of the top leaves.
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Figure 1. Disease severity of tomato BW: (a) leaf curling (early detection); (b) top leaves wilting (1);
(c) all leaves wilting (2); (d) dead (3).

2.2.2. Reflectance Measurements

The tomato spectrum measure experiments were conducted in BW disease early
stages on 7 May, 20 May, 6 June, and 19 June, 2021. The HS-VN1000B Portable Intelligent
Spectrometer was used in this study to measure the spectrum of healthy and infected
tomatoes, with the instrument parameters shown in Table 1. Figure 2 shows the sketch
map for spectrum measurement using HS-VN1000B spectroradiometer. The spectrometer
obtained the spectrum by clinging to the measured objects because it provided a built-
in light source. The dark current and white reference reflectance are also recorded for
reflectance inversion. In order to avoid the influence of stray light on the spectral acquisition,
we also used a black shelter with very low reflectance to block the underlying surface. A
total of 354 leaf samples and 179 stem samples were collected and processed for modeling,
of which 114 were healthy and 240 were infected leaf samples, and 130 were infected and
49 were healthy stem samples.
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Table 1. Instrument parameters of HS-VN1000B Portable Intelligent Spectrometer.

Wavelength 400 nm–1000 nm Spectral 3 nm

Size <20 × 10 × 4 cm Weight <0.58 kg
Bands 300 Light Built-in halogen lights

Power supply 1 standard 18,650 battery Data interface Bluetooth
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2.3. Data Processing

The workflow of the steps from the reflectance measurements to the disease early
detection modelling is presented in Figure 3. Firstly, the raw reflectance of healthy and
diseased tomato leaves and stems was obtained by the spectrometer. Then, the raw
reflectance was pre-processed to eliminate the spectrum noise. SFS, SA and GA were
used as feature selection methods to obtain the optimal subset of features. SVM binary
classification method was used to detect the disease. Finally, the model performance
was evaluated.

2.3.1. Data Pre-Processing

The Savitzky–Golay (S-G) smoothing filter [42] was used in this study to eliminate the
spectrum noise caused by the spectrometer sensitivity. A third-order polynomial with a
slide filter window of 3 was applied to further improve the spectral smoothness and data
quality [28].

Y∗
j =

∑m
i = −m Ci × Yj + i

N
(1)

where Y∗
j is the fitted value, Yj + i is the original value of the spectrum, Ci is S-G fit

polynomial coefficients, obtained by fitting the given higher-order polynomial within a
sliding window, m is the width of half the filter, N is the filter length, N = 2m + 1.

2.3.2. Extraction of Spectral Data

The high dimensionality of hyperspectral data often makes it contain much redundant
information. It is common to use the band selection algorithm to reduce data dimensionality
and complexity [37]. Referring to related studies on BW hyperspectral disease detection
and water stress [5,26,43], a total of 35 vegetation indices (VIs) (Table 2) and 25 principal
components (PCs) were employed to obtain effective spectral features.
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Table 2. Vegetation indices employed in this study.

Vegetation Index Equations Reference

Water Index, WI R900/R970 [43]
Normalized Water Index, NWI (R970 − R900)/(R970 + R900) [43]

Normalized Water Index, WI:NDVI WI/NDVI [43]
Normalized Difference Vegetation Index, NDVI (R800 − R670)/(R800 + R670) [43]

Renormalized Difference Vegetation Index, RDVI (R800 − R670)/(R800 + R670)
1/2 [43]

Optimized Soil Adjusted Vegetation Index, OSAVI (1 + 0.16)(R800 − R670)/(R800 + R670 + 0.16) [43]
Normalized Photochemical Reflectance Index, PRInorm PRI/(RDVI ∗ (R700/R670)) [43]

Photochemical Reflectance Index, PRI570 (R570 − R531)/(R570 + R531) [43]
Photochemical Reflectance Index, PRI550 (R550 − R531)/(R550 + R531) [43]
Photochemical Reflectance Index 1, PRI1 (R528 − R567)/(R528 + R567) [26]

Photochemical Reflectance Index 2 (R531 − R570)/(R531 + R570) [26]
Greenness index, G R554/R677 [26]

Modified Chlorophyll absorption in Reflectance Index,
MCARI

((R700 − R670)− 0.2 ∗ (R700 − R550)) ∗
(R700/R670)

[26]

Transformed CARI, TCARI 3 ∗ ((R700 − R670))− 0.2 ∗
(R700 − R550)) ∗ (R700/R670)

[26]

Triangular Vegetation Index, TVI 0.5 ∗ (120 ∗ (R750 − R550))− 200 ∗
(R670 − R550))

[26]
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Table 2. Cont.

Vegetation Index Equations Reference

Zarco-Tejada & Miller, ZM R750/R710 [26]
Simple Ratio Pigment Index, SRPI R430/R680 [26]

Normalized Phaeophytinization Index, NPQI (R415 − R435)/(R415 + R435) [26]
Normalized Pigment Chlorophyll Index, NPCI (R680 − R430)/(R680 + R430) [26]

Carter Index 1, Ctr1 R695/R420 [26]
Carter Index 2, Ctr2 R695/R760 [26]

Lichtenthaler Index 1, LIC1 (R800 − R680)/(R800 + R680) [26]
Lichtenthaler Index 2, LIC2 R440/R690 [26]

Structure Intensive Pigment Index, SIPI (R800 − R450)/(R800 + R650) [26]
Vogelmann Index 1, Vog1 R740/R720 [26]
Vogelmann Index 2, Vog2 (R734 − R747)/(R715 + R726) [26]
Vogelmann Index 3, Vog3 (R734 − R747)/(R715 + R720) [26]

Gitelson and Merzlyak 1, GM1 R750/R550 [26]
Gitelson and Merzlyak 2, GM2 R750/R700 [26]

Bacterial wilt index1, BWI1 (R790 − R650)/2 + R790 [5]
Bacterial wilt index2, BWI2 R730/R790 [5]
Bacterial wilt index3, BWI3 (R790 − R580)/2 + R790 [5]
Bacterial wilt index4, BWI4 (R790 − R730)/2 + R790 [5]
Bacterial wilt index5, BWI5 (R790 − R730)/2 − R790 [5]
Bacterial wilt index6, BWI6 (R790 − R650)/2 − R790 [5]

2.3.3. Band Selection

Disease detection using a hyperspectral remote sensing technique generally involves
building features representing disease spectral response. However, not all of these features
are equally significant for a specific task [44]. The selection of fewer but effective and
optimal bands is widely employed for developing a crop disease detection model with the
aim to improve robustness, accuracy and computational effectiveness [45]. Three feature
selection methods (SFS, SA and GA) were adopted to get the optimal subset of spectral
features. All the data processing and the implementation of the disease detection model
were conducted using PyCharm software (python v3.6), version 2019 by JetBrains from the
Czech Republic.

The SFS algorithm progressively adds features according to a “bottom-up” search
strategy starting from the empty set until as many features as required are selected [46].
The method takes inter-feature combinations into account to some extent [47], however, it
can not remove the selected features, even if they decrease the accuracy of the model.

SA is one of the heuristic methods for feature optimization in hyperspectral data [35,48].
It randomly selects a feature subset from the current optimal feature subset. In case the
new feature subset performs better, the new subset will be adopted to replace the current
optimal feature subset. In the case that the new feature subset performs poorly, it will still
be adopted with a certain probability, which depends on the current state (temperature) [35].
The detailed SA process is described by Gheyas and Smith [49].

GA is based on the random global search optimization strategy and evaluation criteria
to obtain an optimal subset of features [50]. By randomly generating the chromosomes
and encoding each chromosome into one set of feature combinations, which undergo
successive iterations of selection crossover and mutation genetic operators to generate new
chromosomes with better fitness values, the final chromosome with the largest fitness value
is the optimal solution for that feature dimension. Considering the dependency between
the features, GA can extract important features with sufficient information and give a
better optimal solution [31]. Compared with GA, features selected by SFS each time are
not removed, limiting combinatorial solutions of features considered, and the poor global
search ability of SA makes it vulnerable to other parameters [51].

The SVM classifier shows lots of unique advantages in solving small samples, non-
linear, and high-dimensional pattern recognition [52]. Hence, we adopted the SVM clas-
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sifier in this study, and the radial basis function (RBF) kernel was employed because of
its high performance [17,53–55]. The grid search strategy was used to optimize SVM
hyper-parameters.

The samples were randomly divided into training (70%) and test (30%) groups and
10-fold cross-validation was applied to evaluate their performance. The accuracy criteria
such as recall, precision, F1 score, and OA, shown in Equations (2) to (5), were employed.
In these formulas, TP means true and correctly classified, TN means true but classified
wrong, while FP means false but classified to be true, and FN means false and correctly
classified [56]. Additionally, the F1 score can address the problem of unbalanced class
distribution better than OA because it is precise and simultaneously recalls into account [57].
If the F1 score is closer to 0, the poorer the model performance is, while if it is closer to 1,
the better the model performance is.

Recall =
TP

TP + FN
(2)

Precision =
TP

FP + TP
(3)

F1 Score = 2· Recall·Precision
Recall + Precision

(4)

OA =
TP + TN

TP + TN + FP + FN
(5)

2.3.4. Data Analysis

The spectral reflectance curves of all healthy and infected tomatoes obtained from the
four experiments (7 May, 20 May, 6 June, 19 June) are shown in Figure S1 (in Supplementary
Materials). It could be concluded that the overall shape of the spectral reflectance of
healthy plants is similar to infected plants, increasing from 438 nm to 550 nm, subsequently
dropping until 680 nm, followed by a sharp increase after 765 nm. Compared with infected
plants, the healthy ones presented the higher leaf and stem reflectance values in the NIR
region. This is because the physiological stress caused by the pathogen invasion has a
certain influence on the internal structure of plant leaf and stem, diminishing their internal
reflective capacity, thus causing a reduction in reflection of NIR energy [26]. Compared
with leaf reflectance, the stem reflectance of healthy and infected plants presented a more
significant difference, and it might be because this study mainly focuses on the early infected
stage, while the water shortage in leaves is slight, but the stem has already been infected.

3. Results

For the same feature optimization method, the combination of features with high
fitness value may have higher classification accuracy than that of features with low fitness
value. Therefore, we select the optimal feature combination corresponding to the maximum
fitness value as the input variables to the SVM classifier. It was found in Figure 4 that
there were 16, 22, and 10 spectral leaf features and 20, 12 and 10 stem spectral features
selected by SFS, SA and GA, respectively. For the optimal feature subset of tomato leaves
and stems, it was noticed that GA selected the least number of spectral features and on
the other hand, SFS selected a relatively larger number of spectral features, which was
associated with the inability of the SFS algorithm to delete the features that had been already
chosen earlier. Details of the results from the optimal feature subsets selected by the three
feature selection methods are described in Table S1 (in Supplementary Materials). Figure 5
shows the spectral features selected by SFS, SA and GA, which have a correlation greater
than 50%. The SRPI has the greatest contribution in all of the disease detection models
based on tomato leaf spectra, which could be explained by the fact that it indicates the
changes in nitrogen content and photosynthetic efficiency in infected tomatoes. Among the
tomato stem disease detection models, PC13 showed a greater contribution, which further
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demonstrated that the PCs with small variance might be more effective in disease detection.
Table 3 shows the results that examine the separation ability of features for healthy and
diseased samples using an independent t-test. The mean and standard deviation of all
VIs were significantly different between the healthy and diseased samples, and it was
significant at the 0.99 level for all features selected by the three feature selection methods.
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Table 3. Summary statistics of VIs selected by feature selection methods.

Methods Leaf/Stem Features
Mean Standard Deviations Significance

of t-TestHealthy Diseased Healthy Diseased

SFS

Leaf

PRI550 0.045 0.040 0.010 0.010 **
Vog1 1.472 1.479 0.079 0.081 **
Vog2 −0.082 −0.084 0.016 0.018 **
Ctr2 0.212 0.218 0.026 0.027 **
SRPI 1.039 0.955 0.123 0.103 **

Stem

PRI550 0.040 0.046 0.006 0.008 **
WI 1.174 1.169 0.020 0.022 **

WI:NDVI 1.726 1.757 0.104 0.103 **
PRI570 −0.011 0.001 0.011 0.016 **
BWI2 0.904 0.915 0.020 0.016 **

G 1.859 1.920 0.188 0.199 **
PRI1 −0.017 −0.027 0.008 0.014 **
LIC1 0.660 0.644 0.036 0.040 **
GM1 2.803 2.578 0.436 0.310 **

SA

Leaf

PRI550 0.045 0.040 0.010 0.010 **
OSAVI 0.719 0.702 0.033 0.034 **
NPCI −0.016 0.026 0.049 0.052 **
SIPI 0.771 0.754 0.031 0.033 **

PRI570 −0.059 −0.054 0.025 0.021 **
ZM 2.174 2.193 0.175 0.192 **

SRPI 1.039 0.955 0.123 0.103 **
NPQI 0.017 0.003 0.016 0.022 **
PRI1 0.013 0.014 0.022 0.018 **
Ctr2 0.212 0.218 0.026 0.027 **
Vog2 −0.082 −0.084 0.016 0.018 **
Vog3 −0.090 −0.092 0.019 0.020 **
GM2 3.579 3.531 0.415 0.409 **

Stem

PRI550 0.040 0.046 0.006 0.008 **
RDVI 0.550 0.544 0.040 0.04 **

WI 1.174 1.169 0.020 0.022 **
LIC1 0.660 0.644 0.036 0.040 **
Vog2 −0.031 −0.027 0.006 0.006 **
Vog3 −0.032 −0.028 0.006 0.006 **
GM2 2.085 1.950 0.188 0.199 **

GA

Leaf
SRPI 1.039 0.955 0.123 0.103 **
Vog1 1.472 1.479 0.079 0.081 **
Ctr2 0.212 0.218 0.026 0.027 **

Stem

NWI −0.080 −0.078 0.009 0.009 **
WI:NDVI 1.726 1.757 0.104 0.103 **

PRI2 0.011 −0.001 0.011 0.016 **
NPCI 0.154 0.172 0.045 0.057 **
Ctr1 2.472 2.659 0.279 0.354 **
GM1 2.803 2.578 0.436 0.310 **

Note: ** indicates that the mean differences are significant at the 0.99 levels.

The optimal features selected by SFS, SA and GA methods were fed into SVM classifier
to identify infected and healthy tomatoes. We developed six early detection models based
on the spectral features of leaves and stems using different feature selection methods. The
OA and F1 score criteria of the six models are presented in Table 4. BW disease detection
models based on leaf spectrum using SFS, SA, and GA methods resulted in an OA of
89.7%, 86.0%, and 90.7%, with F1 scores of 0.83, 0.79, and 0.85, respectively. The BW
disease detection models based on stem spectrum using SFS, SA, and GA methods resulted
in an OA of 92.6%, 88.9%, and 92.6%, and F1 scores of 0.85, 0.80, and 0.87, respectively.
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Comparing the model performances for different optimal feature combinations, GA showed
the best performance, followed by SFS, while SA showed the worst performance for the
SVM model. Overall, the SVM built with the optimal subset of features that were selected
by GA as input variables achieved the best performance on 10-fold cross-validation, with
F1 scores of 0.85 for leaves and 0.87 for stems.

Table 4. SVM built with different feature selection methods for comparative performance of tomato
disease detection models.

Feature Selection Methods Leaf/Stem Healthy (%) Diseased (%) Overall Accuracy (%) F1 Score

SFS
Leaf 76.5 95.9 89.7 0.83
Stem 78.6 97.5 92.6 0.85

SA
Leaf 82.4 87.7 86.0 0.79
Stem 85.7 90.0 88.9 0.80

GA
Leaf 85.3 93.2 90.7 0.85
Stem 92.9 92.5 92.6 0.87

4. Discussion

To investigate the reliability of the GA-SVM model for identifying tomato BW, the
experiment was replicated on 13 May 2022, at GeNongJiang Agricultural Products Co.,
Ltd. in Changsha, Hunan Province, China (location: 113.41◦E, 28.08◦N;) (Figure 6). Types
T101 and T106 of tomatoes were sown at 45 cm × 45 cm seed spacing on 26 December 2021
and grafted on 28 March 2022, with 400 grafted tomatoes that were not susceptible to BW
and 200 ungrafted tomatoes that were extremely susceptible to BW. The total planting area
was 200 m2. A fertilizer compound that contains 7.5 kg of N, P2O5, and K2O, respectively,
was applied as the base fertilizer before sowing and followed up with drip irrigation once
after sowing. Weeds and pests were controlled according to local agronomic measures.
In May 2022, about 8% of the tomatoes naturally developed BW (BW was visible in the
greenhouse); hence, the experiment was conducted on 13 May 2022.
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The HS-VN1000B spectroradiometer was applied to acquire the tomato stem spectra
with a black mask with low reflectance to obstruct the underlying surface. Thirty-five
tomato stem samples were taken as input to the GA-SVM model, of which 25 were infected
plants and 10 were healthy plants. The results demonstrated that the OA was 88.6%, and the
F1 score was 0.80 (Table 5). Considering the variations in location, time, and environment
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of the 2022 experiment, the results were considered reasonable and validated the usefulness
and reliability of the GA-SVM tomato stem model. Figure S2 (in Supplementary Material)
presents the spectral stem curves of all healthy and diseased plants in the 2022 experiment.

Table 5. The validation results of the GA-SVM model for the 2022 experiment.

True

Predicted
Healthy Diseased Healthy (%) Diseased (%) Overall Accuracy (%) F1 Score

Healthy 8 2 80.0 92.0 88.6 0.80
Diseased 2 23

In this work, we developed tomato BW disease detection models using HS-VN1000B
Portable Intelligent Spectrometer. Since the equipment has a built-in light and is no longer
limited by external light source conditions, it can be well used outdoors with cloudy and
rainy weather or in facilities like greenhouses and bird nets. Furthermore, a more stable
spectrum can be obtained effectively by HS-VN1000B without considering the observation
angle of the ground objects. The instrument is small and light, convenient for carrying,
and the operation based on the mobile app is simple, which means it is also suitable for
ordinary people without a professional background. Through a 5G wireless network,
the spectrum can be analyzed and shown in a mobile app in real-time using the disease
detection model of the big data cloud platform. The equipment meets the requirements
of real-time, nondestructive, and accurate detection of crop diseases and provides a new
application perspective for the development of precision agriculture.

The phytopathology of this disease has been deeply studied as well as the traits of the
infected plants. When a tomato plant is infected with BW disease, these bacteria spread into
the crown and stem through the plant’s vascular system in a few hours [58]. It may cause
wilt in plants by invading through the xylem vessels and colonizing the xylem, preventing
water movement into the upper portion of plant tissues and damaging tissue and cell
structure inside the plant. The spectral responses caused by BW disease in tomato are
highly correlated with these physiological and ontogenetical factors and shows a reduced
spectral reflection in the NIR region, just like the research work findings on Brinjal [26].
It is interesting that this phenomenon is clearly observed between infected and healthy
tomatoes, regardless of the leaf or stem spectrum, as shown in Figure S1 (in supplementary
materials). BW is a soil-borne bacterial disease and it represents a faster bacteria response
in vascular bundle blockage than in leaves lacking water. Once infected with BW, the stem
of a tomato exhibits special symptoms before leaves showing slight water shortage, wilt
traits, as well as damage to cellular structures, such as the proliferation of adventitious
roots or buds in the middle or lower parts of the infected stems.

Since early detection of BW disease in tomatoes is important for its production and
management, it is expected to adopt some sensitive spectral futures representing disease
symptoms in the early stages to achieve this goal. Fortunately, the performance of the early
disease detection model based on stem reflectance outperforms that of leaf reflectance, with
the highest OA (92.6%) and F1 Score (0.87) by GA-SVM for the 2021 experiment and nice
OA (88.6%) and F1 score (0.80) for GA-SVM for the 2022 experiment. It provides evidence
of the feasibility and effectiveness of stem monitoring for detecting disease at an early stage.
It also highlights that except for the spectrum of leaves and canopy of tomato, the spectrum
of the stem provides a promising way for early detecting BW in tomatoes. The findings
may help to support the timely control of this vegetation disease in the greenhouse.

Our study successfully applied feature selection methods and machine learning algo-
rithms in an early BW disease detection model for tomato leaves and stems. We obtained an
F1 score of 0.85 for the leaves and 0.87 for the stems in our 2021 experiment using optimal
spectral features selected by GA. We verified the reliability of applying the GA-SVM model
in tomato stems in the 2022 experiment. Three feature selection methods (SFS, SA and
GA) decreased the total number of spectral features by over 63%. It is noticeable that in
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the leaf model, SRPI, the VI selected by SFS, SA and GA, had the largest contribution in
the SVM model, which was probably caused by the xylem blockage in the early infected
plants, which obstructed the flow of water and nutrients, leading to the modification of
SRPI which is sensitive to leaf nitrogen content [59] and photosynthetic efficiency [60].

In stem models, PC13 with low variance rather showed the largest contribution in the
SVM model, which indicates the PCs with low variance may be more vulnerable to changes
and possess stronger disease discrimination power. This finding is consistent with the idea
proposed by Kuncheva et al. [61]. In the leaf and stem models, it was found that almost all
of the optimal feature subsets selected by GA could be found in SFS and SA. Moreover, the
best result is obtained by GA-SVM, followed by SFS-SVM and the worst by SA-SVM. It
indicates that GA is more capable of searching for the optimal solution globally compared
to SFS and SA, while SFS and SA more easily drop into the optimal local solution and are
limited by the information redundancy.

In this study, only spectrum features of tomatoes are extracted for building an early
BW detecting model. However, the spectral shapes between healthy and infected tomatoes
are similar, and there are also spectrum overlapping between each other, which brings big
challenges for early BW detection in tomatoes. When a tomato plant is infected with BW
disease, the leaves on the crown of the plant are prone to wilt. Obviously, it could induce
texture changes in digital camera images. In previous studies that used hyperspectral
imagery to monitor crop disease, spectral and texture features were used simultaneously
to develop the disease detection model, which achieved good performance [62–64]. Con-
sidering the high cost and complex data processing of hyperspectral imagery equipment,
spectral information of portable spectrometer and the texture information of mobile phone
photos, obtained synchronously by mobile app, will be used to conduct whole period
monitoring of tomato BW in the following research.

5. Conclusions

In this study, tomato BW in the early stage was identified using HS-VN1000B Portable
Intelligent Spectrometer. The spectrometer was equipped with a built-in simulated solar
light source and could be applied in different conditions without natural light limitations.
Band selection methods, such as SFS, SA, and GA, were used here to search for the optimal
feature set based on spectral features, including PCs and VIs. An SVM classifier model
with selected optimal features was created to identify the infected tomatoes. SRPI was
found to have the largest contribution in the model based on the leaves’ spectrum, which is
sensitive to leaf nitrogen content and photosynthetic efficiency. In the model based on the
stem’s spectrum, PC13 showed the largest contribution, which indicates that PCs with low
variance may possess stronger disease discrimination power. The model’s performance
showed that early detection of BW can be effectively realized by using either stem or leaf
spectrum; however, the GA-SVM model based on stem monitoring provides a better result
with OA of 92.6% and F1 score of 0.87 in the 2021 experiment and an OA of 88.6% and an
F1 score of 0.80 in the 2022 experiment. This is evidence of the feasibility and effectiveness
of stem monitoring for detecting tomato BW at an early stage. In the following work,
we will explore the possibility of using a combination of spectral features of the portable
spectrometer and the texture features of mobile phone photos obtained by mobile app
synchronously to monitor a whole period of tomato BW.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/rs14122882/s1, Figure S1: Comparison between spectra of healthy
and diseased tomato in Hunan Province, China, 2022: (a) spectra of healthy and diseased tomato leaf;
(b) spectra of healthy and diseased tomato stem; Table S1: Results of SFS, SA and GA to select the
optimal subset of features; Figure S2. Comparison between spectra of healthy and diseased tomato
stems of experimental tomato field, 2022.
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