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Abstract: This paper proposes an energy-barycenter-based waveform centroid algorithm (EWCA)
for a high-precision Lidar ranging system. Firstly, the emission and echo pulse models of the pulse
Lidar ranging system are established. Secondly, based on analyzing the merits and demerits of the
conventional waveform centroid algorithm (CWCA) and intensity-weighted waveform centroid
discrimination algorithm (IWCD). Moreover, combined with the characteristics of the energy moment
distribution, the adaptive strategy is used to select the point with the higher signal as the calculation
time series, and we proposed the EWCA to calculate the timing moment. Finally, we compared EWCA
with CWCA and IWCD through simulation and actual experiments. The experimental simulation
results show EWCA has higher accuracy and robustness than the comparison algorithm with different
SNR. EWCA can achieve an average error of 0.1235 ns, a standard deviation of 0.0848 ns, and variance
of 0.0072 ns at an SNR of 5 dB. At the same time, the Lidar ranging system is established to compare
these methods further, and the ranging error of the proposed method can be within 20 mm when the
measured distance is 40 m. This method has higher timing accuracy and application range, which
has the potential to handle further ranging tasks.

Keywords: energy-barycenter; waveform centroid algorithm; Lidar; rang accuracy

1. Introduction

The pulsed Lidar ranging system is based on the principle of pulse time-of-flight (ToF)
ranging. Pulse ToF ranging takes advantage of the characteristics of the concise duration of
a laser pulse, relatively concentrated energy in time, and large instantaneous power. Under
the safe condition of specific average laser power, it can achieve long-distance measurement.
It has a wide range of applications in many fields, such as autonomous driving [1], three-
dimensional shape measurement [2], three-dimensional object scanning [3], and intelligent
mobile robot technology [4], which puts forward higher requirements for the accuracy of
laser ranging systems.

A pulsed laser is used as the light source to emit a pulse with a narrow pulse width
to the target, and the distance is measured by calculating the time difference between the
echo pulse and the transmitted pulse. For a Lidar system, most previous works focused
on improving the accuracy of time measurement. The main ranging methods can be
divided into time identification methods based on the time-to-digital converter (TDC) and
waveform centroid determination. When the environment and the target are more complex,
the amplitude of the echo pulse changes greatly, and the TDC technology that only relies
on the threshold to achieve time measurement will no longer be suitable, leading to a
large drift error [5–8]. The full waveform ranging method is the most effective method to
solve this problem, mainly including the waveform centroid and Gaussian fitting methods.
The Gaussian fitting algorithm sets the initial Gaussian parameters according to the echo
waveform. It uses the least square method to update the iterative Gaussian waveform
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parameters to obtain the optimal solution. The fitting iteration takes a long time and is
complicated to implement in hardware [9–12]. The waveform centroid algorithm uses
the time-weighted average method to extract the echo time. Due to its simple algorithm
and fast execution speed, it is widely used and studied [13–16]. A time window is set
to select the effective calculation point, and then the centroid point is calculated by the
waveform centroid algorithm. The proposed algorithm can eliminate certain noise through
filtering, but its calculation point is selected by using a fixed window width, resulting in
poor applicability. Its analysis shows that the laser echo signal is a Gaussian-like waveform
with energy concentrated in the middle [14]. Li et al. [17] proposed an IWCD method to
calculate the intensity weight of each point, and then measure the centroid. Although
the intensity value change is considered, it does not select the calculation points, and this
calculation method is too scattered. Therefore, it is necessary to study the selection of
critical points of the centroid algorithm and make full use of the practical information of
the full-waveform echo signal by combining it with the actual waveform.

In this paper, aiming at the requirements of the pulse Lidar ranging system for higher
accuracy, we propose the energy barycenter-based waveform centroid algorithm. The
signal’s energy is conserved in the time domain and the frequency domain. In the time
domain, the signal’s energy can be obtained by the sum of the squares of the discrete points.
The main lobe of the waveform, which has the most useful information, is selected by
the adaptive strategy. Then the waveform centroid algorithm based on energy-barycenter
is proposed to calculate the time. The effectiveness and feasibility of the algorithm are
verified through simulation and actual experiments on the Lidar ranging system.

2. Lidar System Models
2.1. Transmitted Pulse Model in the Lidar System

The pulse Lidar detection system adopts the ToF method for ranging. ToF is used to
measure the time interval between the transmitted laser pulse and the echo laser pulse. The
trailer of the transmitted pulse can be ignored, and its time domain envelope approximates
to Gaussian:

Str(t) =
∞

∑
m=1

A exp

(
−4 ln 2

(
t−mTR

τ3dB

)2
)

, (1)

where Str(t) is the model of transmitting pulse signal at time t; A is the amplitude of
transmitted laser pulse; τ3dB is the full pulse width corresponding to 3 dB bandwidth; m is
the number of pulses; TR is the pulse repetition period.

2.2. Echo Pulse Model in the Lidar System

The detection of echo pulse signal can be described by Gaussian function and corre-
sponding characteristic parameters [18]

Sec(t) =
∞

∑
m=1

α
qe

T0
exp

(
−4 ln 2

(
t−mTR − 2R/c

τ3dB

)2
)
+ Nn, (2)

where Sec(t) is the model of the echo pulse signal at time t; α is the echo energy attenuation
coefficient; qe is the energy of the transmitted pulse signal; T0 is the pulse width of laser; R
is the distance between the target and the laser source of the Lidar system; c is the speed
of light in vacuum; Nn is the random additive noise. In the actual measurement, there
are some non-ideal factors in the signal, such as atmospheric turbulence and attenuation,
background noise, and detection noise.

The time interval tτ between the transmitted pulse and the echo pulse equals twice the
distance between the target and the laser emitter divided by the speed of light. Therefore,
the distance between Lidar and the target can be calculated by:

R =
1
2

ctτ , (3)
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In this paper, the detection target of the Lidar system is mainly unmanned vehicles,
the detection environment is roads, and the main detection range is from several meters to
several hundred meters. Therefore, the atmospheric environment is relatively stable, and
the influence of atmospheric turbulence and attenuation on echo pulse is relatively slight.
The background noise and other target interactions may affect the shape and amplitude
of the pulse waveform. We set the ratio between the mean peak power received on the
detector and the root mean square of the photoelectronic chain without signal as the SNR.

3. The Waveform Centroid Algorithm Analysis
3.1. Conventional Waveform Centroid Algorithm (CWCA)

The conventional waveform centroid algorithm records the entire waveform ampli-
tude and corresponding time information through the analog-to-digital converter (ADC).
Analyze the shape and position of the entire waveform, and then calculate the geometric
center of the waveform. By discretely sampling the waveform, the waveform centroid can
be calculated as follows:

tz =

n
∑

i=1
iyi

n
∑
i

yn

, uz =

n
∑

i=1
iyi

n
, (4)

where tz is the centroid moment of the echo pulse; uz is the centroid amplitude of the laser
pulse; i is the corresponding sampling point number; n is the total number of the sampling
points, and yi is the amplitude of echo sample points of the echo pulse.

The result of Equation (4) depends on the waveform of the entire echo, which is
affected by the data length and the relative amplitude of the sampling points. The whole
waveform will inevitably be distorted due to environmental interference, including dark
current and detector noise. The changes are due to less available information but more
excellent noise. Therefore, the weighted average of the entire waveform data may easily
lead to a drift in the calculations centroid.

3.2. Intensity-Weighted Waveform Centroid Discrimination Algorithm (IWCD)

This method is an improved algorithm based on the conventional waveform centroid
algorithm. The IWCD calculates the intensity weighting factor Wi by sampling points of
the waveform:

Wi =
1

n
∑

j=1,j 6=i
Rij

, (5)

where Rij = Pj/Pi, i = 1, 2, . . . , n, j = 1, 2, 3 . . . n; j 6= i; the sampling point of the echo pulse
waveform is expressed as Pi(yi, ti).

Furthermore, the waveform centroid of the IWCD can be calculated as follows:

tiwc =

n
∑
i

tiWi

n
∑
i

Wi

, uiwc =

n
∑
i

tiWi

n
∑
i

ti

, (6)

where tiwc is the centroid moment of the echo pulse; uiwc is the centroid amplitude of the
laser pulse; ti is the corresponding moment of each pulse.

From the time of the IWCD echo calculation moment, the average wave of ups and
downs intensity factor is recorded, which can smooth the waveform distortion to a certain
extent. On the one hand, the overall intensity of each point has to be calculated resulting in
a lack of information and noise to distinguish the weights. On the other hand, it depends
on the sampling rate, which significantly limits its applicability.
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3.3. Energy-Barycenter Based Waveform Centroid Algorithm (EWCA)

The signal’s energy is conserved in the time and frequency domains. In the time domain,
the signal’s energy can be obtained by summing all discrete points squared. Through
repeated experiments, we found that in the actual pulse Lidar system, the emission and
echo waveform are Gauss-like waveforms, so they have the characteristics of Gaussian
distribution. Its energy in the peak range of the main lobe can represent the energy of
the entire waveform, that is, it represents most of the effective information. In order to
solve the shortcomings of the above algorithms and combine the characteristics of energy
distribution in the signal, the EWCA algorithm is proposed. The implementation of the
proposed algorithm has been illustrated in Figure 1. It mainly includes the following stages:

1. Select the sampling points. Calculate the slope of each point and record the maxi-
mum and minimum slopes of the sampling points at the corresponding time. The
sampling sequence from the time corresponding to the maximum slope, to the time
corresponding to the minimum slope is selected;

2. Determine whether the main lobe peak is included. Judge whether the peak point is
included in the sampling sequence. If included, proceed to step 4. Otherwise, proceed
to step 3;

3. Select a new sampling sequence. When the slope sequence does not meet the condition
of including the peak value, the point between the full width at half maximum
(FWHM) is selected as the sampling point sequence;

4. The energy-barycenter based waveform centroid algorithm is used to calculate the
arrival time of the echo. Calculate the arrival time of the echo through EWCA,
and then the time interval between transmitted pulses is calculated to obtain the
measured distance.
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Combined with the characteristics of the energy-barycenter centroid distribution, a
torque is generated after rotating around the origin of the energy coordinate at a time ti,
which is defined as an energy moment, and the value of the energy moment is:

Ii = Eiti, (7)

where ti is the corresponding moment of each sampling point of each pulse; Ei is the energy
value at the time ti, and then the total energy moment of the entire sequence of sampling
points is calculated as:

Isum =
k

∑
i=1

E2
i ti, (8)

where
k
∑

i=1
E2

i is the total energy. We assume that all the energy in all moments falls on the

time coordinate ti, and set Ei = yi in the pulse waveform.
When the moment of energy reaches equilibrium, suppose that the sequence points

we obtain through the point selection strategy are (ti, yi) where i = 1, 2, · · · , k, which can
calculate the time domain energy. The echo time calculated by EWCA is:

tECWA =

k
∑
i

tiE2
i

k
∑
i

E2
i

=

k
∑
i

ti|yi|2

k
∑
i
|yi|2

, yECWA =

k
∑
i

ti|yi|2

k
∑
i

ti

, (9)

where tEWCA is the centroid moment of the echo pulse; yEWCA is the centroid amplitude
of the laser pulse; Ei is the energy at the corresponding moment, and ti and yi are the
corresponding moments of the laser pulse and the amplitude of the sampling point of the
echo pulse, respectively. Record the pseudocode of the EWCA algorithm in Algorithm 1.

Algorithm 1. Pseudocode for EWCA

The reference and the echo Lidar signals Str, Sec were input
The slope sequences Str_slope and Sec_slope of Lidar signal were calculated, respectively
Input the reference signal Str and the echo signal Sec, respectively, and calculate their slope
sequences Str_slope, Sec_slope respectively
Calculate the beginning and end of the slope sequence
Str_slope_start = the maximum value of Str_slope
Str_slope_end = the minimum value of Str_slope
Sec_slope_start = the maximum value of Sec_slope
Sec_slope_end = the minimum value of Sec_slope
If (the minimum to maximum slope interval contains the maximum values of Str, Sec)

for each point in the slope sequence
The centroid time and centroid amplitude of EWCA reference and echo signals were

calculated by Equation (9)
end for

else
for each point in the FWHM sequence

The centroid time and centroid amplitude of EWCA reference and echo signals were
calculated by Equation (9)

end for
end if
return P_sr(X_sr_EWCA, Y_sr_EWCA),P_ec(X_ec_EWCA, Y_ec_EWCA)

The points between the maximum and minimum slopes are selected as the main lobe
sequence sampling points, which have the largest part of the effective signal energy of the
laser pulse and can well represent the pulse signal. Our algorithm does not depend on
the overall smooth waveform and increases the proportion of valid signals to suppress
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interference clutter noise. The moment is calculated when the signal moment of energy
reaches equilibrium in the waveform centroid, and the selection of points does not depend
on the fixed window function. It has a certain degree of self-adaptation, which can meet
the application of engineering.

4. Simulation Analysis

The parameters of the Lidar system in the simulation are set as follows: the sampling
frequency is 5 Gsa/s, the transmitted pulse width with 3 dB is 4 ns, the pulse repetition
frequency is 200 kHz, and the distance to the target is 50 m.

In Figure 2a, the transmitted and the echo pulse signals are shown. The pulse signal
after the finite impulse response (FIR) digital filter is shown in Figure 2b. Adding the FIR
can eliminate the high-order frequency and the direct current component. It is more helpful
for further research and analysis.
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Based on the same waveform, we repeated the experiments to eliminate the random-
ness of the results caused by random Gaussian white noise. Within the scope of the SNR for
5–15 dB, with 1 dB as the step value, for each 10,000 times simulation experiments under
SNR. The average absolute error, standard deviation, and variance of the three algorithms
under different SNRs are shown in Table 1, respectively.

Table 1. The timing performance of the three algorithms under different SNR.

SNR (dB)
Average Time Error (ns) Standard Deviation (ns) Variance (ns)

CWCA IWCD EWCA CWCA IWCD EWCA CWCA IWCD EWCA

5 45.6039 0.1663 0.1235 17.6129 0.1617 0.0848 62.2137 0.0262 0.0072
6 35.2123 0.1678 0.0965 15.1467 0.1351 0.0704 57.5210 0.0183 0.0050
7 29.4283 0.1593 0.0781 11.0965 0.1429 0.0576 53.1320 0.0204 0.0033
8 24.1494 0.1592 0.0663 8.4397 0.1552 0.0498 45.2288 0.0241 0.0025
9 18.9067 0.1560 0.0594 7.0873 0.1041 0.0448 40.2299 0.0108 0.0020

10 15.2086 0.1566 0.0569 5.9159 0.1369 0.0425 34.9983 0.0187 0.0018
11 17.2132 0.1552 0.0538 5.2481 0.1093 0.0418 27.5424 0.0119 0.0018
12 10.9086 0.1555 0.0576 4.5167 0.1094 0.0436 20.4010 0.0120 0.0019
13 10.8383 0.1566 0.0552 4.0168 0.1519 0.0444 16.1348 0.0231 0.0020
14 8.9395 0.1560 0.0483 3.5012 0.1241 0.0446 12.2585 0.0154 0.0020
15 6.7230 0.1555 0.0455 2.8880 0.1322 0.0477 8.3407 0.0150 0.0023
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As shown in Table 1, the CWCA algorithm significantly differs in error and stability
compared with the IWCD and EWCA. Therefore, the error comparison of the latter two
algorithms is mainly made, and the error distribution diagram of the IWCD and EWCA
algorithms is made, as shown in Figure 3.
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According to Figure 3, it can be found that the average absolute time error of the
proposed algorithm is smaller than the IWCD under the simulation repeated experiment,
and the effect is more obvious with the improvement of SNR. It shows that the EWCA has a
better timing accuracy, that is, it has higher ranging accuracy under simulation experiments.
Furthermore, the standard deviation is smaller, which means that the sensitivity of the
proposed algorithm has better robustness for noise than the IWCD.

5. Experiments and Evaluation
5.1. Experimental System Description

The actual environment and the Lidar system are different from the simulation. On
the one hand, the simulation is idealized. That is, the noise type cannot represent the actual
scene. On the other hand, the waveform emitted by the laser source is not a standard
Gaussian waveform but a Gaussian-like waveform with a steep front and a slow back.
Therefore, we built a Lidar system to verify the proposed method’s performance in the
actual scene. The principle of the pulse Lidar ranging system is shown in Figure 4 in this
paper. The laser emits laser pulses through the beam splitter with a beam splitter ratio
of 95/5. The beam split ratio of 95 is used as the measuring light path to reach the target
through the MEMS micro-mirror. The detector receives the waveform reflected by the
target. The beam splitter ratio of 5 is used as the local oscillator light and reaches the
detector as a reference clock signal. The signal processing part calculates the time difference
between the transmitted and the echo pulses, and the built-up pulse Lidar ranging system
is shown in Figure 5. The relevant parameters of the system are listed in Table 2.
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Table 2. Specifications of the Lidar system.

Parameter Value

Laser wavelength 1064 nm
Pulse width 4 ns

Model of APD PDB430C
APD response frequency band 250 MHz

Size of APD photosensitive surface 3 mm
Receiving system optical aperture 50 mm

ADC sampling rate 5 GSa/s
ADC bandwidth 1 GHz
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5.2. Experimental Results and Analysis

The BOSCH GLM500 laser (BOSCH, Gerlingen, Germany) rangefinder is used to
calibrate the standard distance, and its ranging accuracy is ±1.5 mm, which is used to
calibrate the target position at the distance of 25 m, 30 m, 35 m, and 40 m. Through repeating
50 experiments for each position, the data sampled by the oscilloscope are recorded, and
the relevant data are processed offline on the computer. The calculated pulse centroid is
shown in Figure 6, where the actual sampling of the avalanche APD is negative. In order to
show an intuitive comparison, we perform a positive-negative conversion on the sampling
pulse. The recorded results of the experiment are shown in Table 3.
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Table 3. Ranging results of the algorithms.

Distance (m)
Average Time Error (ns) Average Distance Error (mm)

IWCD EWCA IWCD EWCA

25 0.167 0.076 25 11
30 0.182 0.088 27 13
35 0.196 0.102 29 15
40 0.220 0.114 33 17

As shown in Table 3, the average time error of the EWCA is smaller than the IWCD,
and the distance measurement accuracy is higher, consistent with the previous simulation
conclusions. In Table 3, we find that as the distance increases, the time measurement error
also increases, but it remains within the range of 0.1 ns. From the results of measuring
the distance error, it can be seen that under the same distance, the relative IWCD error of
the EWCA is reduced by about half. The signal-to-noise ratio decreases mainly due to the
system’s dark current and the Lidar system’s equipment delay. Further improvement of
hardware equipment and high-speed AD can further improve the accuracy of the Lidar
ranging system.

The sampling pulses and centroid calculation are shown in Figure 6, and our method
can identify the center of gravity of the pulse very well. In this paper, in order to further
verify the effectiveness of the proposed algorithm, on the premise of not changing the
Lidar setup and optical path, the target is set at a distance of 20 m from the Lidar, and
the standard reflectance plates with different reflectance are used to replace the detection
targets. By setting different standard reflectivity plates of 20–75%, the echo laser pulses with
different SNRs are simulated, as shown in Figure 7. Because the experimental environment
is indoors and the external atmospheric environment is relatively stable, background noise
interference (such as sunlight and other light sources) can be almost ignored. Here, we take
the average value of the echo signal shown in Figure 7 as the base signal, superimpose
white Gaussian noise with the same SNR on it, and then use different time measurement
algorithms to calculate 1000 times. By calculating the mean absolute time error (MATE)
of distance measurement under different algorithms, we draw the results with boxes,
which can visually display the maximum and lowest error interval and the overall error
distribution, as shown in Figure 8.
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The above figure shows that the EWCA algorithm has advantages under 35% and
20% target reflectance plates. In a complex environment, the overall ranging error is
relatively concentrated. Compared with the comparison algorithm, the EWCA has better
accuracy and stability. Furthermore, in order to visually display and compare the ranging
performance of the algorithm, we set the maximum acceptable error as 1 ns, which means
that the ranging error in this range represents the DSR (detection success rate). The
proportion of successful experiments is taken as the DSR, and the experimental results are
recorded in Table 4.

As seen from the table, the proposed algorithm can accurately detect target distance
under different echo SNRs, that is, targets with different reflective characteristics. According
to the detection success rate, we can see that our algorithm has better environmental
adaptability and can achieve an 81.4% detection success rate even with a 20% low reflectance
target, which is significantly improved compared with the comparison algorithm. However,
under the high SNR target of 75% reflectance, there is little difference between the calculated
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points, resulting in little difference in the ranging accuracy among the three algorithms.
Therefore, the effectiveness and applicability of the proposed algorithm are demonstrated
from the perspective of accuracy and stability through several different experiments.

Table 4. The mean absolute time error and detection success rate under different reflectivity plates.

Reflectivity (%)
MATE (ns) DSR (%)

CWCD IWCD EWCA CWCD IWCD EWCA

20 1.6775 1.6603 0.7788 5.4 5.4 81.4
35 1.0199 1.0165 0.6826 46.3 46.7 94.7
50 0.6538 0.6607 0.5356 87.3 88.4 99.4
75 0.5065 0.5043 0.4445 100 100 100

6. Conclusions

In this paper, we proposed the energy barycenter-based waveform centroid algorithm,
which meets the increased requirements for high precision pulse Lidar ranging systems
under different SNR environments. Based on the analysis of conventional centroid and
intensity-weighted waveform centroid discrimination algorithms, and combined with
the idea of energy distribution, the time solution formula of the improved algorithm is
obtained and corresponding simulations and experiments are carried out, respectively.
Compared with the IWCD in the simulation results, the EWCA has a smaller ranging error
and standard deviation under different signal-to-noise ratios. Considering the difference
between the actual environment and the simulation, we built a set of Lidar systems to
conduct experiments under different distances and different reflectance target plates. The
experiments on an actual Lidar ranging system show that the ranging accuracy at different
distances is better than the IWCD algorithm. The ranging error can be within 20 mm
when the measured distance is 40 m. Several experiments were carried out by superim-
posing simulated noise based on 20 M different reflectance plates as the primary signal.
Compared with the comparison algorithm, the proposed method can achieve a more than
80% detection success rate under 20% and 35% low reflectance targets. Therefore, the
effectiveness and feasibility of the algorithm proposed in this paper are fully proved. The
EWCA waveform centroid algorithm improves the computational complexity to a certain
extent because the waveform centroid algorithm essentially depends on the selection of
calculation points. Hence, the computational effort in this aspect is essential. Moreover,
with the emergence of high-speed ADC and high-performance FPGA, the system delay
can be further reduced, and it is more hopeful of achieving better results. The proposed
algorithm has the potential to be applied to Lidar systems.
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