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Abstract

:

During seabed mapping, anomalous acoustic events in the seawater layer often degrade bathymetric quality. Acoustic-flare-like events that are induced by gas seepage occur accompanied by small seabed depressions known as pockmarks. In this study, we performed numerical imaging to verify whether acoustic flares are related to changes in the topography of the seabed. The input models assumed convex or concave upward structures which differ based on aperture size. The imaging study determined that acoustic flares appear because the sensing instrument measures the velocity changes in the water layer regardless of the seabed topography. Changes in the velocity of the seawater column can be caused by the concentration of suspended particles and the wave current above the seabed, but further quantification research is required.
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1. Introduction


High–resolution bathymetric maps provide essential information for offshore transportation, fisheries, construction engineering, coast utilization, and understanding of depositional processes. Various remote sensing methods have been developed to build accurate bathymetric maps using smart technology. Conventional sensing, which is executed during water surveys, uses side-scan sonar and multi-beam instruments [1,2]. Even though data can be collected directly from the seabed during marine surveys, a large number of survey lines are required, and resources are dependent on sea conditions. To efficiently and productively sense a large area, airborne survey methods can be used to gather seafloor data at relatively shallow depths [3,4]. Additionally, satellite sensing can create regional bathymetric maps with a sufficient resolution over a large area [5,6]. Recent marine and airborne surveys used unmanned vehicles to obtain high-resolution images [7,8,9]. These remote sensing techniques can be affected by seafloor mapping conditions, such as rough seas, swell noise, water clarity, and other acquisition environments. To improve the data quality, a detailed understanding of the mapping conditions is required.



Based on remote sensing surveys on the seabed, massive gas seepages have been reported, showing flare-like events in the seawater [10,11,12]. Gas flares can affect bathymetric sensing or can be the target of sensing tasks in investigating gas migration. Unfortunately, the morphology of gas seepages differs due to fluid-generating mechanisms and tectonics or stratigraphy [12,13]. Several previous studies observed methane gas flares above the seafloor where gas hydrates are found in the subsurface. These gas flares are emitted through subsurface chimneys or fault structures [14,15,16]. The features of gas flares have been determined via direct sampling, monitoring, and simulations. Direct measurements address the type of emissions as well as time-variant characteristics of the flares [17,18]. Characterization methods such as defining the extent of gas flares, calculating the methane concentration, and observing seasonal variations have been conducted consistently for decades [19,20,21,22]. Recent modeling and simulations image gas flares with a fairly good resolution, which helps in preparing detailed bathymetric maps in the region of emissions and can identify the gas-charged zone [15,16,20,21]. Nevertheless, the micro-topographic changes that take place in the very shallow regions around gas vents are not well known and are difficult to detect with remote sensing. Commonly, gas emissions are found above the vents and are accompanied by small depressions in the seafloor morphology, i.e., pockmarks [11,13]. Pockmark distribution is not always consistent with gas flares, implying that they are correlated with deeper gas pathways [15]. If pockmarks affect gas flare images in the mapping sections, then a more detailed investigation is required both qualitatively and quantitatively.



Numerical reverse time migration (RTM) imaging can replicate seawater and subsurface structure images in a similar way to remote sensing surveys. An RTM technique based on wave propagation computation has been developed and used for imaging complex hydrocarbon reservoir prospects [23,24,25,26]. Using an assumed or known input acoustic/elastic velocity model of the subsurface medium, RTM can image various types of acoustic reflections that come from the subsurface [27]. Conventional RTM image depths are of several kilometers, making it a useful technique for imaging challenging deeper targets [28,29]. In this study, we focus on the acoustic imaging of shallow gas flares and seabed deformations within several tens of meters below the seafloor using the RTM technique. The method examines the variations in the topography and velocity of acoustic flare (AF) events which can be imaged via mapping sections. By verifying acoustic events via numerical imaging, remote sensing instruments and algorithms have an advantage in detecting/analyzing anomalies.




2. Aspects of Acoustic Flares


The gas flares observed in previous studies show various features which are difficult to define in terms of the position and scale of extent. Representative gas flares are found in different regions, such as in the Okhotsk Sea [10], the Gulf of California [11], offshore New Zealand [12], the Aegean Sea [13], and the Arctic Ocean [15]. Gas flares rise from the seabed and travel up to several hundred meters in the seawater [10,30] or even up to thousands of meters high in the region of mud volcanos [31]. The majority of gas flares are associated with features such as pockmarks, faults/fractures, blank zones, chimneys, and vents in the subsurface [11,13]. The most well-known flare mechanism is the dissolved methane hydrate that seeps into the seawater [32,33]; however, any kind of thermodynamic or biogenic gas can escape into the seawater.



To resolve gas seepage, interpretation via different remote sensing techniques is needed. Because the appearance of flares varies depending on the remote sensing instruments, a comprehensive analysis is crucial. Sensing using a single-beam echo-sounder can image gas flares in vertical sections. Direct emissions can be captured using side-scan sonar instruments and areal distribution can be well observed with a multibeam echo-sounder (MBES) in high-resolution images. A sub-bottom profiler (SBP) survey displays seafloor images with a subsurface structure. The high–resolution seismic airgun data, which provide good images of the subsurface, cannot display the gas flares in seawater regions clearly [16,33].



The reason flares are not clear in conventional seismic sections is probably because of the differences in the frequency components. It has been reported that AFs look like vertical pillars and develop as gas seeps from vents on the seabed above gas accumulation [13]. Figure 1a shows a typical gas seepage shape with a pockmark in the mapping section. Because specific surveys use equipment of different frequencies, the sizes and shapes of the flares and/or pockmarks could vary. The flare shows a sharp contrast to the seawater layer in remote sensing sections determined via an echo-sounder survey [30]. In MBES-determined sections, AFs are clearer and often distributed in clusters (Figure 1b). An SBP section can display AFs and associated subsurface structures because the survey can record signals from deeper sediment reflections (Figure 1c). In magnified SBP sections, the gas seepage is clearly observed as an acoustic flare above the pockmark development (Figure 1d).



Among these characteristics, there is insufficient information to clearly understand the relationship between the shape of the seafloor vent and a flare. Although seafloor vents or pockmark features are often associated with flares, their shapes are poorly understood. A detailed seabed topology may affect the shape and clustering of AFs. Based on the observations of AFs in previous studies [13], we are motivated to construct numerical model inputs.




3. Numerical Modeling Results


This section describes the principle of RTM and the test results of topographic and acoustic variant input models for RTM imaging of seawater and subsurface. The topographic variant model corresponds to the size of the aperture and upward/downward morphological changes. The velocity variant model is constructed by putting artificial anomalies in seawater regions and assuming that the AF has a column shape.



3.1. Reverse Time Migration (RTM)


Numerical modeling can simulate survey sections derived from remote sensing by means of theoretical applications of computational wave propagation. Based on recent developments in computer science, the finite difference method (FDM) and finite element method (FEM) are able to solve wave equations in the time and frequency domain [34,35].



The acoustic wave equation can be written as Equation (1):


   1   v 2       ∂ 2  P  (  x , y , z , t  )    ∂  t 2    =    ∂ 2  P  (  x , y , z , t  )    ∂  x 2    +    ∂ 2  P  (  x , y , z , t  )    ∂  y 2    +    ∂ 2  P  (  x , y , z , t  )    ∂  z 2    + f  



(1)




where   P  (  x , y , z  )    is the wavefield,  v  is the acoustic velocity,  t  is the time variable, x, y, z are the spatial variables, and  f  is the source wavelet.



Using forward wave propagating methods, RTM is introduced to generate subsurface images with a high resolution [36]. RTM cross-correlates two wavefields: source-propagated (Figure 2a) and receiver-back-propagated (Figure 2b). The summation image represents the best-correlated image from perturbation by reflective structure (Figure 2c). The image from RTM can be expressed by Equation (2):


  I  (  x , y , z  )  =  ∑   ∑  S  (  x , y , z , t  )  R  (  x , y , z , t  )   



(2)




where   I  (  x , y , z  )    is the image of the given grid position,   S  (  x , y , z , t  )    is the source wavefield propagation, and   R  (  x , y , z , t  )    is the receiver wavefield propagation.



Mapping subsurface reflectivity is determined via wave propagation through an input velocity model with a designed ray path from source to receiver array [27]. Because RTM calculates all the reflected wavelets, it requires accurate subsurface velocity information [25].



Because RTM generates the best solutions for seismic responses, including acoustic flares and subtle morphology changes, this study used time domain pre-stack RTM for simulating the subsurface. For RTM, we set a uniform square grid in which each square was spaced 1 m apart and used a sampling interval of 0.2 ms, resulting in a 0.6 s total recording time that generated 3000 time samples. The dimensions of the numerical model consist of a distance axis and a depth axis that is 401 by 201 grid points and simulates the whole seawater and subsurface for a 400 × 200 m rectangular domain. The parameters for the numerical model were selected according to those required for an SBP survey, which can have a maximum frequency of 370 Hz which is larger than the 200 Hz of a normal air-gun survey [37,38]. The limit to numerical modeling performance is the quality of the processing which depends on the accuracy of the input data. In our method, the time interval is reduced from 0.28 to 0.20 ms in order to reduce the dispersion error. To meet a stability condition, we used a grid number of 20 [39].




3.2. Topographic Variant Model


The signals that are acquired through remote sensing reflect geophysical properties; here, the studied properties are the acoustic velocity of seawater and subsurface sediment, so we manipulated the input velocity to derive the numerical image-simulated survey sections. We used input velocity models to check the validity and to change the morphological effects that depend on the seabed having a flat, concave, and convex shape. There are three types of input models, including a flat, pockmark, or mound shape. The latter two have a scale to determine the variations in morphological changes, classifying them as 10, 20, and 30 m anomalies (Table 1).



The first input velocity model is a flat-layered model of the shallow sediment in the unconsolidated layer to validate the RTM application. The assumed P-wave velocities of the layers are 1480 m/s for the seawater layer and 1500, 1550, and 1600 m/s for the layers spanning from the top to the bottom (Figure 3a). All of the layers are inclined from left to right and deepen by 5 m over the whole distance of 400 m (0.7 degrees inclination). The RTM used 40 virtual sources to propagate the seismic wavelet at the surface and was evenly spaced over 401 grid points (sources are placed at every 10 grid points).



The RTM results obtained with the flat model show that the interfaces of the layers are imaged with their inclinations at the correct depth (Figure 3b). In the seismic migration section, the seawater layer and second and third layers are shown in solid black and white lines that represent positive and negative amplitude reflection signals.



The pockmark model was designed to test the morphological effects in remote sensing surveys where depressions are located on the seabed in the unconsolidated muddy sediment. In the model, the acoustic velocities from the seabed to the deepest layer are the same as those in the flat model, but there is a small depression at the center of the seabed (Figure 4a). The size of the pockmark can vary, and this is represented by a triangular shape that is 10, 20, or 30 m in size (width and height equally) for small, medium, and large depressions, respectively. We chose the shape of the pockmark as triangular because the pockmark should have an aperture that decreases with depth and tapers at the boundary. The shape of the pockmark can be triangular, round, or any other polygon-type shape that has an aperture which decreases with depth in the numerical velocity input. The effect of a depression shape in remote sensing surveys is the artifact of diffraction [40]. Regarding the grid number of numerical examples, we reasoned that a triangular shape is the best- shape to represent a diffraction event rather than a rectangular or round shape. Moreover, a triangular shape is similar to the schematic diagram of the pockmark presented in Figure 1a.



In the RTM results, no apparent heterogeneous events were observed in the first and second layers (Figure 4b–d). The interfaces between the layers appear correct on the migrated sections where they would be in the input velocity models, but the shape of the pockmark is not clearly seen at the depth of the seabed. The image at the contact layer between the seawater and the seabed can be blurred as a result of a loss in the reflection signal during RTM wave propagation. The RTM results demonstrate the existence and the size of depressions at the seabed and demonstrate that pockmarks cannot create acoustic events in sea-water.



Since there were no obvious abnormalities in the RTM images of the seawater region near the pockmark, we conducted tests using a mound model, which is used when there is a protrusion on the seabed. The mound model has the same velocity layers and adds morphological change with protrusions that are represented by triangular shapes that are 10, 20, and 30 m in size for small, medium, and large protrusions (Figure 5a). The RTM images show all of the interfaces between the subsurface layers that describe the true velocity models (Figure 5b–d).



The results of both the pockmark and mound models demonstrate that the interfaces between the seawater and the seabed are reduced at the distance at which morphological anomalies are visible. This implies the possibility of the vertical artifact being observable in the remote sensing section where there is discontinuity on the horizontal axis. The traveling direction of the numerical source is vertical so that a horizontal object or anomaly is clearer than a vertical structure in the RTM images. It can be determined that anomalies in physical velocity are the main factors influencing events in the mapping section, i.e., acoustic flare events. This result means that the events that appear above the seabed in this section are not due to changes in the adjacent terrain. In other words, the velocity changes in the area that coincides with the location where the event appears is expressed as an artifact in the remote sensing section.




3.3. Acoustic Variant Model


Because migration images are dependent on changes in the input velocity, we added artificial velocity perturbations in the water column region. The region of perturbation is represented by triangular grid points that are 10 m wide and 20 m high and assumes that a gas flare is 10 m thick and rises 20 m above the seabed. Since gas elution diffuses and disappears from the bottom to the top, the shape of the column was assumed to be a triangle which is wider at the bottom and narrower at the top. We assumed that velocity perturbations could be caused by gas bubbles and particle oscillation effects, which would change the velocity by +30 and −30 m/s in the triangular region (Table 2). The local decrease and increase in seawater velocity assumes a large number of dissolved air bubbles, and a state in which solid particles are suspended in the water column region.



In general, numerical methods assume that the seabed has mild topography and a constant velocity of 1500 m/s. Since velocity changes in seawater are relatively small compared to wave propagation velocity changes in the sediment strata, it is common not to assume that there are velocity changes in the seawater when using conventional RTM. Our model aims to image acoustic events in a similar seawater column zone; thus, we added positive and negative variations of 30 m/s, which represent minor changes in the seawater speed. These slight variations in sound velocity are the result of pressure changes or turbidity being affected by the emission of gas bubbles and solid particles. It has been reported that the sound velocity in a liquid with gas bubbles will be less than in a liquid without bubbles [41]. Additionally, previous experiments have reported an increase in wave transmissibility via gas bubbles and solid particles [42,43].



When variations in the acoustic velocity variant were added to the flat model, the RTM results showed a vertically anomalous image that looks like acoustic flares (Figure 6). Both negative (Figure 6a) and positive (Figure 6c) velocity changes affected the RTM images (Figure 6b,d) when the velocity changes took place above the seabed. A polarity change was observed in the seabed when reflectivity decreased from 1510 m/s in perturbed seawater to 1500 m/s at the first sedimentary layer in the area where acoustic variation was observed (Figure 6d).



In the pockmark model, consistently negative and positive velocity perturbations caused by gas bubbles or solid particles show gas-flare-like events in the area where there is acoustic variation in the seabed as well as pockmark morphology (Figure 7). Therefore, the acoustic events in mapping sections obtained from remote sensing surveys are phenomena that occur because the speed of the seawater is measured abnormally in a specific region independently of the pockmark or changes in the seabed topography. In addition, depending on whether the speed of the seawater layer measured by the remote sensor is increasing or decreasing, the polarity of the seafloor signal may be changed or blurred, so it may not be visible. The dimming effect in the subsurface layer is consistent with reflectivity changes observed in the gas-charged zone [44,45].



The results of the velocity variant with mound models show a larger superimposed disturbance in the water column region than the pockmark model (Figure 8). This disturbance is due to the presence of a velocity at the mound position that is greater than the seismic velocity of the seawater at the water column position. If the mound topography does not exist and the velocity of the seawater changes significantly compared to the surrounding area, a similar pattern is expected. The results of the hydrodynamic numerical experiment proved that the wave causes negative and positive velocity changes in a column composed of air and gas [46]. This means that if no significant differences are observed between the seawater velocity near the seabed and the velocity of the sedimentary layers on the seabed, then they can be seen together in the remote sensing section. In fact, we were able to observe this pattern continuously in the echo-sounder section.



Comparing the SBP section with the numerical modeling results shows that the gas flare (Figure 9a) is similar to the acoustic variation caused by velocity perturbations (Figure 9b). The shape of the acoustic flare is obvious above the seabed and is represented by a small depression.





4. Discussion


We found an event related to acoustic perturbations via numerical imaging that may be able to be observed in mapping sections derived using remote sensing techniques. RTM can not only image the subsurface structure but can also image velocity perturbations that are assumed to be present in anomalous areas, i.e., in seawater regions when a specific input velocity model is designed. The reason that our results were able to reproduce acoustic events is that the input velocity includes subtle velocity changes for the optimized region rather than the general input model applied to the conventional RTM.



If there is a gas bubble emitted above the seabed, the measurements of the seawater velocity may vary subtly, affecting bathymetric maps. The RTM results imply that the gas flare seen in the MBES and SBP sections can also be confirmed using seismic airgun data with high-frequency components. This means that remote sensing parameters should be optimized according to the characteristics of the target to be measured. The observation of acoustic flares will be easier if the maximum frequency of the high-resolution survey can record up to 200 Hz or more. Furthermore, it is preferable to refer to the value in setting the input parameter of the frequency bandpass filter applied in the data processing process.



Furthermore, the shape of a gas flare can be arbitrary in the water column, and this can be addressed by using a finer grid during water layer simulations when the temperature and pressure information is provided [47,48]. A high temperature and pressure are measurable at points of highly concentrated gas emissions, which indicates a huge amount of dissolved gas with a flare event. The temperature and pressure information does not directly affect the RTM result, and the measured seawater velocity change due to the ejected gas indirectly affects the RTM image. Thus, a given velocity that is measured by sampling temperature and pressure at a specific location will affect the accuracy of the RTM image. The latest numerical methods use more input information to improve the resolution of three-dimensional target images [49,50]. With detailed gas flare information, RTM can derive more accurate AF boundaries. Additionally, quantitative velocity change can be monitored using numerical methods. It is possible to quantitatively interpret the gas emissions using time-lapse seismic monitoring techniques that are used for enhanced oil recovery or the geological storage of carbon dioxide [51,52].



Minute velocity changes in the seawater layer must be continuously taken into account when using remote sensing technology to construct accurate bathymetric maps. Autonomous underwater vehicles (AUVs)/unmanned aerial vehicles (UAVs) are only able to provide high-quality seafloor maps when they detect anomalies in the seawater velocity during the process of recognizing acoustic-flare-like events. In addition, the accumulated knowledge of the characteristics of the remote sensing medium can contribute to improving the accuracy of seabed exploration by providing good input data for the machine learning process.




5. Conclusions


Acoustic events that can be observed on remote sensing maps in seawater were numerically imaged using RTM with respect to the input model. The input model assumed the acoustic velocity of both the seawater and the subsurface layer where acoustic waves are propagated and reflected. The flat model verified that RTM can image simple geologic structures with a sufficient resolution using the field scale in remote sensing technologies.



The topographic variation model consisted of convex (pockmark) and concave (mound) anomalies on the seabed that were 10, 20, and 30 m in size. The RTM results showed that the shape observed in the morphological images does not affect acoustic flares. This model proves that the seabed can be mapped with its original features by means of remote sensing if there are no perturbations caused by gas seepage.



The acoustic variation model considered a perturbation of 30 m/s in the background velocity of 1480 m/s at normal acoustic water speed, assuming a smaller velocity change than the conventional RTM. The resultant images described artificial events in the water column area that looked similar to the gas flares observed in the remote sensing section. These results imply that acoustic flares can be observed via remote sensing when specific velocity changes are observed in the seawater layer. The changes in seawater velocity are likely induced by the movement of suspended particles and the current of the seawater.
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Figure 1. Aspects and observations of AFs: (a) schematic diagram of gas seepage above pockmark (modified from Dondurur et al. (2011) [13]); (b) AFs recorded on the vertical section by multi-beam echo-sounder survey (reprinted with permission from Urban et al. (2017). This figure is a derivative of [21], used under CC BY 4.0 [link to https://creativecommons.org/licenses/by/4.0/), Accessed: 16 September 2022]; (c) AFs recorded by Chirp sub-bottom profiler survey; (d) enlarged gas seepage in (c). 
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Figure 2. Schematic diagram of reverse time migration: (a) Source wavefield propagation at source and receiver locations indicated by blue star and orange triangle; (b) receiver wavefield propagation; and (c) seafloor reflection point (red circle) constructed from a cross-correlation (indicated by *) between the source and receiver wavefield. 
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Figure 3. Numerical imaging results: (a) input velocity model of the flat layered subsurface; (b) RTM image of the flat model. 
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Figure 4. Numerical imaging results: (a) input velocity models of topographic variation (placed different size of depressions 10, 20 and 30 m in dotted red rectangle location) assuming the presence of a pockmark (triangle shape) on the seabed; RTM image of (b) small; (c) medium; and (d) large pockmarks. 
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Figure 5. Numerical imaging results: (a) input velocity model of topographic variation by assuming the presence of a mound on the seabed; RTM images of (b) small; (c) medium; and (d) large mounds. 
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Figure 6. Numerical imaging results: (a) input velocity model of the negative acoustic variant with the flat model; (b) RTM image of (a); (c) input velocity model of the positive acoustic variant with the flat model; (d) RTM image of (c). 
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Figure 7. Numerical imaging results: (a) input velocity model of the negative acoustic variant with the pockmark model; (b) RTM image of (a); (c) input velocity model of the positive acoustic variant with the pockmark model; (d) RTM image of (c). 
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Figure 8. Numerical imaging results: (a) input velocity model of the negative acoustic variance with the mound model; (b) RTM image of (a); (c) input velocity model of the positive acoustic variance with the mound model; (d) RTM image of (c). 
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Figure 9. Comparison of Chirp section and numerical images: (a) AF above pockmark in Figure 1d; (b) enlarged AF area of Figure 7d. 
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Table 1. Tested input models for morphological variations.
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	Model Name
	Variables
	Objective





	Flat
	Acoustic velocities of seawater and three sediment layers
	Validation



	Pockmark
	Size (10/20/30 m)
	Depression effect



	Mound
	Size (10/20/30 m)
	Protrusion effect
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Table 2. Tested input models for acoustic velocity variations.






Table 2. Tested input models for acoustic velocity variations.





	Model Name
	Velocity Change
	Objective





	Velocity variant at flat
	Negative (−30 m/s) and positive (+30 m/s)
	Perturbation of seawater above seabed



	Velocity variant at pockmark
	Negative (−30 m/s) and positive (+30 m/s)
	Perturbation with pockmark



	Velocity variant at mound
	Negative (−30 m/s) and positive (+30 m/s)
	Perturbation with mound
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