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Abstract: With the development of intelligent transportation, radar and communication on moving
platforms are competing for the spectrum. In this paper, we propose and demonstrate a new algo-
rithmic framework for radar-communication spectral coexistence system on moving platform with
mutual interference suppression, in which communication rate and the radar signal-to-interference-
plus-noise ratio (SINR) are simultaneously optimized, under the energy constraints for the two
systems and the radar constant modulus constraint. The radar spatial-temporal filter at the receiver
and transmitting waveform are optimized, while the codebook matrix is optimized for the com-
munication system. To cope with the established non-convex problem with triplet variables, we
decouple the original problem into multiple subproblems, for which an alternating algorithm based
on iterative procedures is derived with lower computational complexity. Specifically, the subprob-
lems of communication codebook and radar filter design are convex and the closed-form solutions
can be easily obtained, while the radar waveform optimization is non-convex. Then we propose
a novel scheme by exploiting the alternating direction method of multipliers (ADMM) based on
minorization-maximization (MM) framework. Finally, to reveal the effectiveness of the proposed
algorithm in different scenarios, numerical results are provided.

Keywords: spectrum sharing; non-convex optimization; alternating iteration; ADMM

1. Introduction

With the explosive growth of the wireless information transformation industry [1], the
usage of radar is important in numerous civilian applications, including remote sensing,
collision avoidance, and vehicles intelligent cruise control. Meanwhile, a large amount of
spectrum resources are also occupied by the wireless communication for traffic control,
autonomous driving, and information services [2,3]. For example, the high UHF radars
overlap with GSM communication systems, and the S-band radar systems partially overlap
with Long Term Evolution and WiMax systems [4,5]. Hence, the available spectrum is
becoming more and more cramped. To deal with such issue, spectrum sharing between
radar and wireless communication, as an emerging topic, has attracted considerable atten-
tions and yielded several literatures recently [6–10]. In general, there are two main research
directions. The first research direction refers to the Dual-functional Radar-Communication
Systems, for which a unique platform integrating radar with communication functions is
developed. This joint radar communication (JRC) model enhances information sharing
and has the advantages of low cost, small size, low power consumption, spectrum sharing,
performance improvement and security [5]. Another research direction concentrates on
the radar-communication coexistence systems that operate at the same frequency band,
which results in the joint design of spectrally overlaid systems. In this case, the mutual
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interference between different systems will lead to great challenge to the required Quality
of Service (QoS) even with low-level cross interfering signals [11].

In spectrally overlaid systems, different subsystems have conflicting objective perfor-
mances [12], which will lead to the mutual interference between the subsystems. Therefore,
mutual interference suppression is needed to enable the spectrum sharing and guarantee
the required QoS. Early studies were mainly based on transmitter design and evaluated
the performance of coexistence systems via controlling the mutual interference produced
by competing subsystems, e.g., the radar waveform design addressed a non-convex op-
timization in a spectrally crowded environment [13]; the codebook design improved the
communication rate in the presence of strong radar interference [14]. These literatures
on spectrum sharing address interference management for single-antenna radar or com-
munication systems. To further realize the interference management in multi-antenna
systems, the radar-communication coexistence system using MIMO structure were intro-
duced in [15,16], which both MIMO radar and MIMO communication system use single
antenna transmitter and receiver with long separation. The cooperation between the two
systems means that the antenna positions between the two systems are shared in terms of
knowledge sharing [17]. In addition, thanks to the recent developments of cognitive wire-
less networks, intellisense provides the possibility for the coexistence of radar system and
existing communication system. Radar and communication systems could be conscious
of each other’s existence by sharing messages, thus facilitating the joint design between
radar and communication systems [18–20]. The spectrum sharing co-design of radar and
communication systems using MIMO technology was introduced in [21,22], whereby the
design degrees of freedom (DoFs) under control was adopted at all transmitters in the coex-
istence systems. Since, such co-design requires information sharing between subsystems,
the payback would be less mutual interference and better figure of merit for the coexistence
system. Since spatial-temporal processing has potential advantages in spectrum sharing,
there have been growing interests in the usage of spatial-temporal processing architecture
in the co-design of subsystems. Compared with the conventional spectrum sharing designs,
the spatial-temporal processing architecture collects signals from numerous pulses and
antennas, and accommodatively adjusts the radar spatial-temporal filter, which increases
Doppler resolution and suppresses the clutter and mutual interference simultaneously.
On the algorithmic side, the convex optimization technique, e.g., semidefinite relaxation
technique, is usually developed for the joint design. However, such method suffered from
high computational complexity [12,21].

In general, different critical issues for radar and communication system spectral coex-
istence are developed based on different figures of merits [23]. However, it is worth noting
that few studies have addressed the issue of spectral coexistence on moving platforms,
which exacerbates the location-induced interference and makes the co-design problem
more challenging [24]. For example, as an emerging remote sensing medium, the rise of
autonomous driving leads to increased highway capacity and passenger comfort, which
requires reliable communications to transfer the state information of each platform [25]. In
order to reduce the mutual interference between automotive radars using millimeter wave
frequency modulated continuous wave radars under dense traffic conditions, several meth-
ods to reduce mutual interference have been proposed [26]. For example, [27] introduces
the tunable Q-factor wavelet transform domain and applies it to separate the interference
from target signals. In this spectrum sharing situation, the range-Doppler processing,
detection, and dynamic range enhancement strategies for the radar in autonomous driving
are involved [28,29]. Thus, major challenges in the application of autonomous driving are
the vibration and motion of the platform. The interference mitigation of the autonomous
driving also needs to be considered, including not only the self-interference, but also the
cross interference from the communication system in spectrum sharing scenarios [30]. In
addition, most of the existing designs focus on the optimization with single radar target.
However, in real scenarios, the radar sometimes has to detect multiple targets, e.g., in
multi-target tracking scenarios, in which the adaptive resource management for radar is
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necessary [31,32]. Moreover, the increasing number of constraints would exacerbate the
computational burden.

Against the aforementioned background, a new algorithmic framework is proposed for
the radar-communication spectrum coexistence system on moving platform. We presume
the coexistence system is equipped with MIMO antennas and its spatial-temporal probing
signal can be used as an additional DoFs. To cope with multiple targets, this paper will
investigate the problem of spectrum sharing with a set of separated SINRs for radar.
The DoFs under control consists of the spatial-temporal transmit waveform, the filter of
receiver for the radar, and the spatial-temporal codebook matrix for the communication
system. Then, under multiple constraints, the SINR of radar and communication rate
are formulated for simultaneous optimization. Towards this end, an alternate iteration
algorithm for multiple subproblems is contrived for solving the designed non-convex
triplet variables problem. After a series of manipulations, two convex subproblems are
formulated for communication codebook design and radar filter optimization respectively,
and a non-convex architecture is derived for radar waveform. The convex subproblems
could be solved easily in closed-form, while the non-convex subproblem can be solved by
exploiting the alternating direction method of multipliers (ADMM) based on minorization-
maximization (MM) framework [33]. Finally, a comprehensive performance assessment
is provided.

Notations: CN (c, C) denotes the complex Gaussian distribution with mean c and
variance C. (·)T , (·)H and (·)∗ represent the transpose, Hermitian and conjugate operators,
respectively. vec(C) and det(C) denote the vectorization and determinant of the matrix C.
� and ⊗ denote the Hadamard operator and Kronecker operator respectively. diag(·) and
Tr(·) denote the diagonal operator and trace operator, respectively. As to a complex-valued

vector c, its real-valued forms is defined as cr=
[
<(c)T,=(c)T

]T
. For a complex-valued

matrix C, the real-valued forms is given by Cr=

[
<(C),−=(C)
=(C),<(C)

]
. (c)+ = max(0, c)

represents the positive part of c.

2. Signal Model

As shown in Figure 1, assume two moving narrow band systems using the same
frequency, where a communication system based on MIMO structure is equipped with
MC,t transmit and MC,r receive elements, and a monostatic radar system with MIMO
structure is equipped with MR,t transmit and MR,r receive elements [34]. We consider
the cooperation is coordinated by the control center, which collects information from the
two subsystems, computes jointly optimal designed parameters and sends each scheme
back to the corresponding system. In this work, we address spectrum sharing during the
phase that the receive antennas obtain measurements of the target returns. The information
transformation between the receive antennas and control center, can be viewed as the
interference between two communication systems and is out the scope of the paper [35].
During a Pulse Repetition Time, each transmit antenna of the radar transmits L pulses,
denoted by vector s = vec

[
s(1)T , s(2)T . . . , s(L)T]T ∈ CMR,t L×1, where s(l) ∈ CMR,t×1 is

the radar transmit vector of the l-th epoch. Assume that the M radar far-field moving
targets located at the range gate lm and azimuth θm, an observation signal for M radar
targets at epoch l is modeled as [36–38]

yR(l) =
M

∑
m=1

αmej2π(l−1) fd,m a∗r (θm)aH
t (θm)s(l − lm) + yi(l) + yc(l) + yn(l), (1)

where αm is the path loss of the m-th target, and E
[
|αm|2

]
= σ2

0 , lm is the range cell index of
the m-th radar target related to the range cell of interest. yi(l) and yc(l) represent the com-
munication interference and clutter respectively. yn(l) ∼ CN

(
0, σ2

RIMR,r

)
is the additive

white Gaussian noise. For notational simplicity, we introduce A(θ) = a∗r (θ) aH
t (θ) with
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at(·) and ar(·) denoting the transmit and receive steering vectors, respectively. By defining
yR ,

[
yR(1)T , . . . , yR(L)T]T , yi ,

[
yi(1)T , . . . , yi(L)T]T , yc ,

[
yc(1)T , . . . , yc(L)T]T , and

yn ,
[
yn(1)T , . . . , yn(L)T]T , we can have the whole observation vector with a compact

form as

yR =
M

∑
m=1

αm

(
JL(lm)⊗ IMR,r

)
A( fd,m, θm)s + yi + yc + yn, (2)

where
A( fd,m, θm) = diag(p( fd,m))⊗A(θm), (3)

let p( fd,m) =
[
1, ej2π fd,m , . . . , ej2π fd,m(L−1)

]T
represent the temporal steering vector with

fd,m representing the m-th radar target Doppler frequency. JL(d) = (JL(−d))T is a L× L
transform matrix, and its (l1, l2)-th element is given by

[
JL(d)

]
l1,l2

=


1, d ∈ {−(L− 1), . . . , L− 1}

and l1 − l2 = d,
0, otherwise.

(4)

Mono-static 

radar

Target

Communication

 TX

Communication 

Rx

Scatter

Communication signal

Radar signal

Target

Figure 1. A Photo illustration of Radar and Communication Spectral Coexistence on Vehicle Platform.

Moreover, assume the j-th clutter or the c-th interference from communication system
is distributed in the range-azimuth bin

(
r{j,c}, k

)
, r{j,c} ∈

{
0, . . . , L̃− 1

}
, k ∈ {0, . . . , K− 1}.

L̃ ≤ L represents the number of range rings, and K denotes the number of discrete azimuth
segments, then the clutter obeys the model

yi(l) =
J

∑
j=1

αj ej2π fd,j(l−1) A(θj) s(l − rj), 0 ≤ rj ≤ l − 1, (5)

where αj denotes the complex amplitude with E
[
|αj|2

]
= σ2

j , fd,j and θj denote the normal-
ized Doppler frequency and azimuth of the j-th clutter, respectively.

Suppose the normalized Doppler frequency fd,j ∼ U
(

f̄d,j −
ε j
2 , f̄d,j +

ε j
2

)
, j ∈ 1, 2, . . . , J

with mean f̄d,j , where ε j denotes the uncertainty of f̄d,j. Then the covariance matrix of
clutter is given by

E
[
yi(l1)yH

i (l2)
]
=

J

∑
j=1

σ2
j A(θj)s(l1 − rj)sH(l2 − rj)AH(θj)e

j2π f̄d,j(l1−l2)
sin
[
πε j(l1 − l2)

]
πε j(l1 − l2)

. (6)
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As to the m-th radar target at the range gate lm, the clutter covariance matrix with a
compact form can be expressed as

Σyi (s, lm) = E
[
yiyH

i
]

=
J

∑
j=1

(
JL
(
rj − lm

)
⊗A

(
θj
))[(

ssH)� Ξj
](

JL
(
rj − lm

)
⊗A

(
θj
))H , (7)

where
Ξj = σ2

j Φ
f̄d,j
ε j ⊗ ΥMR,t , (8)

Φ
f̄d,j
εj (l1, l2) = ej2π f̄d,j(l1−l2) sin[πε j(l1−l2)]

πε j(l1−l2)
, ∀(l1, l2) ∈ {1, 2, . . . , L}2, (9)

with 1MR,t = [1, 1, . . . , 1]T , ΥMR,t = 1MR,t 1
T
MR,t

, and σ2
j denoting the corresponding power of

the j-th clutter.
In narrow band communication systems where the maximum excessive delay of P

interference signals is much smaller than the sampling interval Ts, i.e., max
p 6=p′

∣∣∣rp − rp′
∣∣∣ �

Ts [39], we get rp ≈ rc, ∀p, which means that P communication interferences fall in the same
range ring rc to the radar receiver. In this case, we consider P channels for communication
interference: the p-th path with angle of departure ϕp, angle of arrival θp and fading
coefficient η1(p), the expression is written as

B1 =
P

∑
p=1

η1(p) a∗r (θp)bH
t (ϕp) =

P

∑
p=1

η1(p)B1,p, (10)

where η1(p) represents the fading coefficient of the p-th propagation path, and bt(ϕp) is
the p-th transmit steering vector from the communication systems. We thus define:

ΞC , Ψ
f ′d,p ⊗ ΥMC,t , (11)

in which
Ψ

f ′d,p(l1, l2) = ej2π f ′d,p(l1−l2), ∀(l1, l2) ∈ {1, 2, . . . , L}2, (12)

and ΥMC,t = 1MC,t 1
T
MC,t

, where f ′d,p denotes the Doppler shift of the p-th communication
signal. Then, the covariance matrix of communication interference will have a similar form
as the clutter component (7), i.e.,

Σyc(X, lm) = E
[
xCxH

C
]

=
P
∑

p=1

(
JL
(
rp − lm

)
⊗ B1,p

)[
E
[
xxH]� ΞC

](
JL
(
rp − lm

)
⊗ B1,p

)H

=
P
∑

p=1

(
JL
(
rp − lm

)
⊗ B1,p

)
[X� ΞC]

(
JL
(
rp − lm

)
⊗ B1,p

)H ,

(13)

where the communication codewords are denoted by x =
([

x(1)T , . . . , x(L)T])T with
x ∼ CN (0, X) [40]. In order to reduce the complexity of design, we only optimize the
space-time covariance matrix X.

Concerning the communication system, the received signal can be expressed as

zC = Ĥx +
Q

∑
q=1

B̂2

(
fd,q, q

)
s + nC, (14)
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where Ĥ = (IL ⊗H), H is channel matrix. B̂2

(
fd,q, q

)
= diag

(
p
(

fd,q

))
⊗ B2,q, B2,q =

b∗r (ϕq) aH
t (θq), where br(ϕq) represents the receive steering vector of the q-th path. Similar

to the definition of (10), we set

B2 =
Q

∑
q=1

η2(q)B2,q, (15)

where η2(q) represents the fading coefficient of the q-th propagation path at the communi-
cation receiver, Q is the number of paths impacting on the communication receiver, and
nC ∼ CN

(
0, σ2

CIMC,r L

)
denotes the additive white Gaussian noise. It is supposed that

the channel matrices H, B1 and B2 are fully known at the spectral coexistence system.
Practically, the information can be periodically communicated by a pilot channel [41,42].
However, the exact direction information may not be obtained because of the possible
mismatches. Therefore, we assume that {θ} and {ϕ} are independent random variables
and can be expressed as

θ̃m ∼ U[θm −vm, θm + vm], m = 0, · · · , M
θ̃j ∼ U

[
θj −vj, θj + vj

]
, j = 0, · · · , J

θ̃p ∼ U
[
θp −vp, θp + vp

]
, p = 0, · · · , P

ϕ̃p ∼ U
[
ϕp −vp, ϕp+vp

]
, p = 1, · · · , P

θ̃q ∼ U
[
θq −vq, θq + vq

]
, q = 0, · · · , Q

ϕ̃q ∼ U
[
ϕq −vq, ϕq+vq

]
, q = 1, · · · , Q,

(16)

where vm, vj, vp, vq are the uncertainties on the corresponding direction information.

3. Problem Formulation

Since improving the accuracy of parameter estimation and signal detection in presence
of interference can be achieved by a higher SINR level, we take maximizing the output
SINR as a criterion for radar transceiver design. Specifically, by assuming wm 6= 0, the
SINRm(X, s, wm) for the m-th target can be written as

SINRm(X, s, wm) =
σ2

0

∣∣∣wH
m

(
JL(lm−lm)⊗IMR,r

)
A( fd,m ,θm)s

∣∣∣2
wH

m(Σys (s,lm)+Σyi (s,lm)+Σyc (X,lm)+σ2
RI)wm

, (17)

where

Σys(s, lm) = E
[
ysyH

s
]

=
M
∑

i=1,i 6=m
σ2

0

(
JL(li − lm)⊗ IMR,r

)
A( fd,m, θm)ssH

((
JL(li − lm)⊗ IMR,r

)
A( fd,m, θm)

)H
,

(18)

with

ys =
M
∑

i=1,i 6=m
αi

(
JL(li − lm)⊗ IMR,r

)
A( fd,m, θm)s (19)

denoting the interference term produced by the other M− 1 radar targets.
For the radar, the SINR in (17) given the scope of inspection can be regarded as a

relevant figure of merit. For this purpose, assuming
∣∣wH

mA( fd,m, θm)s
∣∣ 6= 0, the figure of

merit is given by

SINR(X, s, wm) = (
M
∑

m=1

ζm
SINRm(X,s,wm)

)−1, (20)

where {ζm} is a positive weight. For simple numerical description, we define Σin(X, s, lm)
∆
=

Σys(s, lm) + Σyi (s, lm) + Σyc(X, lm) + σ2
RIMR,t L. Based on the above guidelines, for the com-

munication system, the covariance matrix of the interference-plus-noise can be formu-
lated as
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RCin =
Q
∑

q=1
B̂2

(
fd,q, q

)(
ssH)B̂H

2

(
fd,q, q

)
+ σ2

CIMC,r L. (21)

In order to match RCin, we define the “communication rate” of the space-time commu-
nication channel as

C(X, s) ∆
= 1

MC,t MC,r
log2 det

(
IMC,r L + R−1

CinĤXĤH
)

. (22)

Our goal is to optimize the communication system rate and radar output SINR simul-
taneously. Due to the fact that the energy of the transmitter is limited in most cases and
to obtain desirable properties according to envelope constancy and sidelobe levels with a
reference signal s0, we require the shape of radar waveform with normalized transmitted
energy ‖s‖2 = 1 satisfying [43]

‖s− s0‖∞ ≤ γ, (23)

where γ rules the degree of the similarity. The above constraint can be equivalently
converted to

(s− s0)
HBi(s− s0) ≤ γ, i = 1, · · · , MR,tL, (24)

where Bi ∈ CMR,t L×MR,t L represents a square matrix where all elements except (i, i)-th
element equal to 1 are 0. Regarding to the communication system, we put an energy
constraint on the transmitter, namely

E
[
Tr
(

xxH
)]

= Tr(X) ≤ EC. (25)

According to [44], the classic SINR maximization problem of radar can be solved via
the MVDR criterion. Without loss of generality, by setting wH

m

(
IL ⊗ IMR,r

)
A( fd,m, θm)s =

wH
mA( fd,m, θm)s = ε for ∀m with the constant ε = 1, we reformulate the radar SINR as

SINR(X, s, wm) =

(
M

∑
m=1

ζmwH
m Σin(X, s, lm)wm

)−1

. (26)

Finally, we recommend minimizing an appropriate weighted radar residual interfer-
ence power and communication rate, i.e.,

min
X,s,wm

ω1

M
∑

m=1
ζmwH

m Σin(X,s,lm)wm

|F?
1 |

−ω2
C(X,s)
|F?

2 |
,

s.t. wH
mA( fd,m, θm)s = ε, m = 1, · · · , M,

(s− s0)
HBi(s− s0) ≤ γ, i = 1, · · · , MR,tL,

Tr(X) ≤ EC,
‖s‖2 = 1,

(27)

where F1 =
M
∑

m=1
ζmwH

m Σin(X, s, lm)wm represents the interference-plus-noise power, and

F2 = −C(X, s) is given by (22). Assuming that F?
1 and F?

2 are the corresponding achiev-
able optima values. 0 ≤ ω1 ≤ 1 and 0 ≤ ω2 ≤ 1 are weighted parameters. Typically,
ω1 + ω2 = 1, which reflects the degree of importance of the two conflicting objectives in the
coexistence system. In the following section, we will derive the solutions to problem (27)
through the proposed algorithm framework.

4. The Designed Alternating Procedure

Problem (27) is non-convex relating to the triplet parameters (X, s, wm), and finding
the solutions would cause a daunting complexity. We develop an alternating algorithm on
the basis of the following iterative procedure.
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4.1. Communication Transmit Codebook Optimization

Firstly, we optimize X while s and wm are fixed:

min
X

ω1

M
∑

m=1
ζmwH

m Σin(X,s,lm)wm

|F?
1 |

−ω2
C(X,s)
|F?

2 |
,

s.t. Tr(X) ≤ EC.

(28)

Theorem 1. Let Wm = wmwH
m, then the residual interference-plus-noise of is given by

M

∑
m=1

ζmwH
m Σin(X, s, lm)wm = Tr

(
Σ̄yc(Wm)X

)
+ κ1, (29)

where κ1 is a positive item independent of X. Σ̄yc(Wm) =
M
∑

m=1
ζmΣ̄yc(Wm, lm), and

Σ̄yc(Wm, lm) =
P

∑
p=1

(
JL
(
rp − lm

)
⊗ B1,p

)H
[Wm � Ξ̄C]

(
JL
(
rp − lm

)
⊗ B1,p

)
. (30)

Proof of Theorem 1. It can be shown that the communication interference onto the radar
can be expressed as

wH
m Σyc(X, lm)wm

=
P
∑

p=1
E
[
xH(JL

(
rp − lm

)
⊗ B1,p

)H
[Wm � Ξ̄C]

(
JL
(
rp − lm

)
⊗ B1,p

)
x
]

= Tr

(
P
∑

p=1

(
JL
(
rp − lm

)
⊗ B1,p

)H
[Wm � Ξ̄C]

(
JL
(
rp − lm

)
⊗ B1,p

)
X
)

= Tr
(
Σ̄yc(Wm, lm)X

)
,

(31)

where
Ξ̄C =

(
Ψ

f ′d,p(l1, l2)
)∗
⊗ ΥMR,r . (32)

Based on (31), we have

M

∑
m=1

ζmwH
m Σin(X, s, lm)wm =

M

∑
m=1

ζmTr
(
Σ̄yc(Wm, lm)X

)
+

M

∑
m=1

ζmwH
m

(
Σys(s, lm) + Σyi (s, lm) + σ2

RI
)

wm︸ ︷︷ ︸
κ1

,
(33)

which completes the proof.

By exploiting Theorem 1, the subproblem (28) can be transformed as

min
X

ω1
Tr(Σ̄yc (Wm)X)
|F?

1 |
−ω2

C(X,s)
|F?

2 |
,

s.t. Tr(X) ≤ EC,
(34)

which is a convex problem involving multiple matrix variables. Therefore, by using
standard convex optimization techniques, the above problem can be solved with the

complexity of O
((

(LMC,t)
2
)3.5

)
. The Lagrange dual method is used for the problem (34)

and thus a low-cost closed-form solution can be obtained. Ignoring the items that do not
rely on X, the Lagrangian of (34) can be expressed as
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L(X, µ0) = µ0(Tr(X)− EC) +
w1
|F?

1 |
Tr
(
Σ̄yc(Wm)X

)
− w2
|F?

2 |MC,t MC,r
log2 det

(
IMC,r L + R−1

CinĤXĤH
)

,
(35)

where µ0 ≥ 0 is the dual variable. Then, the dual problem be formulated as

max
µ0≥0

inf
X�0
L(X, µ0)

∆
= max

µ0≥0
g(µ0), (36)

where g(µ0) denotes the duality function. In addition, since (34) is convex satisfying Slater’s
condition and strong duality [45], i.e., the dual gap is set to zero. By using the "water-filling
(WF)", the optimal solution can be indicated as

X?(µ0) =

(
w1Σ̄yc (Wm)

|F?
1 |

+ µ0IMC,t L

)−1/2
ŨΣ̃ŨH

(
w1Σ̄yc (Wm)

|F?
1 |

+ µ0IMC,t L

)−1/2
, (37)

where X?(µ0) denotes the optimal X for a given µ0, and Ũ denotes the right singularity
matrix of H̃, the expression is given as

H̃ = R−1/2
Cin Ĥ

(
w1Σ̄yc(Wm)∣∣F?

1

∣∣ + µ0IMC,t L

)−1/2

, (38)

Σ̃ = diag(γ̃1, . . . , γ̃r), γ̃i =

(
w2

|F?
2 |MC,t MC,r

− 1/σ̃2
i

)+

, i = 1, . . . , r. r represents the rank of

H̃, σ̃i denotes the i-th positive singular value of the matrix H̃, and
Mmin
∑

i=1
γ̃i = EC, where

Mmin , min(MC,tL, MC,rL). µ0 can be obtained via the bisection method fulfilling the
power constraint.

4.2. Radar Receive Filter Optimization

For the second step, given s and X, the optimization of the receive filter is solved by
the MVDR criterion:

wm =
Σin(X, s, lm)

−1A( fd,m, θm)s

A( fd,m, θm)s
HΣin(X, s, lm)

−1A( fd,m, θm)s
, l = 1, . . . , M. (39)

Thus the filter for each radar target can be computed.

4.3. Radar Transmit Waveform Optimization

In the third step, we consider to optimize s with fixed wm and X, for which the
subproblem can be converted to

min
s

ω1

M
∑

m=1
ζmwH

m Σin(X,s,lm)wm

|F?
1 |

−ω2
C(X,s)
|F?

2 |
,

s.t. wH
mA( fd,m, θm)s = 1, m = 1, · · · , M,

(s− s0)
HBi(s− s0) ≤ γ, i = 1, · · · , MR,tL,

‖s‖2 = 1,

(40)

which is non-convex because of the right side of the cost function and the quadratic equation
constraints. Generally, it is difficult to straightforwardly tackle such a non-convex problem
and there is no closed-form solution. Therefore, we first derive a minorizing function
for the communication rate (right-hand side) of the objective function, i.e., C(X, s), and
then an iteration procedure with lower computational complexity based on MM-ADMM
is developed.
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4.3.1. Minorizing Function Construction

We first simplify the radar interference term of the original problem before building
the minorizing function for the transmission rate. The energy at the output of the radar
filter can be rewritten as follows by ignoring the parts that don’t depend on s in the first
portion of the objective function in (40).

wH
m Σys(s, lm)wH

m

= wH
m

M
∑

i=1,i 6=m
σ2

0

(
JL(li − lm)⊗ IMR,r

)
A( fd,m, θm)ssH((

JL(li − lm)⊗ IMR,r

)
A( fd,m, θm)

)H
wm

= sH
(

M
∑

i=1,i 6=m

((
JL(li − lm)⊗ IMR,r

)
A( fd,m, θm)

)H
wmwH

m

σ2
0

(
JL(li − lm)⊗ IMR,r

)
A( fd,m, θm)

)
︸ ︷︷ ︸

Σ̄ys (s,lm)

s.

(41)

Following the same line of derivation, the filtered radar clutter power can be ex-
pressed as

wH
m Σyi (s, lm)wm

= sH

{
J

∑
j=1

(
JL
(
rj − lm

)
⊗A

(
θj
))H

[
diag(wm)Ξ̄jdiag(wm)

H
](

JL
(
rj − lm

)
⊗A

(
θj
))}

s

= sH

{
J

∑
j=1

(
JL
(
rj − lm

)
⊗A

(
θj
))H[Wm � Ξ̄j

](
JL
(
rj − lm

)
⊗A

(
θj
))}

︸ ︷︷ ︸
Σ̄yi (Wm ,lm)

s

= sHΣ̄yi (Wm, lm)s,

(42)

with

Ξ̄j = σ2
j

(
Φ

f̄d,j
εj (l1, l2)

)∗
⊗ ΥMR,r , ∀(l1, l2) ∈ {1, . . . , L}2. (43)

For ease of notation, we set Σ̄s(Wm) =
M
∑

m=1
ζm
(
Σ̄ys(s, lm) + Σ̄yi (Wm, lm)

)
. The com-

munication rate is convex in respect of s, to tackle the maximizing problem, the rate is
rewritten as

C(X, s) =
1

MC,t MC,r
log2 det

(
RCin + ĤXĤH

)
︸ ︷︷ ︸

f1(s)

− 1
MC,t MC,r

log2 det(RCin)︸ ︷︷ ︸
f2(s)

.
(44)

Next, we construct two functions that minorize f1(s) and f2(s) in (44), as a result of
which the MM algorithm can be used to solve the problem (40).

Theorem 2. Define F = ssH and F(k0) = s(k0)
(

s(k0)
)H

, assume S is the feasible set for F. As to

any F, F(k0) ∈ S , a valid surrogate function, C̃
(

F, F(k0)
)

at the k0-th iteration, can be formulated as

C̃
(

F, F(k0)
)
= Tr

(
Υ(k0)Γ1(F)

)
+ Tr

(
Γ2

(
F(k0)

)
F
)
+ κu, (45)

where κu is a term independent of F,
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Γ1(F) =


R̃−1 R̃−1

Q
∑

q=1
B̂2

(
fd,q, q

)
FB̂H

2

(
fd,q, q

)
R̃−1 IMC,r L + R̃−1

Q
∑

q=1
B̂2

(
fd,q, q

)
FB̂H

2

(
fd,q, q

)
, (46)

Γ2

(
F(k0)

)
∆
= −

(
∂ f2(F)

∂F

)T

F=F(k0)

= −
Q
∑

q=1

(
B̂2

(
fd,q, q

))H
(

Q
∑

q=1
B̂2

(
fd,q, q

)
F(k0)

(
B̂2

(
fd,q, q

))H
+ σ2

CIMC,r L

)−1

B̂2

(
fd,q, q

)
,

(47)

Υ(k0) = −Γ1

(
F(k0)

)−1
EH
(

EHΓ1

(
F(k0)

)
E
)−1

EΓ1

(
F(k0)

)−1
. (48)

with R̃ = σ2
CIMC,r L + ĤXĤH and E =

[
IMC,r L 0MC,r L×MC,r L

]
.

Proof of Theorem 2. As to the function f1, by exploiting the property of matrix determi-
nant, we have:

log2 det
(
RCin + ĤXĤH)

= −log2 det

(
Q
∑

q=1
B̂2

(
fd,q, q

)(
ssH)B̂H

2

(
fd,q, q

)
+ R̃

)
.

(49)

Based on the Woodbury matrix identity, for given matrices A, B, U, V, we have

(A + UBV)−1 = A−1 + A−1UBVA−1(I + UBVA−1)−1. (50)

Then, the inverse of the matrix in (49) becomes to(
R̃ +

Q
∑

q=1
B̂2

(
fd,q, q

)(
ssH)B̂H

2

(
fd,q, q

))−1

= R̃−1 + R̃−1
Q
∑

q=1
B̂2

(
fd,q, q

)(
ssH)B̂H

2

(
fd,q, q

)
(

IMC,r L + R̃−1
Q
∑

q=1
B̂2

(
fd,q, q

)(
ssH)B̂H

2

(
fd,q, q

))−1

R̃−1.

(51)

By exploiting the block matrix inversion property, the right-hand side of (51) can be
transformed to EHΓ−1

1 (F)E. Note that log det
(

EHΓ−1
1 (F)E

)
is convex with respect to Γ1(F).

The convex function can be minorized by its supporting hyperplanes, i.e.,

log det
(

EHΓ−1
1 (F)E

)
≥ f1

(
s, s(k0)

)
= log det

(
EHΓ−1

1

(
F(k0)

)
E
)

+Tr
(

Υ(k0)
(

Γ1(F)− Γ1

(
F(k0)

)))
,

(52)

where Υ(k0) denotes the gradient of log det
(
EHΓ1(F)E

)
at Γ1

(
F(k0)

)
. Concerning the second

term of (44), it is simple to demonstrate that function f2(s) is a convex function with respect
to F = ssH and we have

−log2 det

(
Q
∑

q=1
B̂2

(
fd,q, q

)
(F)B̂H

2

(
fd,q, q

)
+ σ2

CIMC,r L

)

≥ −log2 det

(
Q
∑

q=1
B̂2

(
fd,q, q

)(
F(k0)

)
B̂H

2

(
fd,q, q

)
+ σ2

CIMC,r L

)
+ Tr

(
Γ2

(
F(k0)

)(
F− F(k0)

))
,

(53)
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where Γ2

(
F(k0)

)
denotes the gradient of f2(F) at F(k0). Ignoring the terms that do not

depend on F, (45) can be derived from (52) and (47).
To make the formulation of the minorizer (52) simpler, Υ(k0) can be partitioned as

Υ(k0) =

 Υ
(k0)
11 Υ

(k0)
12(

Υ
(k0)
12

)H
Υ
(k0)
22

. (54)

Then the expression of Tr
(

Υ(k0)Γ1(F)
)

in (45) can be transformed as

Tr



(
Υ
(k0)
11 +Υ

(k0)
12

)
R̃−1+

(
Υ
(k0)
12

)H
R̃−1

Q
∑

q=1
B̂2

(
fd,q, q

)
FB̂H

2

(
fd,q, q

)
+ Υ

(k0)
22(

IMC,r L + R̃−1
Q
∑

q=1
B̂2

(
fd,q, q

)
FB̂H

2

(
fd,q, q

))



= Tr





Q
∑

q=1
B̂H

2

(
fd,q, q

)(
Υ
(k0)
12

)H
R̃−1

B̂2

(
fd,q, q

)
+

Q
∑

q=1
B̂H

2

(
fd,q, q

)
Υ
(k0)
22 R̃−1B̂2

(
fd,q, q

)


︸ ︷︷ ︸

Γ12

F


+ κu,

(55)

which completes the proof.

According to Tr(DS) = Tr
(
DssH) = sHDs and omitting the constant terms, the

problem (40) can be turned into:

min
s

sHΓ(k0)s,

s.t. wH
mA( fd,m, θm)s = 1, m = 1, · · · , M,

(s− s0)
HBi(s− s0) ≤ γ, i = 1, · · · , MR,tL,

‖s‖2 = 1.

(56)

where Γ(k0) = w1
|F?

1 |
Σ̄s(Wm)+

w2
|F?

2 |
Γ12. Problem (56) is non-convex quadratically-constrained

quadratic program (QCQP), which is difficult to solve. However, such a problem can be
addressed using CVX tools with O(MR,tL)

4.5 (see [46] for details). In the following, an iter-
ation procedure with lower computational complexity based on MM-ADMM is developed.

4.3.2. Radar Transmit Waveform Optimization Based on ADMM

To overcome the problem(56), we exploit the ADMM algorithm. It can be shown that
problem (56)’s first restriction can be equivalently rewritten as

sH(A( fd,m, θm))
HWm(A( fd,m, θm))s = 1, m = 1, · · · , M. (57)

Take note that the following decomposition is always valid

A( fd,m, θm)
HWmA( fd,m, θm) = TH

mTm, m = 1, · · · , M, (58)

where Tm ∈ CMR L×MR L is rank-one Hermitian matrix. Problem (56) is equivalent to

min
s

sHΓ(k0)s,

s.t. sHTH
mTms = 1, m = 1, · · · , M,

(s− s0)
HBi(s− s0) ≤ γ, i = 1, · · · , MR,tL,

‖s‖2 = 1.

(59)
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We assume that the real-valued forms of s, s0, Γ(k0), Tm, and Bi are denoted by sr sr,0,
Γr, Tr,m, and Br,i, respectively. Problem (59) can be recast into the following real-valued
form by inserting the variables f, gi and h

min
sr , f, {gi}

sT
r Γrsr, (60a)

s.t. fm = Tr,msr, m = 1, · · · , M, (60b)

gi = Br,i(sr − sr,0), i = 1, · · · , MR,tL, (60c)

h = sr, (60d)

‖fm‖2 = 1, m = 1, · · · , M, (60e)

‖gi‖2 ≤ γ, i = 1, · · · , MR,tL. (60f)

‖h‖2 = 1. (60g)

The Lagrangian of (60) is

L(sr, {fm}, {gi}, h, {om}, {ςi}, π) =

sr
TΓrsr +

M
∑

m=1

(
oT

m(Tr,msr − fm) +
ρ1
2 ‖Tr,msr − fm‖2

)
+

MR,t L
∑

i=1

(
ςT

i (Br,i(sr − sr,0)− gi) +
ρ2
2 ‖Br,i(sr − sr,0)− gi‖2

)
+
(

πT(sr − h)+ ρ3
2 ‖sr − h‖2

)
,

(61)

the Lagrange multipliers {om}M
1 , {ςi}

MR,t L
1 and π correspond to the (60b), (60c) and (60d)

respectively; and the positive parameters ρ1, ρ2 and ρ3 are corresponding penalties. The
penalties are chosen based on the eigenvalues of Γr [47] (Theorem 4). The procedure of
ADMM method is given as:

s(k1+1)
r = arg min

sr
L
(

sr, f(k1)
m , . . . , ς

(k1)
i

)
, (62a)

f(k1+1)
m = arg min

fm
L
(

s(k1+1)
r , fm, g(k1)

i , . . . , ς
(k1)
i

)
, (62b)

g(k1+1)
i = arg min

gi
L
(

s(k1+1)
r , f(k1+1)

m , gi, o(k1), . . . , ς
(k1)
i

)
, (62c)

h(k1+1)
i = arg min

h
L
(

s(k1+1)
r , . . . , hi, o(k1), π

(k1)
i , ς

(k1)
i

)
, (62d)

o(k1+1)
m =o(k1)

m + ρ1

(
Tr,ms(k1+1)

r − f
(k1+1)
m

)
, (62e)

ς
(k1+1)
i =ς

(k1)
i + ρ2

(
Br,i

(
s(k1+1)

r − sr,0

)
− g(k1+1)

i

)
. (62f)

π(k1+1)=π(k1) + ρ3

(
s(k1+1)

r − g(k1+1)
)

. (62g)

4.3.3. Update of sr

The optimization of (62a) can be rewritten as

s(k1+1)
r = arg min

sr
sT

r Γrsr +
M
∑

m=1

((
o(k1)

)T
Tr,msr+

ρ1
2

∥∥∥Tr,msr − f(k1)
m

∥∥∥2
)
+

MR,t L
∑

i=1

((
ς
(k1)
i

)T(
Br,i(sr − sr,0)

−gi

)
+ ρ2

2 ‖Br,i(sr − sr,0)− gi‖2
)
+

((
π(k1)

)T
sr

+ ρ3
2

∥∥∥sr − h(k1)
∥∥∥2
)

.

(63)
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The first order optimality conditions for (63) are

0MR,t L =2Γrsr +
M

∑
m=1

(
TT

r,mo(k1)
m + ρ1TT

r,m

(
Tr,msr − f(k1)

))

+
MR,t L

∑
i=1

(
BT

r,iς
(k1)
i + ρ2BT

r,i((Br,isr − sr,0)− gi)

)
+

(
π(k1)+ρ3

(
sr − h(k1)

))
, (64)

where 0a signifies a column vector of a-dimensional with all-zero entries, leading to

s(k1+1)
r =

(
2Γr + ρ1

M
∑

m=1
TT

r,mTr,m + ρ2

MR,t L
∑

i=1
BT

r,iBr,i + ρ3I
)−1

(
ρ1

M
∑

m=1
TT

r,mf(k1)
m + ρ2

MR,t L
∑

i=1
BT

r,i

(
sr,0 + g(k1)

i

)
+ ρ3h(k1)

−
M
∑

m=1
TT

r,mo(k1)
m −

MR,t L
∑

i=1
BT

r,iς
(k1)
i −π(k1)

)
.

(65)

4.3.4. Update of fm

The optimization of (62b) can be rewritten as

min
{fm}

−
(

o(k1)
m

)T
fm+

ρ1
2 ‖Tr,msr − fm‖2

s.t. ‖fm‖2 = 1, m = 1, · · · , M,
(66)

whose closed-form solution is

f(k1+1)
m =

f̃(k1+1)
m∥∥f̃(k1+1)
m

∥∥ , (67)

with f̃(k1+1)
m = Tr,ms(k1+1)

r + o(k1)
m /ρ1.

4.3.5. Update of gi

Problem (62d) can be rewritten as

arg min
{gi}

−
(

ς(k1)
)T

gi +
ρ3
2

∥∥Br,i

(
s(k1+1)

r − sr,0

)
− g(k1+1)

i

∥∥2

s.t. ‖gi‖2 ≤ γ.
(68)

The solution can be achieved via proximal algorithm, i.e.,

g(k1+1)
i =

 g̃(l2+1)
i , if

∥∥g̃(k1+1)
i

∥∥ ≤ √γ√
γ∥∥g̃(

k1+1)
i

∥∥ g̃(k1+1)
i , otherwise, (69)

with g̃(k1+1)
i = Br,i

(
s(k1+1)

r − sr,0

)
+ ς(k1)

/
ρ3.

4.3.6. Update of h

The optimization of (62c) can be rewritten as

arg min
h

−
(

π(k1)
)T

h+ ρ3
2

∥∥∥s(k1+1)
r − h

∥∥∥2

s.t. ‖h‖2 = 1,
(70)



Remote Sens. 2022, 14, 5018 15 of 23

the solution is given as

h(k1+1) =
h̃(k1+1)∥∥h̃(k1+1)

∥∥ , (71)

with h̃(k1+1) = s(k1+1)
r + π(k1)/ρ3.

As to the computational complexity for the developed formulation, the X can be
optimized by using WF with O(MC,tL)

3. The optimized wm can be obtained based on (39)

with complexity O
(
(MR,rL)3). The complexity of sr is O

(
(MR,tL)

3
)

at each iteration
due to the matrix inverse; the other variables requires the computational complexity
linearly with MR,tL [48]. Finally, Algorithm 1 summarizes the overall technique of the
alternating approach. Notice that the above ADMM method which directly handles the
transformed non-convex problem may not always ensure the convergence theoretically.
Suitable initializations and penalty parameters are necessary to ensure convergence. Hence,
the penalties are chosen based on the eigenvalues of Γr in (60) and the initialization of s is
set to be s0 [47] (Theorem 4).

In such monostatic radar and communication spectral coexistence system on moving
platform, the cooperation is coordinated by the control center. The information from
radar and communication systems is collected by the control center. However, such
information will be aging or not usable due to time lag between the channel estimation
phase / optimization phase and deployment phase. In order to improve the real-time
performance, we will try to improve the hardware of each subsystem to enhance its own
computing power, and cancel the control center in the future work. That is, the radar and
communication systems calculate their own optimal signaling scheme through the collected
information [49].

Algorithm 1 Procedure for X, wm and s Optimization

Input: w0 = 1√
L

IL ⊗ a∗r (θ0), s0 = 1√
L

IL ⊗ a∗t (θ0), w1, H, B1, B2.

Initialize: Let k1 = k2 = 0, w(k2) = w0, s(k2) = s0, λ1 ≥ 0, λ2 ≥ 0;
Output: X(k2+1), w(k2+1), s(k2+1).
1. Repeat
2. Set k2 ← k2 + 1;
3. Compute X(k2) via (37), with w = w(k2−1) and s = s(k2−1) respectively;
4. Compute w(k2) via (39) with X = X(k2) and s = s(k2), respectively;
5. Set k0 = 1;
6. Compute Γ(k0) = w1

|F?
1 |

Σ̄s(Wm) +
w2
|F?

2 |
Γ12 in (56);

7. While
∣∣∣sHΓ(k0+1)s− sHΓ(k0)s

∣∣∣ is small than a threshold do

8. Repeat
9. Set k1 ← k1 + 1;

10. Calculate s(k1+1)
r by (65);

11. Calculate f(k1+1) by (69);

12. Calculate g(k1+1)
i by (71), for all i = 1, · · ·MR,tL;

13. Calculate o(k1+1) and π
(k1+1)
i , for all i = 1, · · ·MR,tL, using (62e) and (62g), respec-

tively;
14. Until the convergence of ADMM is reached;
15. s(k0) ← s(k1+1);
16. Set k0 ← k0 + 1;
17. end
18. s(k2) ← s(k0+1);
19. Until the change of the objective function in (27) is small than a threshold.
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5. Results and Discussion

In simulations, the radar has MR,t = 6 transmit antennas and MR,r = 6 receive
antennas, and the communication has MC,t = 3 transmit antennas and MC,r = 3 receiver
antennas. We set L̃ = 6 as the code length. The noise variance of coexistence system is
σ2

R = σ2
C = 0.001. We set EC = 1 for energy constraint of communication system. And with

zero mean and unit variance, H uses the Rayleigh fading channel.
As to the considered coexistence system, e.g., as shown in Figure 1, the vehicles in

an intelligent transportation system that needs to share information in a rapidly changing
environment, and the radar requires a wide Doppler range to detect fast vehicles and
slow pedestrians. Thus, some other parameters can be given as follows. For the radar, the
directions of two targets are located at−10◦ and 10◦, respectively, with normalized Doppler
frequencies 0.2 and −0.3, respectively. The clutters are evenly distributed in

[
−π

2 , π
2
]

with
a discrete azimuth of 90 in each ring. Similarly, for all clutters, we consider rj = 0 and
ε j = 0.04. For the mutual interference P = Q = 10 between two systems. We assumed
that the azimuth of B1 is distributed in [−40◦,−20◦], { fd,q} ∈ [0.2, 0.35], {r′c = 0} and
INRR = 15dB. As to B2, we assume that angle parameters are randomly distributed in
[20◦, 30◦] with the associated Doppler shift of { fd,p} ∈ [−0.35,−0.2] and INRC = 25dB.
Except where otherwise noted, the uncertainties on the direction information are set as
vm = vj = vp = vq = 3◦. The similarity parameter is set as γ = 0.1. The radar reference
waveform s0 is exploited with Linear Frequency Modulation. The penalty parameters are
set as ρ1 = ρ2 = ρ3 = 1. We set ω1 = ω2 = 0.5 .

Firstly, we evaluate the convergence behavior of the proposed design versus γ. In
Figure 2, the objective value under different outer iteration numbers is investigated. It can
be shown that the proposed design converges for all values of the similarity parameter
γ that are taken into consideration, and γ = 1.8 provides the best performance, which
is reasonable because the larger similarity parameter γ could provide additional DoFs
in procedure.
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Figure 2. The objective value with outer iteration number under different similarity parameter γ.

In Figure 3, the constraint convergence in s optimization is examined. The residuals
for auxiliary variables are defined as follows in the ADMM procedure:
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d fmax = maxm=1,··· ,M
∥∥∥Tr,ms(k1)

r − f(k1)
∥∥∥,

dgmax = maxi=1,··· ,MR,t L

∥∥∥Br,is
(k1)
r − sr,0 − g(k1)

i

∥∥∥,

dh =
∥∥∥s(k1)

r − h(k1)
∥∥∥.

(72)

As to better illustrate the constraint convergence in s optimization, we set the ter-
mination tolerances in (72) as 10−5 [50]. Figure 3 reports the residuals of the constraints
from (60b) to (60d) versus k1 of ADMM. It can be shown that the stopping criterion is
satisfied for all considered constraints.
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d
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Figure 3. The residuals of (60b) to (60d) vs the k1 of Algorithm 1.

Figure 4 shows the radar cross-ambiguity function’s (CAF) [46] about the radar target
response for outer iteration number k0 = {10, 40}. It can be observed that the main lobes
are at the target location, null is at the communication interference location, and the clutter
ridge is dispersed diagonally. Furthermore, it can be demonstrated that the value drops
as the number of iterations increases in the interference region including clutter and the
interference from communication system. This trend highlights that Algorithm 1 is able
to suitably shape the CAF for interference suppression within small iterations, i.e., the
proposed design provides fast convergence properties.

The performance of the developed design is next examined in relation to various
mutual interference strengths with INRR = INRC. As a benchmark, we also consider the
objective values obtained by exploiting different algorithms: the Semi-Definite Program-
ming (SDP) and randomization procedure (labeled as “Joint Design with SDP-R” ) for
s optimization [51], the transmit design for X and s optimization (labeled as “Transmit
Optimized”), as well as the disjoint design, namely, no mutual interference management
(labeled as “Uncooperative Optimized”). Figure 5 expresses the objective value in terms
of INRR = INRC for various levels of mutual interference channel. We can see that the
objective value grows as the INR increases; the proposed joint design provides the best
performance. The primary reason is that more DoFs can be achieved in the coexistence
system, which also implies the necessity of the joint design for spectrum sharing system in
practical applications. Correspondingly, Figures 6 and 7 express the radar SINR and com-
munication rate in terms of INRR = INRC for various levels of mutual interference channel.
It can be shown that the two system performance degrade with the mutual increasing. It
is interesting to notice that, for the uncooperative optimized design, the communication
rate is better than the joint solution, the main reason is that the weighted design can adjust
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the priority of the two systems, and in this scenario, the better radar performance can be
achieved as shown in Figure 6.

(a) (b)

(c) (d)

Figure 4. Doppler-azimuth plane of CAF of radar multi-targets for outer iteration number
k2 = {10, 40}: (a) w∗1 and s∗, k2 = 10, (b) w∗1 and s∗, k2 = 40, (c) w∗2 and s∗, k2 = 10, (d) w∗2
and s∗, k2 = 40 (solid line rectangles and ellipse respectively denote the locations of the radar targets,
the interference sources from communication system).

Moreover, Figure 8 depicts the Doppler-azimuth plane of radar CAF. In the scenario,
the number of radar target is set as one and the target is located at 10◦ with fd,m = −0.3,
the other parameters remain the same as Figure 4. For comparison, the concept of radar
SINR optimization with communication rate constraint is used (see e.g., [46,52]). The
communication rate is required to be greater than 4. It can be demonstrated that both
systems have strong convergence qualities. Additionally, it can be noticed that the proposed
design has more prominent peak values for the radar target and lower values at the clutter
ridge and communication interference ranges, implying that the proposed formulation
performs better. In effect, the formulation of radar optimization with communication
constraint would lead to performance degradation due to the shrinkage operation for the
set of lower bound of communication rate.
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Figure 5. The objective value under different INRR = INRC of mutual interference.

0 5 10 15 20 25 30
0

1

2

3

4

5

6

INR
 R

=INR
 C

 [dB]

S
IN

R
(d

B
)

 

 

Proposed Design
Joint Design with SDP−R
Transmit Optimized
Uncooperative Optimized

Figure 6. The radar SINR under different INRR = INRC of mutual interference.

To further investigate the system performance in the environment of dynamic varia-
tion, the sensitiveness of the previous strategies is examined. In particular, assume that the
estimated channel matrices are B̂1 = B1 +∆B1 and B̂2 = B2 +∆B2, where ∆B1 = e2

1 ‖ B1 ‖2
F

and ∆B2 = e2
1 ‖ B2 ‖2

F denote the channel estimation error matrices. In this exemplification
study, e2

1 is set to be 0.1. The other parameters remain unchanged. Figure 9 shows the
objective value under different INRR = INRC of mutual interference for channel mismatch.
Combing the results in Figure 5, some degradations are observed, but the proposed design
still effectively mitigates both the clutter and the mutual interference.
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Figure 7. The communication rate under different INRR = INRC of mutual interference.

(a) (b)

Figure 8. Doppler-azimuth plane of CAF for iteration number k2 = {10, 50} for different formulations.
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Figure 9. The objective value under different INRR = INRC of mutual interference for channel mismatch.
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6. Conclusions

In this paper, we aim to jointly design the radar spatial-temporal transceiver and the
communication spatial-temporal codebook in the spectrum coexistence system on moving
platforms. Owing to the non-convexity of the original formulated problem, an alternate
scheme is developed to optimize the designed DoFs based on the dual algorithm, the
MVDR method and MM-ADMM. Analytical proofs have been provided for the algorithms’
convergences. Finally, the simulation results are shown to verify the performance of the
proposed algorithm.
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