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Abstract: High-Resolution Wide-Swath (HRWS) is an important development direction of space-
borne Synthetic Aperture Radar (SAR). The two-dimensional spatial variation of the Doppler param-
eters is the most significant characteristic of the sliding spotlight space-borne SAR system under the
requirements of HRWS. Therefore, the compensation of the two-dimensional spatial variation is the
most challenging problem faced in the imaging of HRWS situations. The compensatory approach
is then proposed to address this problem in this paper. The spatial distribution of the Doppler
parameters for the HRWS space-borne SAR data in the sliding spotlight working mode is firstly ana-
lyzed, based on which a Spatial-Variant Equivalent Slant Range Model (SV-ESRM) is put forward to
accurately formulate the range history for the distributed target. By introducing an azimuth-varying
term, the SV-ESRM can precisely describe the range history for not only central targets but also
marginal targets, which is more adaptive to the HRWS space-borne SAR requirements. Based on the
SV-ESRM, a Modified Hybrid Correlation Algorithm (MHCA) for HRWS space-borne SAR imaging is
derived to focus the full-scene data on one single imaging processing. A Doppler phase perturbation
incorporated with the sub-aperture method is firstly performed to eliminate the azimuth variation
of the Doppler parameters and remove the Doppler spectrum aliasing. Then, an advanced hybrid
correlation is employed to achieve the precise differential Range Cell Migration (RCM) correction and
Doppler phase compensation. A range phase perturbation method is also utilized to eliminate the
range profile defocusing caused by range-azimuth coupling for marginal targets. Finally, a de-rotation
processing is performed to remove the azimuth aliasing and the residual azimuth-variance and obtain
the precisely focused SAR image. Simulation shows that the SAR echoes for a 20 km × 20 km scene
with a 0.25 m resolution in both the range and azimuth directions could be focused precisely via one
single imaging processing, which validates the feasibility of the proposed algorithm.

Keywords: synthetic aperture radar (SAR); high-resolution wide-swath (HRWS); Spatial-Variant
Equivalent Slant Range Model (SV-ESRM); imaging algorithm; Doppler phase perturbation

1. Introduction

Synthetic aperture radar (SAR) is a powerful remote sensing technology which can
obtain the two-dimensional image and relevant information of the Earth’s surface regardless
of weather conditions [1–4]. Since the successful launch of the first space-borne SAR
SEASAT-1 in 1978 [5,6], significant progress has been made in this area in terms of hardware
and the imaging algorithms. Nowadays, high-resolution and wide-swath have become
an important direction for the design of the new generation space-borne SAR [7–10]. For
example, the TerraSAR-X Next Generation (TSX-NG) will allow a high spatial resolution
down to 0.25 m and a 5 km swath in both azimuth and range directions [11–13]. This
has also posed new challenges for the imaging processing. In order to obtain such a high
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resolution in azimuth direction, a much larger synthetic aperture is required, and the
conventional time-invariance assumption no longer holds. Therefore, the conventional
processing methods cannot meet the requirement of HRWS in sliding spotlight space-borne
SAR. Firstly, the conventional range models fail to describe the actual range history of the
distributed target. Secondly, the spatial variation of the Doppler parameters for targets
in the same range cell becomes non-negligible, which means that their echoes cannot be
focused via a single processing directly.

Due to the curvature of the satellite orbit and the rotation of the Earth, the range
history of the space-borne SAR data is quite complex. Some range models have already
been proposed to formulate the range history of space-borne SAR in a concise form. The
Equivalent Squint Range Model (ESRM) or the Hyperbolic Range Equation Model (HREM)
is the most well-known one [14,15], which assumes that the satellite has a straight path and
a constant velocity. As the resolution of the space-borne SAR and consequently the synthetic
aperture time increase, some high order range models have been established. The fourth-
order Doppler range model (DRM4) [16–18] is derived by expanding the range history in a
Taylor series and keeping terms up to the fourth order. In [19], a Modified Equivalent Squint
Range Model (MESRM) is developed by introducing the equivalent radar acceleration into
the conventional range model ESRM, which can not only describe the actual range history
from first-order term to fourth-order term but also partially compensate the higher-order
term and can therefore handle the higher resolution conditions. The precise focusing of
space-borne SAR echo data with a resolution of 0.25 m is achieved in [19] by adopting the
MESRM. However, in the HRWS space-borne SAR, the aforementioned range models can
only match the range history for the point at the scene center, whereas for the azimuth
marginal point, a non-negligible range error occurs, which results in the degradation in the
imaging quality. Therefore, the establishment of a proper range model that can formulate
the range history for the distributed targets is required in the HRWS space-borne SAR.

Another challenge faced in the HRWS space-borne SAR imaging is the two-dimensional
spatial variation of the Doppler parameters. In the air-borne SAR, the Doppler param-
eters are identical for targets appearing in the same range cell, which could be called
azimuth-invariance. This assumption is the basis for various frequency domain imaging
algorithms, such as the Range Doppler Algorithm (RDA) [20,21], the Frequency Scaling
Algorithm (FSA) [14,22], the Chirp Scaling Algorithm (CSA) [23–25], and the High-order
Hybrid Correlation Algorithm (HHCA) [19], which can achieve the batch processing of
the target echoes in the same range cell. In the HRWS space-borne SAR, however, this
assumption no longer holds, which means that the azimuth marginal targets will suffer
from defocusing when the conventional frequency domain algorithms are directly utilized
in the imaging. Hence, the azimuth variance of the Doppler parameters should be dealt
with before employing these frequency domain algorithms. In order to handle this issue, an
azimuth-time resampling method in Joint Time-Doppler Resampling Algorithm (JTDRA)
is proposed in [26], which could equalize the Doppler Frequency Modulation Rate (DFMR)
by the scaling of the azimuth time. However, the non-linear resampling of the azimuth
axis needs an interpolation process which is fairly time consuming, and the precision is
also limited by the length of the interpolation kernel. In [27], a Doppler phase perturbation
method is firstly proposed to equalize the azimuth-variant Doppler parameters for the
bi-static air-borne SAR. The implementation of the Doppler phase perturbation requires
only complex multiplications, which could achieve both high efficiency and good precision.
In [28,29], the Doppler phase perturbation method is introduced to the space-borne SAR
imaging with meter level resolutions based on the conventional range models. For the
HRWS space-borne SAR, however, the characteristic of the two-dimensional spatial varia-
tion is much more complex than that in the medium resolution case, and the derivation
and expression of the perturbation function should be adapted to the HRWS case and the
new range model.

The spatial variance of the target echoes in the range direction behaves in the range-
dependent DFRM and Range Cell Migration (RCM). In order to correct the range-variant
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RCM of the target echoes across different range cells, typically, a Chirp Scaling (CS)
method [23–25] is performed which can eliminate the linear differential RCM through
complex multiplications. When the resolution increases, the non-linear differential RCM
becomes significant, and the Nonlinear Chirp Scaling (NCS) algorithm [30–32] is corre-
spondingly proposed. However, when the resolution further increases, the precision of
the NCS similarly cannot meet the requirement, and meanwhile, the NCS will introduce
high-order modulations to the range phase, which could cause the degradation of the range
profile for the imaging result.

In this paper, the precision of the conventional range models for HRWS space-borne
SAR working in the sliding spotlight mode is analyzed for both the central target and
the marginal targets. Then, the two-dimensional spatial variation characteristic of the
Doppler parameters is studied, which illustrates that the DFMR variation is approximately
proportional to the azimuth position of the target. Based on the analysis, a Spatial-Variant
Equivalent Slant Range Model (SV-ESRM) is established for the requirement of the HRWS
space-borne SAR. By introducing an additional spatially variant term to the MESRM, the
SV-ESRM can precisely describe the range history for not only the central target but also
the marginal targets. Based on the SV-ESRM, a Modified Hybrid Correlation Algorithm
(MHCA) is proposed for the HRWS space-borne SAR imaging. Firstly, the sub-aperture
method is adopted to eliminate the azimuth spectrum aliasing of the target echoes. Sec-
ondly, a Doppler phase perturbation method is performed to equalize the DFRM for the
same range cell targets. Next, an advanced high-order hybrid correlation operation is
employed to accomplish the precise differential RCM correction and Doppler phase com-
pensation. A range phase perturbation method is also performed to equalize the range
frequency modulation rate across different range cells and eliminate the defocusing in
range profile for marginal targets. Finally, a de-rotation processing is performed to remove
the azimuth aliasing and the residual azimuth-variance, and the precisely focused SAR
image of the whole scene is then acquired. Simulation shows that the SAR echo signal for a
20 km × 20 km scene with a 0.25 m resolution in both range and azimuth directions could
be focused precisely through one single imaging processing, which demonstrates the accu-
racy of the SV-ESRM and the feasibility of the proposed algorithm. As a summary, Table 1
categorizes the distinctive characteristics of the aforementioned algorithms as well as the
proposed MHCA. The mathematical notations adopted in this paper are given in Table 2.

The rest of this paper is organized as follows: The analysis of the spatial-variant system
and the establishment of the spatial-variant signal model for HRWS space-borne SAR are
given in Section 2. The details of the proposed algorithm are displayed in Section 3. The
stimulations and results are illustrated in Section 4. A further discussion is presented in
Section 5. The conclusions are drawn in Section 6.

Table 1. Comparison between the related algorithms.

HHCA MHCA JTDRA

Capable of handling
spatial variation No Yes Yes

Processing efficiency High High Relatively low
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Table 2. The mathematical notations.

Notation Interpretation Notation Interpretation

r0
Slant range at the Doppler
center time λ Wavelength of the carrier.

v0 Equivalent radar velocity ϕ0 Equivalent squint angle
t Fast time τ Slow time.

fd Doppler centroid frequency fr
Doppler frequency
modulation rate

∆a3
Cubic coefficient in
MESRM ∆a4

Quartic coefficient in
MESRM

fr3
The first-order deviation of
the DFMR fr4

The second-order deviation
of the DFMR

t0
Beam-center-time of the
target x0

Azimuth position of the
target

c Speed of light Kr
Range phase modulation
rate

2. The Spatial-Variant System and Signal Model
2.1. The Analysis of Spatial-Variant System

Due to different principles of antenna beam control, the SAR radar system has a variety
of working modes. The geometry of the space-borne SAR is shown in Figure 1, and it
works in the sliding spotlight mode, which means the azimuth antenna beam points to
a fixed position below the scene center. The actual path of the satellite is represented by
the black solid line, and the MESRM and HREM paths are denoted by the red dashed
line and blue dotted line, respectively. T1 and T3 are the marginal targets in the azimuth
direction, and T2 is the central target. Point O represents the beam rotation center. Tci
where i = {1, 2, 3} represent the time when the beam center traverses target Ti, which is
named the beam-center-time in this paper. Si and Ei where i = {1, 2, 3} are the start and
end positions of the illumination for the corresponding target Ti. R0 presents the distance
between sensor and central target T2.
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The most classic range model utilized in space-borne SAR is the ESRM, in which
the straight path approximation is made. The range history described by ESRM can be
expressed as

R(t, r0) =
√

r2
0 + v2

0t2 − 2r0v0t cos ϕ0 (1)
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where  v0 =

√(
λ fd

2

)2
− λr0 fr

2

ϕ0 = arccos
(

λ fd
2v0

) (2)

where t is the azimuth slow time, r0 is the slant range at the Doppler center time, λ
is signal wavelength of the carrier, v0 represents the equivalent radar velocity at the
reference azimuth time, ϕ0 represents the equivalent squint angle, fd is the Doppler centroid
frequency, and fr is the DFMR.

When the synthetic aperture time is not too long, the ESRM can formulate the range
history in a concise form. However, as the resolution of the space-borne SAR and the
integration time increase, the range deviation between the range model and actual history
becomes significant, which is caused by the straight track deviation from the curved orbit.
Hence, a more precise range model is needed.

By introducing equivalent radar acceleration into conventional ESRM, the MESRM
in [19] can then be expressed as

R(t, r0) =
√

r2
0 + v2

0t2 − 2r0v0t cos ϕ0 + ∆a3t3 + ∆a4t4 (3)

where 

v0 =

√(
λ fd

2

)2
− λr0 fr

2

ϕ0 = arccos
(

λ fd
2v0

)
∆a3 = − λr0 fr3

6 − v3
0 sin2 ϕ0 cos ϕ0

r0

∆a4 = − λr0 fr4
24 +

v4
0 sin2 ϕ0

4r2
0

(
1− 5 cos2 ϕ0

)
− ∆a3v0 cos ϕ0

r0

(4)

where ∆a3 represents the cubic coefficient, ∆a4 represents the quartic coefficient, fr3 denotes
the first-order derivation of the DFMR, and fr4 is the second-order derivation of DFMR.

Figure 2 shows the phase errors for the ESRM and MESRM as a function of integration
time, which indicates the accuracy of these range models. As can be seen, the phase
error cause by ESRM increases significantly as the integration time becomes longer. This
phenomenon can be explained by Equations (1) and (2), which describe the range history
only by the Doppler centroid frequency and the DFMR. As can be seen from (3) and (4),
the MESRM not only perfectly describes the actual range history from the first-order to
the fourth-order terms but also partially compensates the higher-order terms, leading to a
much smaller slant range error. Therefore, the MESRM is more suitable for extremely high
azimuth resolution cases, and the accuracy of the MESRM is sufficient for the target at the
scene center.
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Meanwhile, the accuracy of the MESRM for targets with different angles is also
analyzed. The range history of eleven targets evenly distributed in the azimuth direction
with an interval of 2 km is simulated for different range cells, and the range errors between
the simulated range history and the MESRM model for these targets are examined, which
are shown in Figure 3. The horizontal axis is the beam-center-time Tci of the stimulated
targets, whereas the vertical axis represents the slant range error of the MESRM for these
targets and the corresponding Doppler phase error. The synthetic aperture time is set to
be 4.65 s, which corresponds to an azimuth resolution of 0.25 m, and the relevant azimuth
swath is 20 km. It can be seen from Figure 3 that the accuracy of MESRM deteriorates
significantly as the position displacement from the central target increases in azimuth
direction, and the phase error even gradually approaches 3π/4 for the targets 10 km away,
which indicates that the imaging quality will degrade for marginal targets. Constrained by
the maximum phase error of π/4, the azimuth imaging width is approximately limited
within 4 km, which is represented by the green solid line in Figure 3. Therefore, the MESRM
is not precise enough to match the range history of the points far away from the scene
center, i.e., T1 and T3 in Figure 1.
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In conclusion, the MESRM can only match the range history for the central point target,
but for the azimuth marginal point target, a non-negligible range deviation occurs, which
will lead to the severe degradation of the imaging quality.

It can be observed from Figure 3 that the quadratic term is the major component of
the slant range error, and the magnitude of this error is approximately proportional to the
azimuth displacement of the target relative to the scene center. Therefore, for the targets
appearing in the same range cell, there is a quasi-linear mapping relationship between their
DFRM errors and the beam-center-times. Essentially, the slant range error for a target is
caused by the range deviation between the actual range history during the integration time
and a certain segment of the range history corresponding to MESRM, both of which have
the same Doppler centroid frequency. The relationship between the slant range error and
the DFMR error can be analytically expressed as

∆R(t, r0, x0) =
λ

4
∆ fr(t0)t2 (5)

|∆ fr(t0)| ≤
1

T2
s

(6)

where ∆R(t, r0, x0) is the slant range error, ∆ fr(t0) is the DFMR error, |·| represents the
absolute value of an element, Ts is the synthetic aperture time, and t0 denotes the beam-
center-time of the target positioned at x0 in azimuth direction. In this paper, the variation
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scope of the DFMR error is limited within 0.0462 Hz/s, which can be obtained by (6). The
DFMR error as a function of azimuth time caused by MESRM is displayed in Figure 4,
where the red dashed lines are the safe lines corresponding to the maximum phase error of
π/4, and the magenta dots identify the eleven targets in the different azimuth positions
above. The result demonstrates the quasi-linear mapping relationship between the DFRM
errors and the beam-center-times, which can be formulated as

∆ fr(t0) = α(r0)t0 (7)

where α(r0) is the first-order fitting coefficient regarding the azimuth time. The actual
DFMR can then be given by

fr,actual(t, r0, x0) = fr(t, r0, x0) + ∆ fr(t0) (8)

where fr(t, r0, x0) represents the DFMR of MESRM along different azimuth times and can
be given by

fr(t, r0, x0) = −
2v2

0 + 6∆a3t0 + 12∆a4t2
0

λR(t0, r0)
+

(
2v2

0t0 − 2r0v0 cos ϕ0 + 3∆a3t0
2 + 4∆a4t0

3)2

2λR(t0, r0)
3 (9)
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Additionally, the calculation formula of the effective imaging area can be described as

aw = Tevg (10)

where Te is the effective imaging time scope, and vg denotes the velocity of the antenna
beam on the ground. As can be seen in Figure 4, the blue solid line indicates that the
effective imaging time scope and area are close to 5.8 s and 4 km in the azimuth direction,
respectively. The marginal areas will suffer from severe deterioration in imaging quality
when the MESRM is utilized.

According to (3) and (5), a Spatial-Variant MSERM (SV-ESRM) is proposed in this
paper, which can be formulated as

R(t, r0, x0) =
√

r2
0 + v2

0∆t2 − 2r0v0∆t cos ϕ0 + ∆a3∆t3 + ∆a4∆t4 +
λ

4
α(r0)t0 ∆t2 (11)

where ∆t = t− t0.
Compared to the MESRM modeled in Equation (3), a quadratic slant range deviation

with respect to azimuth time exists for the marginal targets, which could be observed in
Equation (11), and hence, a linear DFRM error correction regarding azimuth time should
be introduced to remove the deviation of the DFRM. After the DFRM correction, the phase
error for different targets declines significantly, and the maximum phase error is extremely
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smaller than π/4 as shown in Figure 5. The partial magnification result of the phase error
indicated by the blue solid line is also displayed in Figure 5, and the maximum phase error
is limited within 0.002π. The SV-ESRM retains a highly precise description of the scene
center and also exhibits good performance in modeling the spatial variance. These analyses
and simulated results above also highlight the necessity and feasibility of introducing the
spatial-variant term.
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2.2. The Estabishment of Spatial-Variant Signal Model

According to the previous analyses, the received signal for a point target could be
expressed as

S(τ, t, r0, x0) = σ0ωa(t− t0) exp
{
− j4πR(t, r0, x0)

λ

}
·ωr

[
τ − 2R(t, r0, x0)

c

]
exp

{
jπKr

[
τ − 2R(t, r0, x0)

c

]2
}

(12)

where σ0 is the scattering coefficient, ωa(·) and ωr(·) represent the antenna pattern functions
in the azimuth and range directions, respectively, τ is the fast time, t0 is the Doppler center
time, c is the speed of light, Kr is the range phase modulation rate, and R(t, r0; t0) is the
slant range at the different azimuth time.

The first exponential component in (12) represents the azimuth modulation phase.
When neglecting the last term of range history in (11), which is spatially varying with
the azimuth position, the residual and spatially variable quadratic azimuth modulation
phase will lead to an image defocusing phenomenon in the azimuth profile. To address this
problem, a more detailed analysis is given below.

Through the Equations (7) and (8), it can be observed that the small change in the
DFMR is formulated by a quasi-linear mapping relationship, which is proportional to
the azimuth position of the targets. Naturally, a Doppler phase perturbation method is
introduced to eliminate the deviation of the DFMR for MESRM. If the small variation of
the DFMR introduced by the Doppler phase perturbation is equal to the deviation of that,
precise focusing of the full scene can be realized through one single imaging processing. As
shown in earlier analyses, the Doppler phase perturbation function is sufficient to equalize
the DFMR along range cells. Considering the first order fitting coefficient α(r0), the Doppler
phase perturbation function should be expressed as

Ha(t) = exp
{
− jπα(r0)

3
t3
}

(13)
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Then, neglecting the small phase modulation above, the principle of stationary phase
(POSP) is used to derive the azimuth-invariant component of the two-dimensional point
target spectrum (PTS), which can be obtained as

S( fτ , fa) = σ0ωa(ta
′( fa, fτ)) ·ωr( fτ) · exp

{
−j4π

(
1
λ + f τ

c

)
R(ta

′( fa, fτ))
}

· exp{−j2π fata
′( fa, fτ)} · exp

{
− jπ f 2

τ
Kr

} (14)

where fa and fτ denote the azimuth and range frequency, respectively. ta
′(·) is the stationary

point and could be derived from the following equation:

2
(

1
λ
+

fτ

c

)
∂R(ta

′( fa, fτ))

∂t
+ fa = 0 (15)

The stationary point of the SV-ESRM can be obtained by solving (15), we have

ta
′( fa, fτ) =

r0 cos ϕ0

v0
− r0 fa sin ϕ0

v0

√
4P( fτ)

2v2
0 − f 2

a

, P( fτ) =

(
1
λ
+

fτ

c

)
(16)

Substituting (16) into (14) leads to

S( fτ , fa) = σ0ωa(t′a( fa, fτ)) ·ωr( fτ) · exp
{
− jπ f 2

τ
Kr

}
· exp{−j2π fat′a( fa, fτ)}

· exp
{
−j4πP( fτ)

√
r2

0 + v2
0t′a( fa, fτ)

2 − 2r0v0t′a( fa, fτ) cos ϕ0 + Θ′3 + Θ4

} (17)

where {
Θ′3 =

(
∆a3 +

λr0α(r0)
6

)
ta
′( fa, fτ)

3

Θ4 = ∆a4ta
′( fa, fτ)

4
(18)

3. Imaging Algorithm

Based on the above analyses, an efficient and general imaging algorithm is proposed
for HRWS space-borne SAR. The block diagram of the MHCA is shown in Figure 6. Firstly,
the novel azimuth preprocessing, which consists of the sub-aperture operation [14,33,34]
and the Doppler phase perturbation, is applied to remove the azimuth spectrum aliasing
caused by the insufficient Pulse Repetition Frequency (PRF) [33,35] and the azimuth-
variance introduced by the last term of (11). Then, the modified focusing processing is
adopted to correct the total RCM and compensate the Doppler phase, and the high-precision
focusing is subsequently fulfilled within the full wide-swath. The range phase perturbation
method is also performed in this step to equalize the range frequency modulation rate across
different range cells for further refined focusing. Finally, the residual phase compensation
operation is used to remove the image aliasing and residual phase, simultaneously. Details
of the proposed imaging algorithm are provided in the following:

3.1. Azimuth Preprocessing

In the sliding spotlight mode, the azimuth bandwidth is much greater than the PRF.
The bandwidth introduced by beam steering occupies a larger proportion. To solve the
azimuth aliasing problem of the Doppler spectrum, together with the removing of the
azimuth variance of the Doppler parameter, an improved azimuth sub-aperture processing
method is adopted here. Compared to traditional processing [36], the novel azimuth
equalizing filter adds a Doppler phase perturbation, which is implemented to eliminate the
azimuth-variance of the echo signal, while the term “equalize” means adjusting the DFMR
to be equal.
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The novel azimuth equalizing filter function H1( fτ , t) is given by

H1( fτ , t) = exp

− jπα
(

rre f

)
3

(tk + t)3

 · exp
{
−j2π

⌊(
1 +

f τ

fc

)
fd,kTsub

⌋ fpr f

Nsub
t
}

(19)

where rre f represents the reference slant range, fpr f is PRF, f τ is range frequency, fc is the
carrier frequency, fd,k is the Doppler center frequency of the k th sub-aperture, tk is the
center time of the k th sub-aperture, b·c is the rounding down operation, and Tsub and Nsub
denote the size and the azimuth sample number of the sub-aperture, respectively.
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Then, the Fast Fourier Transform (FFT) of the sub-aperture along the azimuth direc-
tion is performed, and delay phase compensation and sub-aperture recombination are
accomplished in the range frequency domain. The two-dimensional spectrum can then be
obtained in a discrete form without aliasing in the azimuth direction. The expression of the
delay phase compensation function is given by

H2( fτ , k) = exp
{
−j2π

⌊(
1 +

fτ

fc

)
fd,kTsub

⌋ fpr f

Nsub
tk

}
(20)

3.2. The Modified Focusing Processing

After removing the azimuth-variance by the Doppler phase perturbation within the
full swath, the modified focusing processing can then be employed to achieve the total RCM
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correction and phase compensation. Regarding the focusing operation of HRWS space-
borne SAR, the total RCM increases significantly, which leads to an apparent decrease in
computational efficiency for the conventional hybrid algorithm [20]. Therefore, the focusing
processing of the conventional hybrid algorithm is unsatisfied in this case. As a result, the
correction of the total RCM in focusing processing is divided into two steps: the bulk RCM
correction and subsequently the differential RCM correction, which could keep a balance
between the accuracy and the efficiency. The correction of bulk RCM can be achieved by
performing the azimuth bulk compensation at the reference range cell. Then, the differential
RCM and Doppler phase can be compensated through hybrid correlation processing in the
range-Doppler domain. Meanwhile, a range phase perturbation is also implemented to
equalize the range frequency modulation rate across different range cells and eliminate
the defocusing in range profile for marginal targets. The details of the modified focusing
processing are shown as follows.

3.2.1. Azimuth Bulk Compensation

In order to remove the bulk RCM and azimuth phase modulation, the azimuth bulk
compensation operation is performed through a complex multiplication with an azimuth
reference function at the central range cell. After this operation, the coarse focusing with in
the full scene is completed. The reference function is given by

H3( fτ , fa) = exp
{

j4πP( fτ)
√

r2
re f + v2

re f t′a_re f ( fa, fτ)
2 − 2rre f vre f t′a_re f ( fa, fτ) cos ϕre f + Θ′3_re f + Θ4_re f

}
· exp

{
j2π fat′a_re f ( fa, fτ)

}
· exp

{
−j4πP( fτ)rre f

} (21)

where 

ta_re f
′( fa, fτ) =

rre f cos ϕre f
vre f

− rre f fainϕre f

vre f

√
4P( fτ)

2v2
re f− fa2

Θ′3_ref =

(
∆a3_re f +

λrre f α(rre f )
6

)
ta_re f

′( fa, fτ)
3

Θ′4_re f = ∆a4_re f ta_re f
′( fa, fτ)

4

∆a3_re f = −
λrre f fr3_re f

6 −
v3

re f sin2 ϕre f cos ϕre f

rre f

∆a4_re f = −
λrre f fr4_re f

24 +
v4

re f sin2 ϕre f

4r2
re f

(
1− 5 cos2 ϕre f

)
− ∆a3_re f vre f cos ϕre f

rre f

(22)

where the subscript [·]re f represents the reference position. rre f is the reference slant range.
The slant range corresponding to the central range cell is generally chosen as rre f . Other
reference parameters can then be denoted as ta_re f

′( fa, fτ), Θ′3_ref, Θ4_re f , ∆a3_re f , and
∆a3_re f . Next, the Inverse FFT (IFFT) along the range direction is realized. Note that the
bulk RCM, azimuth phase modulation, and range-azimuth cross-coupling at the reference
slant range are then corrected. The data is then transformed into the range-Doppler domain.

3.2.2. Range Phase Perturbation

On the premise of HRWS space-borne SAR, the residual range-azimuth-coupled spatial
variation still exists, which will result in the variance of the range frequency modulation
rate across different range cells in the range-Doppler domain. The actual range frequency
modulation rate will deviate from that of the transmission signal Kr, which indicates that
the length of the hybrid correlation sliding window becomes longer, and the defocusing
phenomenon of the range profile may occur for the marginal targets. Thus, the range phase
perturbation operation should be introduced to remove the slight deviation in the range
frequency modulation rate ∆Kr( fa, r0), which is proportional to the range deviation of the
differential RCM from the point at the scene center, and is then introduced by the range
phase. Additionally, the length of the sliding window used subsequently will be shortened
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for the purpose of high efficiency. Figure 7a,b shows the compression result before and
after the range phase perturbation, respectively. The range phase perturbation function is
given by

H4(τ, fa) = exp

jπ
K2

r λ

(
1− D

(
fa, rre f

)2
)

3cD
(

fa, rre f

)2

(
τ − τ

(
fa, rre f

))3

 (23)

where 
D( fa, r0) =

√
1−

(
λ fa
2v0

)2

R f ( fa, r0) =
r0 sin ϕ0
D( fa ,r0)

τ( fa, r0) =
2R f ( fa ,r0)

cD( fa ,r0)

(24)
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Substituting r0 with rre f , the equations in (24) can be described as D
(

fa, rre f

)
, R f

(
fa, rre f

)
,

and τ
(

fa, rre f

)
.

After the range phase perturbation operation, the purpose of equalizing the range
frequency modulation rate is accomplished. Besides, the range perturbation filter function
also brings some side effects, which could be analyzed below.

Expanding the equation (23) based on the Taylor polynomial with respect to τ( fa, r0),
(23) can be written as follows:

πA
(

τ − τ
(

fa, rre f

))3
= πA

(
τ( fa, r0)− τ

(
fa, rre f

))3
+ 3πA

(
τ( fa, r0)− τ

(
fa, rre f

))2
(τ − τ( fa, r0 )

)
+3πA

(
τ( fa, r0)− τ

(
fa, rre f

))
(τ − τ( fa, r0))

2 + πA(τ − τ( fa, r0))
3

(25)

where

A =

K2
r λ

(
1− D

(
fa, rre f

)2
)

3cD
(

fa, rre f

)2 (26)

• The first term πA
(

τ( fa, r0)− τ
(

fa, rre f

))3
: this is a constant component, which varies

according to the range position deviation of targets and is negligible when only the
amplitude of the image is considered.
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• The second term 3πA
(

τ( fa, r0)− τ
(

fa, rre f

))2
(τ − τ( fa, r0)): this is a linear compo-

nent, which causes a range position shift to the targets. The shift is a quadratic term of
time deviation in the range direction and is expressed as

∆R =
3cA

(
τ( fa, r0)− τ

(
fa, rre f

))2

4
(27)

• The third term 3πA
(

τ( fa, r0)− τ
(

fa, rre f

))
(τ − τ( fa, r0))

2: the quadratic component
equalizes the range frequency modulation rate of different range cells. The range
frequency modulation rate is replaced by

Kr,new( fa, r0) = Kr,n( fa, r0) + 3A
(

τ( fa, r0)− τ
(

fa, rre f

))
(28)

1
Kr,n( fa, r0)

=
1

Kr
+ r0 sin ϕ0

2λ
(

D( fa, r0)
2 − 1

)
c2D( fa, r0)

3 − rre f sin ϕre f

2λ

(
D
(

fa, rre f

)2
− 1
)

c2D
(

fa, rre f

)3 (29)

• The fourth term πA(τ − τ( fa, r0))
3: the cubic component is same for all targets, which

leads to slightly asymmetric side lobes.

These side effects are compensated by the following processing, which can be in-
corporated into the residual RCM correction and Doppler phase compensation. The
compensation result is revealed in Figure 7c. The red solid line represents the reference
position of range compression. Figure 7b,c demonstrates the effectiveness of the range
phase perturbation compensation.

3.2.3. Range Compression

FFT along the range direction is achieved for a transformation back to the two-
dimensional frequency domain. The range compression for all targets is realized by the
range matched filter, which is given by

H5( fτ) = exp
{

jπ f 2
τ

Kr

}
(30)

Next, IFFT along the range direction is performed. The data is then transformed into
the range-Doppler domain.

3.2.4. Differential RCM Correction and Doppler Phase Compensation

After azimuth bulk compensation, the differential RCM and Doppler phase still exist
in the echo signal. The hybrid correlation processing in the range-Doppler domain is
employed to address these problems, and the refined focusing result can be acquired by
complex conjugate multiplications in the sliding window between the target echoes and
reference functions. The details of the differential RCM correction and Doppler phase
compensation are illustrated in the following.

A hybrid correlation sliding window in the range direction is applied, which has the
following form:

S1(τ, fa; r0) =
m

∑
i=1

S
(

τ +

(
i− m

2
+

⌊
2∆Rrcm( fa, r0)

c
fs

⌋
· 1

fs

)
, fa

)
· H6(τ, fa; r0) (31)
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where m represents the length of the sliding window, fs is the range sample rate, H6(τ, fa; r0) is
the differential RCM correction and Doppler phase compensation function, and ∆Rrcm( fa, r0)
is the range position shift of the sliding window at the slant range r0.

H6(τ, fa; r0)= F−1(H6
∗( fτ , fa; r0)) (32)

∆Rrcm( fa, r0) =
c
2

(
(τ( fa, r0)− r0)−

(
τ
(

fa, rre f

)
− rre f

))
+ ∆R (33)

where F−1(·) denotes IFFT, and ∗ is the complex conjugate, and H6( fτ , fa; r0) is given by

H6( fτ , fa; r0) = exp
{

j4πP( fτ)
√

r2
0 + v2

0t′a( fa, fτ)
2 − 2r0v0t′a( fa, fτ) cos ϕ0 + Θ′3 + Θ4

}
· exp

{
−j4πP( fτ)

√
r2

re f + v2
re f t′a_re f ( fa, fτ)

2 − 2rre f vre f t′a_re f ( fa, fτ) cos ϕre f + Θ′3_re f + Θ4

}
· exp

{
jπ
[

A
(

τ( fa, r0)− τ
(

fa, rre f

))3
+ 3A

(
τ( fa, r0)− τ

(
fa, rre f

))2 fτ
Kr

+ A
(

fτ
Kr

)3
]}

· exp
{

j4πP( fτ)
(

rre f − r0

)}
· exp

{
j2π fτ

⌊
2∆Rrcm( fa ,r0)

c fs

⌋
· 1

fs

}
(34)

3.3. Residual Phase Compensation

The image aliasing in time domain and residual azimuth-variance problems still exist.
The azimuth resample operation is adopted to eliminate aliasing and the residual phase.
This operation starts with de-rotation processing, which is selected as

H7( fa, r0) = exp

{
−jπ

H f f 2
a

fr,rot

}
· exp

{
−jπ

∆α(r0) f 3
a

6 f 3
r

}
(35)

where ∆α(r0) = α(r0)− α
(

rre f

)
, fr,rot is the slope of the varying Doppler centroid intro-

duced by beam rotating, and H f is the hybrid factor, which can be denoted as

H f =
Rrot − R0

Rrot
(36)

where R0 and Rrot shown in Figure 1 are the distance from the scene center point T2 and
the rotation point O to the radar sensor at the Doppler center time, respectively.

Next, IFFT along the azimuth direction is performed, and the residual phase function,
which is expressed in the following, is used to compensated the residual phase.

H8(t, r0) = exp

{
−jπ

fr,rott2

H f

}
· exp

{
jπ

∆α(r0) f 3
r,rot

6 f 3
r H3

f
t3

}
(37)

After the azimuth FFT, the phase error is compensated by H9(x0, r0), which is given by

H9(x0, r0) = exp

{
jπ

[
∆ f 2

d
fr

+
α(r0)

3
t3
0 +

∆α(r0)

6 f 3
r

f ′3d

]}
(38)

where f ′d(r0, x0) = fd(r0, 0) + ∆ fd(r0, x0), f ′d, fd, and fr denote f ′d(r0, x0), fd(r0, 0), and
fr(r0, 0), respectively. The focused SAR image is then described as

S(τ, t; r0, x0) = Ar

[
τ − 2

c

(
r0 +

πα(r0)
12 t3

0 −
λ
2

[
fd +

∆ fd
2

]
· ∆ fd

fr

)]
·Aa

[
t0 +

∆ fd
fr
− ∆α(r0)

4 f 3
r

f ′2d

]
· exp

{
−j 4πr0

λ

} (39)

4. Simulations and Results

Stimulation results for the point targets are conducted to demonstrate the performance
of the MHCA based on the SV-ESRM for HRWS space-borne SAR imaging. The raw SAR
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data are generated for the point targets using the parameters listed in Table 3, which are
laid out on a square area of 20 km × 20 km as shown in Figure 8. The distances of different
targets along the range and azimuth directions are 10 km and 2.0 km, respectively. The
rectangular antenna pattern is assumed in both the range and azimuth directions.

Table 3. List of simulation parameters.

Description Value Units

Height 514 km
Eccentricity 0.0011 -
Inclination 98 deg

Longitude of ascending node 0 deg
Argument of perigee 90 deg

Wavelength 0.03 m
Bandwidth 600 MHz

Sample frequency 900 MHz
PRF 4250 Hz

Reference slant range 593,429.6 m
Look angle 30 deg

Antenna length 4.8 m
Azimuth resolution 0.25 m

Hybrid factor 0.10417 -
Central latitude 0 deg
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4.1. Validation of the Range Phase Perturbation

Due to the spatial variant cross-coupling phase along both the range and azimuth
directions in the case of HRWS space-borne SAR, the range frequency modulation rate
varies with different range cells, which results in the defocusing phenomenon of the
range profile for the point targets at the edge of the swath as can be seen from Figure 7a.
Simultaneously, the subsequent problem of a longer sliding window caused by range
defocusing will reduce the processing efficiency of the differential RCM correction and
Doppler phase compensations. Consequently, the range phase perturbation function is
introduced to remove the variation of the range modulation frequency rate across the
different range cells and improve the compression result in the range direction. Then, the
azimuth bulk compensation within the full wide-swath can be achieved. To illustrate the
validation of the range phase perturbation and the consistency with theoretical analyses,
the echo signal of the marginal targets is compressed by the range matched filter shown in
(30) after the range phase perturbation. Corresponding results are displayed in Figure 7b,c,
where Figure 7b represents the compression result before residual effects compensation,
and Figure 7c denotes that after residual effects compensation, and the latter result shows
that the signal is compressed to the reference position. Up until now, the effectiveness of
the range phase perturbation operation has been completely validated. Additionally, the
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deviation of the stationary phase point introduced by (23) is ignored, which is far smaller
than the phase modulation caused by the platform motion in the following processing.

4.2. Validation of the Doppler Phase Perturbation

The point target scene is used in the simulation to illustrate the validation of the
Doppler phase perturbation as shown in Figure 8. The preciseness of the conventional range
models is analyzed for HRWS space-borne SAR, which indicates their non-adaptability for
the full-scene targets in HRWS situations as shown in Figures 2 and 3. Based on the MESRM,
the spatial-variant characteristic of the Doppler parameters along the azimuth direction
is studied, which reveals that the variation of the DFMR with respect to azimuth time is
approximately a quasi-linear mapping relationship observed in Figure 3. Therefore, the
Doppler phase perturbation suitable for SV-ESRM is then applied to address this problem.
The phase errors of the marginal targets are much smaller than the maximum phase error of
π/4 as can be seen from Figure 5, which means good compression results can be obtained
in the azimuth direction.

The imaging results of eight selected targets (Targets 1, 17–22, 33) corresponding to
0.25 m azimuth resolution are shown to demonstrate the feasibility of the novel hybrid
correlation algorithm for HRWS space-borne SAR based on the SV-ESRM. The imaging
results of Targets 17–22 are presented in Figures 9 and 10, where (a1–a6) and (b1–b6)
represent the focused results of the azimuth profile and the two-dimensional contour before
and after azimuth Doppler phase perturbation, respectively. It can then be seen that the
central target (Target 17) is well focused, and the azimuth profile is quietly consistent with
the theoretical one, whereas the marginal targets (Targets 21 and 22) deviating from the
center of the scene suffer from severe degradation in their azimuth profiles. For Targets
18 and 19, slight degradation can also be observed at the same time. For two targets
(Targets 1 and 33) positioned at the corner of the scene, the imaging results are presented
in Figure 11. It can also be observed that significant defocusing occurs in their azimuth
profiles. The aforementioned phenomena are also consistent with the analyses, since the
targets positioned at the edge of the scene suffer from the most severe mismatch of the
DFMR, which could lead to a distortion of the azimuth profile, including azimuth main-lobe
broadening and side-lobe arising. After introducing the Doppler phase perturbation in the
proposed MHCA, well-focused azimuth profiles can then be acquired for all targets in the
full scene. As a comparison, Figure 10 also shows the imaging results of the JTDRA for the
corner points (Targets 1 and 33). As can be seen, the imaging quality of the proposed MHCA
is nearly identical with that of the JTDRA. However, the processing efficiency of the MHCA
has improved by about 40% in the simulation. The side effects caused by the cubic term of
(13) can be ignored during the deviation of the stationary phase point of the signal, which
is rather smaller. In order to quantify the imaging processing performance, the evaluation
results of the point targets are listed in Table 4, where the ideal Peak Side-Lobe Ratio (PSLR)
and the ideal Integrated Side-Lobe Ratio (ISLR) are −13.26 dB and −9.68 dB, respectively.
ρa,c and ρr,c represent theoretical resolution calculated by the following equation: ρr,c= 0.886 · c

2Br

ρa,c =
La
2

H f r0+rre f−r0
rre f

(40)

where La denotes the length of antenna, and Br is the transmitted bandwidth in the range
direction. It is obvious that the deterioration of the Impulse Response Width (IRW) in the
range direction is less than 1%, whereas that in the azimuth direction is less than 2%.
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Figure 10. Evaluated results of azimuth two-dimensional contour for the chosen targets correspond-
ing to 0.25 m azimuth resolution. (a1–a6) The results of Targets 17–22 before the Doppler phase
perturbation. (b1–b6) The results of Targets 17–22 after the Doppler phase perturbation. All of the
results have been up-sampled by 32× to better illustrate the details.
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Figure 11. Evaluated results of azimuth profile and two-dimensional contour for the chosen targets
corresponding to 0.25 m azimuth resolution. (a1–c1) The azimuth profile of Target 1 before spatial vari-
ance compensation, after Doppler phase perturbation in MHCA, and after azimuth-time resampling
in JTDRA, respectively. (a2–c2) The azimuth two-dimensional contour of Target 1 corresponding to
(a1–c1). (a3–c3) The azimuth profile of Target 33 before spatial variance compensation, after Doppler
phase perturbation in MHCA, and after azimuth-time resampling in JTDRA, respectively. (a4–c4)
The azimuth two-dimensional contour of Target 33 corresponding to (a3–c3). All of the results have
been up-sampled by 32× to better illustrate the details.
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Table 4. The evaluation results of nine targets.

Target
Azimuth Range

ρa (m) ρa,c (m) IRW PSLR
(dB)

ISLR
(dB) ρr (m) ρr,c (m) IRW PSLR

(dB)
ISLR
(dB)

1 0.237 0.234 1.49% −13.49 −10.68 0.223 0.221 0.54% −13.39 −9.97
6 0.236 0.234 0.9% −13.25 −10.30 0.223 0.221 0.54% −13.31 −9.83

11 0.236 0.234 0.95% −13.14 −10.46 0.223 0.221 0.54% −13.43 −9.99
12 0.225 0.221 1.58% −13.50 −10.70 0.222 0.221 0.45% −13.41 −9.97
17 0.223 0.221 0.54% −13.25 −10.30 0.223 0.221 0.54% −13.25 −9.83
22 0.224 0.221 1.04% −13.15 −10.46 0.223 0.221 0.59% −13.42 −9.99
23 0.206 0.203 1.63% −13.49 −10.69 0.223 0.221 0.54% −13.41 −9.98
28 0.204 0.203 0.41% −13.24 −10.30 0.223 0.221 0.54% −13.24 −9.83
33 0.205 0.203 1.04% −13.21 −10.50 0.223 0.221 0.54% −13.43 −9.99

As shown in Figure 11, an azimuth variant rotation in the range side lobe can be
observed in the two-dimensional contour of the targets’ imaging results, which is caused by
the variation of the Doppler frequency from the near to far range and the spatial variation
of the equivalent squint angle. The range side lobes are distributed along the iso-Doppler
line, and the azimuth variant rotation is determined by the Doppler centroid frequency
when the target is illuminated by the center of the radar beam.

According to the analyses above, some significant conclusions can be drawn. The
imaging results validate the azimuth Doppler phase perturbation and improve the focusing
performance, and all the targets in the whole scene are well focused by the advanced
algorithm via a batch imaging processing. The evaluation results of the nine targets are
present in Table 4.

4.3. Computational Complexity Analysis

The computational complexity of the MHCA and the JTDRA is compared in Table 5.
The proposed MHCA requires only complex multiplications, whereas the JTDRA demands
two interpolations in the imaging processing. The computational complexities of the
MHCA and JDTRA can be summarized by (41) and (42), respectively,

3
2

NaNr log2(Na) + 2NaNr log2(Nr) + 9NaNr (41)

3
2

NaNr log2(Na) + 2NaNr log2(Nr) + 8NaNr + 2KNaNr (42)

where Na and Nr are the number of samples in azimuth and range directions, respectively;
K represents the length of the interpolation kernel, which is chosen as 16 to maintain
satisfactory accuracy. Assuming that Na = Nr = N, the computational complexities of
them could be simplified as (

7
2

log2(N) + 9
)

N2 (43)(
7
2

log2(N) + 40
)

N2 (44)

Table 5. Analysis of the computational complexity for different algorithms.

MHCA JTDRA

Times of range FT 4 4
Times of azimuth FT 3 3

Times of complex
multiplications 9 8

Times of interpolations 0 2
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The total computational complexities of the two algorithms with respect to number
of samples are shown in Figure 12, which indicates a clear improvement of the proposed
MHCA on the computational burden. As is shown in Figure 12b, the computational
complexity in dealing with spatial variance dramatically decreases compared to the inter-
polation operation in JTDRA.
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5. Discussion

The major error of the proposed algorithm is introduced by the Doppler phase per-
turbation step, which dominates its maximum applicable swath width. In addition to
equalizing the DFMR within the range cell, the Doppler phase perturbation step also brings
some extra effects. For a target positioned at t0 in the data matrix, The Doppler phase
perturbation could be decomposed into four components with different orders:

• The constant component λα(r0)t3
0/12: this term brings a range position shift ∆r0(r0, x0)

and causes a phase error ∆ϕ0(r0, x0), which can be ignored when only the t0 amplitude
of the imaging result is considered. Their expressions are given by (45) and (46)

∆r0(r0, x0) =
λα(r0)t

3
0

12
(45)

∆ϕ0(r0, x0) = exp
{
−j

π

3
α(r0)t3

0

}
(46)

• The linear component λα(r0)t2
0(t− t0)/4: it leads to a small spatially varying Doppler

centroid shift to the echo signal ∆ fd(r0, x0) = −α(r0)t2
0/2, which is a quadratic term

as a function of the azimuth time. The linear component will cause a range shift
∆r1(r0, x0) and an azimuth shift ∆x1(r0, x0) to the target position. Moreover, these
position shifts should be considered in the geometric calibration

∆r1(r0, x0) = −
λ

2

[
fd(r0, x0) +

∆ fd(r0, x0)

2

]
· ∆ fd(r0, x0)

fr(r0, x0)
(47)

∆x1(r0, x0) =
∆ fd(r0, x0)

fr(r0, x0)
vg (48)

∆ϕ1(r0, x0) = −π
∆ fd

2(r0, x0)

fr(r0, x0)
(49)
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Additionally, the Doppler shift will cause a mismatch on the RCM correction filter,
while the corresponding RCM correction error is

∆RCM =
λα(r0)

4
t2
0Ts (50)

The safe line of the RCM error could typically be chosen as

∆RCM ≤ ρr

4
(51)

where ρr represents the range resolution. The maximum swath width should satisfy that
the RCM correction error for the edge target does not exceed the set safe line.

• The quadratic component λα(r0)t0(t− t0)
2/4: this item is the desired component,

which removes the deviation of the DFMR within the same range cell.

• The cubic component λα(r0)(t− t0)
3/12: it is a cubic Doppler phase modulation,

which is azimuth-invariant and can be identically compensated for all targets, other-
wise slight asymmetry of the side lobes will arise for the imaging results. This small
phase modulation could be negligible in the derivation of the stationary phase point.

6. Conclusions

For HRWS space-borne SAR working in the sliding spotlight mode, the Spatial-Variant
Equivalent Slant Range Model (SV-ESRM), which can precisely describe the range history of
the distributed-target echo, is established based on the accuracy analyses of the conventional
range models in a larger azimuth swath. Subsequently, the MHCA is proposed on the
basis of the SV-ESRM in this paper. A Doppler phase perturbation method incorporated
with the sub-aperture operation is performed to remove the DFMR variation of the echo
data by the novel azimuth equalizing filter, and the well-focused azimuth results can then
be acquired. Simultaneously, a range phase perturbation processing is implemented to
equalize the range frequency modulation rate in different range cells and eliminate the
defocusing of range profile caused by range-azimuth coupling for the targets at the edge
of swath. The modified hybrid correlation method is employed to remove the differential
RCM more precisely, which can keep a balance between focusing accuracy and processing
efficiency. After the accurate focusing is performed, the residual azimuth variance and
imaging aliasing are removed by the residual phase compensation operation. The point
target stimulation results demonstrate the accuracy of the SV-ESRM and the effectiveness of
the proposed imaging algorithm, which can be applied to HRWS space-borne SAR system.

The spectrum shift introduced by the azimuth equalizing filter discussed in Section 5
increases rapidly for the marginal targets, which limits the maximum applicable scene size
of the proposed algorithm. In our future work, methods to eliminate this spectrum shift
will be discussed to enhance the applicability of the proposed algorithm.
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Abbreviations
SAR Synthetic Aperture Radar
HRWS High-Resolution Wide-Swath
ESRM Equivalent Squint Range Model
HREM Hyperbolic Range Equation Model
DRM4 the fourth-order Doppler Range Model
MESRM Modified Equivalent Squint Range Model
SV-ESRM Spatial-Variant Equivalent Squint Range Model
MHCA Modified Hybrid Correlation Algorithm
RCM Range Cell Migration
TSX-NG TerraSAR-X Next Generation
RDA Range Doppler Algorithm
HHCA High-order Hybrid Correlation Algorithm
JTDRA Joint Time-Doppler Resampling Algorithm
FSA Frequency Scaling Algorithm
CSA Chirp Scaling Algorithm
NCS Nonlinear Chirp Scaling
DFMR Doppler Frequency Modulation Rate
POSP Principle of Stationary Phase
PTS Point Target Spectrum
PRF Pulse Repetition Frequency
FFT Fast Fourier Transform
IFFT Inverse Fast Fourier Transform
PSLR Peak Side-Lobe Ratio
ISLR Integrated Side-Lobe Ratio
IRW Impulse Response Width
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