
����������
�������

Citation: Long, X.; Cui, Y. Spatially

Downscaling a Global

Evapotranspiration Product for End

User Using a Deep Neural Network:

A Case Study with the GLEAM

Product. Remote Sens. 2022, 14, 658.

https://doi.org/10.3390/rs14030658

Academic Editor: Yunjun Yao

Received: 7 December 2021

Accepted: 27 January 2022

Published: 29 January 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

remote sensing  

Technical Note

Spatially Downscaling a Global Evapotranspiration Product for
End User Using a Deep Neural Network: A Case Study with the
GLEAM Product
Xunjian Long 1 and Yaokui Cui 2,3,*

1 College of Resources and Environment, Southwest University, Chongqing 400715, China;
lmcx402@swu.edu.cn

2 Institute of RS and GIS, School of Earth and Space Sciences, Peking University, Beijing 100871, China
3 Beijing Key Laboratory of Spatial Information Integration & Its Applications, Beijing 100871, China
* Correspondence: yaokuicui@pku.edu.cn

Abstract: High spatiotemporal resolution evapotranspiration (ET) data are very important for end
users to manage water resources. The global ET product always has a high temporal resolution,
but the spatial resolution is too low to meet the requirements of most end users. In this study,
we developed a deep neural network (DNN)-based global ET product downscaling algorithm by
combining remotely sensed and meteorological data sets as the input data. The relationship between
global ET product and input data was built at a low spatial resolution using the DNN. Then, this
relationship was applied at high spatial resolution to generate high spatial resolution ET derived from
the input data with high spatial resolution. Taking the Global Land Evaporation Amsterdam Model
(GLEAM) ET product as an example, downscaled ET was found to be highly consistent with the
original GLEAM ET product, but to have high spatial resolution. Field validations showed that the
overall coefficient of correlation and root mean square error (bias, Nash–Sutcliffe efficiency coefficient)
of the downscaled GLEAM ET is 0.90 and 0.87 mm/d (−0.32 mm/d, 0.62), respectively, indicating
high quality. The proposed method bridged the gaps between the global ET product and the
requirements of local end users. This will benefit end users in charge of water resources management.

Keywords: evapotranspiration; remote sensing; downscale; deep neural network

1. Introduction

Actual evapotranspiration (ET) is a key variable in the water–heat–carbon exchanges
between the land surface and the atmosphere [1–3]. Many local applications, such as
irrigation and water resources management, rely on high spatiotemporal resolution ET
estimates [4–6]. Many researchers, such as Wang and Dickinson [7] and Zhang, et al. [8],
reviewed common ET modeling methods based on remote sensing and meteorological
data, including land surface temperature (LST)-based methods (e.g., two-source energy
balance model), Penman–Monteith methods and water balance methods. However, these
methods are difficult to master for most end users, for they focus on how to make better
use it not how to obtain it. Obtaining high spatiotemporal resolution ET estimates is a big
challenge due to the complexity of ET processes.

Currently, there are several published global ET products, such as GLDAS (Global
Land Data Assimilation System) ET from National Aeronautics and Space Administration
(0.25◦, daily) and GLEAM (Global Land Evaporation Amsterdam Model) ET from Vrije
University Amsterdam (0.25◦, daily), among others [9,10]. Most of these ET products are
based on the water balance method and have a high temporal resolution (even sub-daily),
but low spatial resolution. Few published global ET products have high spatiotemporal
resolution (i.e., 1 km and daily). Because most end users prefer to use an existing ET
product rather than running a physical model to estimate it, it is necessary to develop an
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end user-centered method that can provide high spatiotemporal resolution ET to make full
use of existing global ET products.

The GLEAM ET, based on the Priestley–Taylor equation, combines a set of algorithms
that estimate ET separately for soil and vegetation [10,11]. GLEAM provides daily actual ET,
which has the advantage of higher temporal resolution than the MODIS ET product, which
has a temporal resolution of 8 days and suffers from numerous gaps due to clouds [12].
GLEAM also tries to correct random forcing errors by assimilating observed surface soil
moisture into the soil profile. However, the GLEAM ET product has lower spatial resolution
(0.25◦) just like other water balance-based global ET products. To meet the requirements
of end users, it is necessary to develop a downscaling method to improve the spatial
resolution of GLEAM ET products from 0.25◦ to 0.01◦.

Machine learning-based spatially downscaling methods have been widely used to
numerous water cycle variables, such as precipitation and soil moisture [13–15]. From
the beginning and even until now, traditional machine learning methods such as support-
vector machines (SVM), decision tree (DT) and random forest (RF) have been commonly
used in the downscaling process. However, due to the complex relationship of the input
and predicted variables, it is difficult to handle too large training examples. Deep learning
has recently drawn much attention, and was one of the ten breakthrough technologies of
2013. Instead of hand crafting features from the input data, the models, such as shallow
neural network (NN) data, exploits features exclusively from the input data, and has been
widely used in numerical analysis and prediction. With recent development of the deep
learning technics, the state-of-the-art models, such as multi-layer deep neural networks
(DNNs) have shown stronger feature extraction skills than traditional shallow NN models,
and show more robust performance than traditional machine learning methods [16]. For
example, Tran Anh, et al. [17] used deep learning models of long short-term memory and
feedforward neural network methods to downscale precipitation for the Mekong Delta.
Xu, et al. [18] used a convolutional neural network to downscale SMAP soil moisture
products. However, until now, a limited number of studies has focused on downscaling
ET. Considering the complexity of the relationship between input variables and ET, it is
necessary to use DNN to downscale the ET products.

This study aims to develop a DNN-based global ET product downscaling method to
meet end user requirements for high spatiotemporal resolution ET. To achieve this objective,
this study: (1) downscaled GLEAM ET products from 0.25◦ to 0.01◦ resolution using a DNN
model, quantitative remotely sensed and meteorological data; (2) assessed the accuracy of
the downscaled ET against in situ measurements and the consistence against the original
ET product; and (3) analyzed the relative importance of input variables. This work can
further improve the usability of the GLEAM ET products, especially for local applications.

2. Materials and Methods
2.1. Study Area

Heihe River Basin, with an arid and semi-arid climate, was chosen as the study area.
The Heihe River is the second inland river of China. This study area can be divided into
three sub-stream areas, i.e., the upstream area, of mainly mountains covered by forest and
grass with annual precipitation of 200–400 mm/year; the midstream area, with irrigated
crops in three large artificial oases and with precipitation of 50–200 mm/year; and the
downstream area, with the Gobi desert, covered by sparse vegetation and with precipitation
of less than 50 mm/year [19]. Owing to the unique natural environment with arid and
semi-arid regions coexisting and a mountain cryosphere, it can serve as an ideal area
for studying the ET of complex ecosystems in arid and semi-arid regions. Moreover, the
Heihe River Basin is equipped with good research facilities and rich datasets including
hydrological–ecological–atmospheric forcing variables, vegetation–soil parameters and ET
observations; many researchers use it for case studies [3,20].
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2.2. Data Sets

All data sets used in this study are summarized in Table 1.

Table 1. List of input data, GLEAM ET product and ground data used in this study. NDVI: normalized
difference vegetation index; SM: soil moisture; WS: wind speed; AT: air temperature; RH: relative
humidity; AP: air pressure; DSR: downward short-wave radiation; DLR: downward long-wave
radiation; ET: evapotranspiration.

Type Variable Data Sets Spatiotemporal
Resolution

Input data

NDVI MOD13A2 1 km/8 d
Albedo GLASS 1 km/8 d

SM ESA ECV 0.25◦/daily
WS DAMCTM 0.1◦/3 h
AT DAMCTM 0.1◦/3 h
RH DAMCTM 0.1◦/3 h
AP DAMCTM 0.1◦/3 h

DSR DAMCTM 0.1◦/3 h
DLR DAMCTM 0.1◦/3 h

GLEAM ET V03.3a 0.25◦/daily
Ground-data ET – Point/30 min

2.2.1. Input Data for DNN

The input data include satellite data and meteorological datasets, which were also
the input variables for the DNN downscaling model. These input variables were selected
according to the widely used Penman–Menteith equation, which describes in detail the
key control factors of ET. The input data should have high spatiotemporal resolution
(0.01◦, daily) and were selected according to the Penman–Monteith equation, allowing it to
describe the ET in theory. The satellite data were used to describe the soil–vegetation state,
and the meteorological data were used to describe the environment of the soil–vegetation.

Satellite Data

Moderate Resolution Imaging Spectroradiometer (MODIS) NDVI (MOD13A2) data
with a spatiotemporal resolution of 1 km and 16 days was collected from the National
Aeronautics and Space Administration (NASA).

Global LAnd Surface Satellite (GLASS) gap-free Albedo data with a resolution of
1 km and 8 days were provided by Beijing Normal University. These data were retrieved
from MODIS data using an angular bin algorithm and a statistics-based temporal filter-
ing method [21].

The essential climate variable (ECV) combined surface soil moisture with resolu-
tion of 0.25◦ and daily in version V0.44 was provided by European Space Agency (ESA).
It was generated by merging active microwave, passive microwave and modelled soil
moisture data [22].

Meteorological Data

Meteorological forcing data, including wind speed (WS), air temperature (AT), relative
humidity (RH), air pressure (AP), downward short-wave radiation (DSR) and downward
long-wave radiation (DLR), with a resolution of 0.1◦ and 3 h were provided by Institute of
Tibetan Plateau Research, Chinese Academy of Sciences [23]. Station data from the China
Meteorological Administration (CMA), GEWEX-SRB radiation, and GLDAS data were
used to enhance the quality of this dataset.

2.2.2. GLEAM ET Product

ET from the GLEAM model developed in 2011 was used in this study [24]. GLEAM
ET is the total ET of soil evaporation, vegetation transpiration and rainfall interception.
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The spatiotemporal resolution of the GLEAM ET is 0.25◦ and 1 day. The main advantage of
the GLEAM ET is that it considers the root zone soil moisture in the parameterization of
the resistance of Priestley–Taylor equations, which enhances the model’s mechanism. The
data assimilation was used to correct the error in the simulated soil moisture.

2.2.3. Ground Data

ET estimates were validated using ground data from three eddy covariance (EC)
stations (Figure 1) from 2009–2011 [19,25], including one grassland EC station (Arou (AR),
3.2 m) and one forest EC station (Guantan (GT), 20.02 m) in the upper stream of the Heihe
River, and one crop EC station (Yingke (YK), 2.81 m) in the middle stream. These data
were downloaded from the National Tibetan Plateau Data Center. All ground data have
a temporal resolution of 30 min, and were averaged to daily for this study. These three
ground datasets with long-term observations representing three typical vegetation types
can give an overall performance of the proposed method.
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model map of the region. Guantan and ARou stations are located in the upstream, Yingke station is
located in midstream.

2.3. Methods

The proposed ET downscaling algorithm includes four main steps (Figure 2): (1) ob-
taining high spatiotemporal resolution input data; (2) obtaining low spatial resolution
input data; (3) training the DNN using GLEAM ET and input data at low spatial resolution;
(4) downscaling the ET to high spatial resolution using the trained DNN and high spa-
tiotemporal resolution input data. The core process of this algorithm is training the DNN
using GLEAM ET at low spatial resolution. DNN has more layers than a traditional neural
network [16], which provides a strong advantage in automatically extracting complicated
information from the input (input data) and is not sensitive to outliers.
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Figure 2. Flowchart of global ET downscaling algorithm based on the deep neural network (DNN).
NDVI: normalized difference vegetation index; SM: soil moisture; WS: wind speed; AT: air tempera-
ture; RH: relative humidity; AP: air pressure; DSR: downward shortwave radiation; DLR: downward
longwave radiation.

2.3.1. Obtaining High Spatiotemporal Resolution Input Data

Since the purpose of this study is to obtain high spatiotemporal resolution ET by down-
scaling the global ET product, we first obtained high spatial resolution (0.01◦) gap-filled
input data. For NDVI, there are a lot of cloud-related gaps in the time series that needed
to be filled [26]. In this study, we used harmonic analysis of time series (HANTS) [27],
a two-step Fourier-transform method developed for time series with irregularly spaced
observations [28], to obtain gap-filled NDVI [26]. For albedo and gap-free NDVI, the
bilinear interpolation method was used to improve the temporal resolution from 8 days to
1 day [29].

Meteorological data were averaged from 3 hourly to daily. For daily air temperature,
air pressure, specific humidity, air pressure, longwave radiation, and shortwave radiation,
the spatial resolution was improved from 0.1◦ to 0.01◦ using statistical downscaling ap-
proaches as described by [16]. For wind speed, the bilinear interpolation method was used
to improve the spatial resolution from 0.1◦ to 0.01◦.

Finally, input data with a high spatiotemporal resolution of 0.01◦ and 1 day (including
NDVI, albedo, WS, AT, RH, AP, DSR, DLR and SM) were used as input for the DNN
downscaling algorithm.

2.3.2. Obtaining Low Spatial Resolution Input Data

For the downscaling algorithm, DNN should first be trained at low spatial resolution.
Hence, the input data should be processed to low resolution. Daily high spatial resolution
input data of 0.01◦ were aggregated to low spatial resolution of 0.25◦.

2.3.3. Training DNN at Low Spatial Resolution

Artificial neural network (ANN) techniques are first used to represent the high-
dimension relationship between the input and the predicted variables. The concept of ANN
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was first proposed in 1943, and has rapidly developed in the next several decades. Com-
pared with the early version of the ANN models, such as shallow neural networks (SNNs),
the recently developed DNN contains more hidden layers within the neural network, and
could better represent the features between the input and predicted variables. The network
of DNN is sufficiently large that it can easily handle a large number of training data. In
addition, the global training strategy can be adopted to reduce its sensitive to the outliers
and show good performance. Similar to other machine learning methods, the core idea of
DNN is to also establish a stable nonlinear function between input variables (input data)
and predicted variable (here is ET) on a daily scale:

ET = DNN (NDVI, albedo, WS, AT, RH, AP, DLR, DSR, SM) (1)

In this study, a four-layer DNN (9–128-128–1) was adopted. The most important
parameters in DNN are the learning rate (referring to the magnitude of updating the
network weight in DNN optimization), cost function (measuring the difference between
the predicted and the labeled results), optimizer (improving computational efficiency)
and the activation function (adding some nonlinear factors to better solve more complex
problems). These important configurations adopted in the DNN model followed the
previous studies [16,30,31], including a max number of echoes of 1000, linearly decreasing
the learning rate of 0.9 times every 200 echoes with an initial value of 0.005, using of ‘RMSE’
and ‘Adam’ as the cost function and optimizer (Kingma and Ba, 2014; Nair and Hinton,
2010), and using the ‘ReLu’ activation function for each hidden layers. To maximize the
advantages of DNN data mining, the global training strategy was adopted in this study. The
training data set was divided into three parts (60:20:20) for training, validation and testing.

2.3.4. Downscaling the ET to High Spatial Resolution

In the last step, the trained DNN was driven by the high spatiotemporal resolution
input data to generate daily high spatial resolution ET at 0.01◦. As the input data for DNN
were gap-filled at a daily scale, ET was also downscaled at daily temporal resolution.

2.3.5. Performance Metrics

Three metrics included correlation coefficient (R), the root mean squared error (RMSE),
bias and Nash–Sutcliffe efficiency coefficient (NSE) were used to validate the down-
scaled ET:

r =

N
∑

i=1
(ETi

m − ETm)(ETi
o − ETo)√

N
∑

i=1
(ETi

m − ETm)
2
√

N
∑

i=1
(ETi

o − ETo)
2

(2)

RMSE =

√√√√ 1
N

N

∑
i=1

(ETi
m − ETi

o)
2 (3)

bias =
1
N

N

∑
i=1

(ETi
m − ETi

o) (4)

NSR = 1 − ∑N
i=1 (ETi

0 − ETi
m)

2

∑N
i=1 (ETi

0 − ETo)
2 (5)

where ETi
m and ETi

o are the i-th estimated and observed or original ET, respectively; ETm is
the average of the estimated ET, ETo is the average of the observed or original ET and N is
the number of observations.
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3. Results

The main objective of this study is to obtain high spatial resolution ET by downscaling
the global ET products. Hence, three aspects were designed to assess the methods: (1) vali-
dation the original and downscaled ET against the in situ observations; (2) showing the
consistency of the downscaled ET and the original product; (3) analyzing the importance
of the input variables. It is worth mentioning that analyzing the original ET can be con-
sidered as a comparison with statistical downscaling method (i.e., the Nearest neighbor
sampling method).

3.1. Overall Performance of the Original and Downscaled ET

We used satellite and meteorological data with high spatiotemporal resolution to
downscale GLEAM ET using the DNN. In the training phase of the DNN, there are about
100,000 samples used to train the DNN. The overall R and RMSE were about 0.9 and
0.5 mm/d, showing good performance of the proposed scheme. To further assess the
overall performance of the proposed method, the downscaled and original GLEAM global
ET were compared against in situ observations at YK, AR and GT stations in the Heihe
River Basin and the results are shown in Figure 3 and Table 2.
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Figure 3. Comparison of the original and downscaled ET from DNN model against in situ ET
observations at AR (a), GT (b) and YK (c) stations.

Table 2. Comparisons of metrics of the original and downscaled GLEAM ET against in situ observa-
tions at AR, GT and YK stations.

Stations
Original ET Downscaled ET

R RMSE Bias NSE R RMSE Bias NSE

AR 0.91 0.85 −0.52 0.63 0.95 0.74 −0.43 0.71
GT 0.84 0.54 0.03 0.70 0.85 0.64 0.28 0.59
YK 0.78 1.83 −1.16 −0.01 0.92 1.22 −0.79 0.56

Mean 0.85 1.08 −0.55 0.44 0.90 0.87 −0.32 0.62

For the original GLEAM ET, the overall R and RMSE (bias) is 0.85 and 1.08 mm/d
(−0.55 mm/d), respectively, showing acceptable accuracy. The GLEAM ET at AR station
had the best performance, while the worst performance was at the YK station. This is
because the YK station is located in the irrigated cropland where there are about five
irrigation events, which make it difficult to simulate ET by the GLEAM model at low
spatial resolution. Because of the lacks of irrigation information, the GLEAM model did not
capture its effect on ET. Another reason is that the spatial heterogeneity of the surrounding
environment is stronger at YK than at the AR and GT stations. In this situation, the coarse
resolution of the ET product showed a strong disadvantage.

For the downscaled ET, the overall R and RMSE (bias, NSR) was 0.90 and 0.87 mm/d
(−0.32 mm/d, 0.62), respectively. Compared with the original GLEAM ET, the R of down-
scaled ET was improved by about 5.9%, RMSE was improved by 19.4% and NSR was
improved by 40.9%. The most significant improvement was found at YK station, with
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improved R and RMSE (NSR) of 17.9% and 33.3% (5700%), respectively. The main reason
for this is that the GLEAM ET is highly dependent on the simulated surface and root zone
soil moisture with the water balance, which is unbalanced over the irrigated YK station
due to lack of irrigation information [3,32]. Consequently, the DNN with global training
strategy has greater advantage than the traditional machine learning method, which al-
ways has to adopt a moving window strategy to deal with a large number of training data.
Another reason might be because the downscaled ET reduced the mismatch between the
pixel and the footprint of the EC observations, which is always less than 1 km, indicating
that spatially downscaling the global ET product is necessary for the most end users. It
is worth noting that this reduced mismatch does not always result in better performance
under high resolution for the complex surface, such as the pixels of the original GLEAM
ET at the GT station, which were covered by vastly different types of forest and grassland.

3.2. Spatial and Temporal Comparison of the Downscaled and Original ET

Figure 4 shows the spatial patterns of the original and downscaled ET in different
seasons, indicating a generally consistent pattern at the regional scale. Both ET datasets
decrease from south to north, reflecting regional limits in available water. Temporal
variability is also very similar in the original and downscaled ET, where high in summer
and low in the other seasons. These patterns indicate that the DNN can capture the
temporal variability of the original ET products.

The main difference between the both datasets is the greater detailed information being
shown by the downscaled ET. This indicates that the DNN performs well at downscaling
the global ET.

The relatively higher ET over the irrigated oasis (enclosed area) than over the sur-
rounding desert is much clearer in the downscaled ET map than in the original ET map.
This indicates that the DNN performs well, even where the land surface presents strong
heterogeneity.

To further understand the similarity and difference between the original and down-
scaled ET, the R and RMSE between them was calculated at 0.25◦ resolution, after averaging
the downscaled ET map from 0.01◦ to 0.25◦ (Figure 5). The R is higher in the upstream area
(R > 0.9), while lower in the mid- and downstream areas, indicating that the DNN mainly
captured the features from the upstream training data. This is because the downstream
area is covered by a huge desert with very small ET, and the lower variability in the input
data makes it difficult to reach stability in the training of the DNN. This difference indicates
a large scope for improving the DNN in complex regions such as the study area. The RMSE
is lower than 0.5 mm/d showing high training accuracy. The lower R area has also a lower
RMSE, indicating the reliability of the DNN.

3.3. Analyzing Importance of Input Variables

With the help of the high spatiotemporal input datasets (input variables for the DNN),
the DNN model was successfully used to improve the spatial resolution of the GLEAM
ET product. However, the downscaled ET is not only limited by the quality of the original
ET product, but also limited by the input variables. Hence, it is necessary to analyze the
importance of different input variables to understand the importance of the variables to the
DNN model for ET downscaling. An index named the normal root mean square error index
(NRMSEI) was used to quantitatively describe this importance, which is the normalized
RMSE between the downscaled ET from the DNN model when one variable is not included
against when all variables are included. The larger NRMSEI, the more important the
variable is to the downscaled ET. The NRMSEI is shown in Figure 6. The DSR (15.03%)
plays the most important role, which is related to the surface energy balance, followed by
the AP (12.34%) related to the complex terrain and NDVI (11.87%) related to the vegetation
growth. The more important variables, the higher the quality requirements of the input
dataset. Wind speed (10.48%) data are always considered to have a relatively larger error but
moderate importance. All of the variables seem comparable in importance. The SM showed
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the least importance (8.86%), but it is worth mentioning that SM is still cannot be removed
from the input dataset. Otherwise, it will result into more than 0.15 mm/d uncertainty.
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4. Discussion
4.1. The Effect of Land Cover

Generally, the land cover has a strong effect on ET modeling due to the different canopy
structure and the evapotranspiration mechanism of tall vegetation (e.g., forest) and low
vegetation (e.g., grassland/cropland), according to the Penman–Monteith equation [33].
However, the land surface always presents strong heterogeneity, making it difficult to
obtain pure pixels for all types of vegetation at the 0.25◦ resolution of GLEAM. For example,
the maximum ratio of tall vegetation in the study area is lower than 50% (Figure 7). Hence,
it is difficult to build two separate models to downscale the tall vegetation and the low
vegetation, separately. For this reason, this study did not consider land cover. This will
result a lower ratio for the tall vegetation with, which has limited information in the training
phase of the DNN and introduces large uncertainty in the downscaling process. In the
future, considering the land cover in the downscaling process is a direction to further
improve the performance of this method.
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4.2. Advantages and Limitations of This Study

The DNN model, combined with the input data from remote sensing and meteorology,
was successfully applied to produce high spatiotemporal resolution ET in an arid and
semi-arid area. The downscaled ET was consistent with the original ET in spatial pattern
and temporal variability. Against the in situ observations, the downscaled ET is a good
reflection of the temporal variability of the original product. The DNN showed a good
performance, despite the huge heterogeneity in the land surface. Meanwhile, the proposed
method can generate the daily ET, which has higher temporal resolution than the widely
used MODIS ET product with 8 days. We further compared the downscaled ET estimates
against the MODIS ET product (Table 3). To make the results comparable, we resampled
the downscaled GLEAM ET from 1 day to 8 days. Against the in situ measurements, the
downscaled ET has higher accuracy than the MODIS product with overall R (RMSE, bias,
NSE) of 0.94 (0.76 mm d−1, −0.31 mm d−1, 0.67) vs. 0.84 (0.82 mm d−1, −0.5 mm d−1, 0.6),
showing that the DNN is an accessible tool to obtain high resolution ET product from the
global products.

Table 3. Comparison between ET estimates from this study and MODIS at AR, GT and YK stations
during 2009–2011. Unit of RMSE and bias is: mm d−1.

Stations
This Study MODIS ET

R RMSE Bias NSE R RMSE Bias NSE

AR 0.96 0.67 −0.40 0.73 0.85 0.67 −0.80 0.67
GT 0.93 0.45 0.27 0.74 0.85 0.52 0.09 0.68
YK 0.94 1.17 −0.80 0.54 0.83 1.27 −0.80 0.45

Mean 0.94 0.76 −0.31 0.67 0.84 0.82 −0.50 0.60

However, because the original ET was, on the whole, underestimated, the downscaled
ET also underestimated the ET. Hence, simultaneously improving the spatial resolution
and quality of the ET product is a challenging task, but should be considered in the future
because of its relevance for the end user. Field-scale ET estimates (e.g., 30 m) of agricultural
land can better meet the needs of precision management of water resources. In future work,
we will obtain field-scale input data to derive field-scale ET estimates.

5. Conclusions

Based on the DNN model, basin-wide high spatiotemporal resolution ET (daily, 0.01◦)
was obtained by combining the GLEAM ET, remotely sensed data (NDVI, Albedo and
SM) and meteorological data (wind speed, air temperature, relative humidity, air pressure,
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downward shortwave radiation, and downward longwave radiation). Major conclusions
are given below. The downscaled GLEAM ET shows a consistent spatial pattern with
the original ET product, but shows more detailed information on the spatiotemporal
variability of ET. Compared with the in situ ET observations, the downscaled GLEAM ET
can effectively reflect the quality in the study area. Major conclusions are given as follows.

(1) The overall R, RMSE, bias and NSE between the downscaled ET and the ground ET
are 0.90, 0.87 mm/d, −0.32 mm/d and 0.62, respectively, which are better than the
original ET with overall R, RMSE, bias and NSE of 0.85, 1.08 mm/d, −0.55 mm/d and
0.44, respectively.

(2) The downscaled ET is highly consistent with the original ET, especially for the tem-
poral variability. However, quality of the downscaled ET is strongly affected by the
original product.

In summary, this study successfully downscaled the coarse resolution ET of 0.25◦ to
high resolution of 0.01◦, meeting the requirement of end users. In the future, simultaneously
improving quality and spatial resolution at field-scale (30 m) will be discussed.
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