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Abstract: As a new type of earth observation satellite approach, video satellites can continuously
monitor an area of the Earth and acquire dynamic and abundant information by utilizing video
imaging. Hence, video satellites can afford to track various objects of interest on the Earth's surface.
Inspired by the capabilities of video satellites, this paper presents a novel method to track fast-moving
objects in satellite videos based on the kernelized correlation filter (KCF) embedded with multi-
feature fusion and motion trajectory compensation. The contributions of the suggested algorithm are
multifold. First, a multi-feature fusion strategy is proposed to describe an object comprehensively,
which is challenging for the single-feature approach. Second, a subpixel positioning method is
developed to calculate the object’s position and overcome the poor tracking accuracy difficulties
caused by inaccurate object localization. Third, introducing an adaptive Kalman filter (AKF) enables
compensation and correction of the KCF tracker results and reduces the object’s bounding box drift,
solving the moving object occlusion problem. Based on the correlation filtering tracking framework,
combined with the above improvement strategies, our algorithm improves the tracking accuracy
by at least 17% on average and the success rate by at least 18% on average compared to the KCF
algorithm. Hence, our method effectively solves poor object tracking accuracy caused by complex
backgrounds and object occlusion. The experimental results utilize satellite videos from the Jilin-1
satellite constellation and highlight the proposed algorithm's appealing tracking results against
current state-of-the-art trackers regarding success rate, precision, and robustness metrics.

Keywords: satellite videos; object tracking; correlation filter; multi-feature fusion; subpixel positioning;
adaptive Kalman filter

1. Introduction

Object tracking is one of the essential methods for dynamic object observation in
computer vision, which has been widely used in video surveillance, automatic navigation,
artificial intelligence, and other applications [1]. The purpose of object tracking is to predict
the object's size and position in subsequent frames based on the initial frame of a video
sequence [2]. With the continuous development of commercial remote sensing satellites,
such as the Jilin-1 and Zhuhai-1 satellite constellations, high-resolution videos through
video satellites are an affordable method of gazing and observing a specific Earth’s area to
obtain rich information. The Jilin-1 video satellite was launched by China Chang Guang
Satellite Technology Co., Ltd and provided 4k high-resolution imagery, capturing detailed
information about an area. Indeed, the satellite imagery was about 1-m resolution at
30 frames per second, and therefore object tracking in such satellite videos has gradually
become a new research direction. The corresponding practical applications involve traffic
vehicle tracking [3], monitoring seawater [4], monitoring natural disasters [5], military
reconnaissance, and precision guidance.
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Object tracking in a satellite video is widely applied in many fields and explicitly
analyzing the object’s motion laws according to its trajectory is of great significance. Most
moving objects in satellite videos are ships, vehicles, and airplanes, as these are common
objects in satellite videos with significant research value. Shao et al. [5] proposed a velocity
correlation filter (VCF) algorithm by employing the velocity features with an inertial
mechanism (IM) and constructing a specific kernelized correlation filter for object tracking
in satellite videos. This method has an appealing performance in single background, but
the method’s effectiveness in complex backgrounds or similar objects is yet unknown.
Moreover, in 2019 the authors further suggested a hybrid kernel correlation filter (HKCF)
tracker that adaptively used two complementary features in the ridge regression framework,
combined with an adaptive fusion strategy exploiting both features in various videos [6].
Nevertheless, this method is also only suitable for simple background cases, and the optical
flow is quite sensitive to illumination variations. In general, the HOG features play a
significant role without emphasizing the response of the optical flow features. Du et al. [7]
constructed a robust tracker combining the KCF tracker with a three-frame difference
algorithm to overcome the difficulty of similar object interference and fewer object features.
This method only considers a single background and does not consider the existence of
complex background and object occlusions. Moreover, tracking drift can occur when the
object is occluded, resulting in object tracking failure. Guo et al. [8] developed a tracker
based on a high-speed correlation filter (CF) for object tracking in satellite videos. This
technique utilized the global motion features of the moving object in the satellite videos to
constrain the tracking process, which is achieved by applying a Kalman filter (KF) to correct
the moving object’s tracking trajectory. Although this method has dramatically improved
performance and tracking accuracy, the Kalman filter must provide convergence before
combining it with the KCF algorithm. Therefore, object tracking in the first few frames still
relies on the KCF algorithm, and thus the tracking accuracy does not improve much. Xuan
et al. [9] solved the object occlusion problem and reduced boundary effect during motion
estimation by combining a correlation filter with a Kalman filter. However, in the case of
similar objects or complex object backgrounds, the tracking effectiveness of this method
needs to be experimentally verified. However, objects in satellite videos are different from
traditional objects, and tracking them is challenging, e.g., the object of interest comprises
only a few pixels, and therefore similar objects raise the tracking difficulty. Moreover,
objects occluded by clouds or other buildings impose tracking drifts. Hence, primarily, the
algorithm must overcome object occlusion (Figure 1).
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Figure 1. Satellite videos. (a) small object size is about 10 × 12 pixels. (b) the moving object is
occluded. (c) the object is similar to its background.

Recently, researchers have introduced the idea of correlation filtering into the object
tracking algorithm. The earliest minimum output sum of squared error (MOSSE) [10]
algorithm utilized the most basic correlation filtering idea. The circulant structure kernel
(CSK) [11] correlation filter algorithm modifies MOSSE, while the kernelized correlation
filter (KCF) [12] algorithm combines the advantages of MOSSE and CSK to improve the
performance further. This kind of algorithm [13–17] reduces time complexity through a fast
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Fourier transform and utilizes cyclic shift samples for sufficient training to enhance object
tracking speed and accuracy. The C-COT [18] algorithm utilizes the deep neural network
VGG-Net to extract features, interpolates feature maps of different resolutions into the
continuous space domain utilizing cubic interpolation, and then finds the object position
with subpixel accuracy employing the Hessian matrix. The ECO [19] algorithm improves
C-COT and attains an appealing object tracking by reducing the model parameters through
feature-subset dimensionality reduction, merging similar sample sets, and sparse updating
strategies. The innovative improvement of the ECO algorithm substantially enhances the
tracking effect. The correlation filter algorithms belong to discriminative object tracking
methods, which have recently become a mainstream research direction due to their high
speed and accuracy [20–25]. Since an object's deformation in satellite videos is not apparent,
it can be considered that there is almost no deformation, and thus we utilize the KCF
algorithm to track the moving object in the satellite videos. However, simply applying the
KCF algorithm presents the following shortcomings. First, when the object is occluded,
tracking drifts, leading to tracking failure. Second, utilizing dense sampling and Fourier
transform causes the tracker to produce boundary effects, affecting tracking accuracy. Third,
similar objects may be regarded as real objects, affecting object tracking.

This paper proposes multi-feature fusion and motion trajectory compensation methods
to solve poor tracking accuracy. Specifically, we build a robust tracker that fuses the
object’s various response features, improves object location accuracy through subpixel
positioning, and relies on the adaptive Kalman filter to correct the tracking results of the
correlation filter.

More precisely, the main contributions of this paper are as follows:
(1) We propose a multi-feature fusion method to enhance the object features’ expres-

siveness and improve object tracking in satellite videos. The features employed are the his-
togram of oriented gradient (HOG) and the convolutional neural networks (CNN) features.

(2) A quadratic parabolic model is proposed to fit the discrete object response values.
This scheme approximates the discrete response map to a continuous response map, and
based on this, a Taylor series method is used to obtain subpixel position accuracy. This
strategy solves the subpixel localization accuracy problem of moving objects.

(3) We reduce the estimation error caused by the noise covariance in the randomly
selected Kalman filter (KF) by proposing an adaptive adjustment of both covariances using
the state discriminant method (SDM) that affords an increased convergence speed to correct
the tracking results of the correlation filter quickly.

2. Materials and Methods

This section briefly reviews the basic theory of the KCF algorithm and then elaborates
how to improve the object tracking accuracy by adaptively fusing the features' responses
and combining two filters. The KCF algorithm [12] is widely used in object tracking, and
its ideas and methods have been presented in many papers, so it will not be elaborated in
detail. The proposed method's architecture is illustrated in Figure 2. Initially, we extract
the HOG and VGG features from the current frame T, select robust features from the VGG
ones, fuse them in parallel with a specific proportion, and obtain the response through the
trained correlation filter. Second, we use the designed fusion strategy to fuse the response
patch of both filters. Third, we conduct occlusion detection and use the predicted result of
the adaptive Kalman filter as the final tracking result if the object is occluded or obtain the
object’s subpixel location if it is not occluded. Finally, the noise covariance of the Kalman
filter is adjusted according to the Euclidean distance between the center position of the
object in the adjacent frames so that the predicted results can compensate and correct for
the tracking results of the correlation filter, thus obtaining an accurate object position.
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2.1. Multi-Feature Fusion

Selecting the object features is crucial, as it directly affects the object tracking results.
This paper extracts the object’s hand-crafted and deep features for adaptive feature fusion
to enhance the object’s description and improve the tracking algorithm performance in a
complex background.

Considering the hand-crafted features, this paper employs HOG features, mainly
containing texture information with high spatial resolution and high target localization
accuracy. However, solely relying on HOG features does not afford accurate target tracking
in complex background scenarios. Considering depth features for complex backgrounds
and illumination variation cases, CNN features have rich texture information and stronger
robustness but present low spatial resolution and localization accuracy for the targets.
Therefore, this paper fuses the hand-crafted and deep feature response to fully utilize their
complementary nature and improve the filter’s classification ability. Hence, we rely on
the VGG network to extract the object’s in-depth features. VGG is a model proposed by
Oxford University in 2014 that has demonstrated appealing results in image classification
and target detection tasks. Specifically, each image is input into VGG, and its convolutional
layers provide the deep features.

Deep convolutional neural networks can extract rich features in spatial and semantic
information. The low-level convolutional features contain rich spatial information, and
the high-level convolutional features contain rich semantic information. The layered
convolutional correlation filter tracking algorithm [26] uses the features extracted from the
conv3-5, conv4-5, and conv5-5 layers of VGG-19 to predict the target location. Precisely, the
features in the correlation filtering framework weight the response maps of the three layers,
achieving a significant improvement in tracking accuracy compared with the traditional
feature correlation filtering algorithm.

Therefore, the VGG-19 network is experimentally validated by selecting low, middle,
and high-level convolutional layers that contain spatial and semantic information, i.e.,
conv2-3, conv3-4, and conv4-4, depicted in Figure 3. Although the features extracted
from the fifth convolutional layer are semantically rich, these do not further improve the
object’s description (see Figure 3e), and thus we extract features from the convolutional
layer. Nevertheless, the large dimensionality of the deep convolutional layer features
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increases the computational complexity, especially when using multiple convolutional
layer features during training the filters, resulting in slower tracking. Additionally, the
compelling convolutional features differ depending on the tracking scenarios. Figure 4
illustrates the CNN layer-2 features of Figure 3a, where some features contribute less or are
even invalid for the tracking task, reducing the tracking performance and slowing down
the tracking speed. Hence, the appropriate convolutional channels need to be selected
considering speed and robustness. Thus, the features are filtered by the ratio of the object
and the object search region variances:

V1 =
1

h1 × w1
∑
i,j

(
Ei,j − E

)2
(1)

V2 =
1

h2 × w2
∑
m,n

(
Tm,n − T

)2
(2)

so the variance ratio (VR) can be expressed as:

VR =
V1

V2
(3)

where Ei,j, Tm,n are the pixel values per layer of the object region and the object search
region, respectively; and E, T are the average pixel values of the object region and the object
search region. i, j and m, n are the horizontal and vertical coordinates of the object region
and the object search region, respectively. h1, w1 and h2, w2 are the height and width of the
object and the object search region.

Remote Sens. 2022, 14, x FOR PEER REVIEW 5 of 23 
 

 

layer. Nevertheless, the large dimensionality of the deep convolutional layer features in-
creases the computational complexity, especially when using multiple convolutional layer 
features during training the filters, resulting in slower tracking. Additionally, the compel-
ling convolutional features differ depending on the tracking scenarios. Figure 4 illustrates 
the CNN layer-2 features of Figure 3a, where some features contribute less or are even 
invalid for the tracking task, reducing the tracking performance and slowing down the 
tracking speed. Hence, the appropriate convolutional channels need to be selected con-
sidering speed and robustness. Thus, the features are filtered by the ratio of the object and 
the object search region variances: 𝑉ଵ = 1ℎଵ × 𝑤ଵ ൫𝐸, − 𝐸ሜ ൯ଶ,  (1)

𝑉ଶ = 1ℎଶ × 𝑤ଶ ൫𝑇, − 𝑇ሜ ൯ଶ,  (2)

so the variance ratio (VR) can be expressed as: 𝑉𝑅 = 𝑉ଵ𝑉ଶ (3)

Where 𝐸,, 𝑇, are the pixel values per layer of the object region and the object search 
region, respectively; and 𝐸ത, 𝑇ത are the average pixel values of the object region and the 
object search region. 𝑖, 𝑗 and 𝑚, 𝑛 are the horizontal and vertical coordinates of the object 
region and the object search region, respectively. ℎଵ, 𝑤ଵ and ℎଶ, 𝑤ଶ are the height and 
width of the object and the object search region. 

 

      
(a) (b) (c) (d) (e) (f) 

Figure 3. Feature visualization of various layers from the VGG-19 Networks. (a) Input image. (b) 
Conv2-3 layer features. (c) Conv3-4 layer features. (d) Conv4-4 layer features. (e) Conv5-4 layer fea-
tures. (f) fused image features. 

  
(a) (b) 

Figure 4. Feature visualization of small objects. (a) 256 channels’ features. (b) first 30 features. 

For each layer, we extract the first 30 feature channels in descending order in terms 
of ratio to train the filter and obtain the convolutional object features per layer, as illus-
trated in Figure 4b. This paper obtains 3 new features by summing the first 30 features per 
layer, respectively. Then, a rich information feature can be obtained by summing the 

Figure 3. Feature visualization of various layers from the VGG-19 Networks. (a) Input image.
(b) Conv2-3 layer features. (c) Conv3-4 layer features. (d) Conv4-4 layer features. (e) Conv5-4 layer
features. (f) fused image features.

Remote Sens. 2022, 14, x FOR PEER REVIEW 5 of 23 
 

 

layer. Nevertheless, the large dimensionality of the deep convolutional layer features in-
creases the computational complexity, especially when using multiple convolutional layer 
features during training the filters, resulting in slower tracking. Additionally, the compel-
ling convolutional features differ depending on the tracking scenarios. Figure 4 illustrates 
the CNN layer-2 features of Figure 3a, where some features contribute less or are even 
invalid for the tracking task, reducing the tracking performance and slowing down the 
tracking speed. Hence, the appropriate convolutional channels need to be selected con-
sidering speed and robustness. Thus, the features are filtered by the ratio of the object and 
the object search region variances: 𝑉ଵ = 1ℎଵ × 𝑤ଵ ൫𝐸, − 𝐸ሜ ൯ଶ,  (1)

𝑉ଶ = 1ℎଶ × 𝑤ଶ ൫𝑇, − 𝑇ሜ ൯ଶ,  (2)

so the variance ratio (VR) can be expressed as: 𝑉𝑅 = 𝑉ଵ𝑉ଶ (3)

Where 𝐸,, 𝑇, are the pixel values per layer of the object region and the object search 
region, respectively; and 𝐸ത, 𝑇ത are the average pixel values of the object region and the 
object search region. 𝑖, 𝑗 and 𝑚, 𝑛 are the horizontal and vertical coordinates of the object 
region and the object search region, respectively. ℎଵ, 𝑤ଵ and ℎଶ, 𝑤ଶ are the height and 
width of the object and the object search region. 

 

      
(a) (b) (c) (d) (e) (f) 

Figure 3. Feature visualization of various layers from the VGG-19 Networks. (a) Input image. (b) 
Conv2-3 layer features. (c) Conv3-4 layer features. (d) Conv4-4 layer features. (e) Conv5-4 layer fea-
tures. (f) fused image features. 

  
(a) (b) 

Figure 4. Feature visualization of small objects. (a) 256 channels’ features. (b) first 30 features. 

For each layer, we extract the first 30 feature channels in descending order in terms 
of ratio to train the filter and obtain the convolutional object features per layer, as illus-
trated in Figure 4b. This paper obtains 3 new features by summing the first 30 features per 
layer, respectively. Then, a rich information feature can be obtained by summing the 

Figure 4. Feature visualization of small objects. (a) 256 channels’ features. (b) first 30 features.

For each layer, we extract the first 30 feature channels in descending order in terms of
ratio to train the filter and obtain the convolutional object features per layer, as illustrated
in Figure 4b. This paper obtains 3 new features by summing the first 30 features per layer,
respectively. Then, a rich information feature can be obtained by summing the features
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of the three layers by utilizing different weights. The fused feature Feanew is depicted in
Figure 3f, and is written as:

Feanew = ξ1Feaconv2−3 + ξ2Feaconv3−4 + ξ3Feaconv4−4 (4)

where Feaconv2−3, Feaconv3−4, Feaconv4−4 denote the depth features extracted by theconv2-3
layer, conv3-4 layer, conv4-4 layer, respectively, and ξi(i = 1, 2, 3) is the weighting parameter.

This paper builds two independent appearance models by training the correlation
filters separately using the fused features FCNN and HOG features FHOG. The decision
power of the response is calculated using Average Peak Correlation Energy (APCE). We
use the difference between the APCE values of two adjacent frames to decide the validity
of the features. The average peak correlation energy (APCE) is calculated as:

APCE =
|Rmax − Rmin|2

mean
(

∑m,n

(
R(i,j) − Rmin

)2
) (5)

where Rmax and Rmin denote the maximum and minimum values of the feature response,
respectively, and R(i, j) denotes the response value at coordinate (i, j).

The decision-making power of different frames is represented by φ:{
φ = 1

|APCEt−APCEt−1+η| , i f APCEt = APCEt−1

φ = 1
|APCEt−APCEt−1|

, i f APCEt 6= APCEt−1
(6)

where APCEt and APCEt−1 are the APCE values of the feature response at frame t and
t− 1, respectively. The larger the φ value, the smaller the regional fluctuation of the adjacent
feature responses and the stronger the validity of the corresponding feature. η is set to 0.01
to prevent the denominator from being zero.

The weights of the FHOG and FCNN are assigned according to the decision-making
power. Thus, the weights of FHOG can be expressed as:

WHOG =
φFHOG

φFHOG + φFCNN

(7)

where φFHOG and φFCNN denote the decision power values of the FHOG and FCNN features,
respectively. Thus, the final features response is:

f (z) = WHOG × fHOG(z) + (1−WHOG)× fCNN(z) (8)

where fHOG and fCNN are the feature fHOG and fCNN response, respectively.

2.2. Subpixel Positioning Method

The final object position in the KCF algorithm is obtained by estimating the maximum
value position of the correlation response patch. However, the maximum position calcula-
tion may incorporate errors that accumulate frame by frame as the object moves, imposing
the tracking bounding box to drift or even losing the object. Thus, we develop a subpixel
positioning method that obtains the maximum value position in the correlation response
more accurately and detects the position of the peak value in the response patch. Our
method’s operating principle is that according to a set of discrete values, the coordinate m
is the observed position of the extreme value f (m) with left and right neighboring positions
be f (m− 1) and f (m + 1), respectively, and the true extreme value is m + β with β the
estimated position offset.

The correlation response is illustrated in Figure 5, where P3 is the peak response
point and P2, P3, P4, P5 are the points around the peak point. For example, we consider
the horizontal coordinate x of the peak position to illustrate how to determine a more
accurate position. Assuming that the observed peak position in the current frame is x
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with a response value f (x) and the true peak position in the current frame is x + ε with a
response value f (x + ε) where the ε is the offset value, Taylor's formula can approximate
the peak point of the correlation response:

f (x + ε) = f (x) + f ′(x)ε +
1
2

f ′′ (x)ε2 +
(

ε3
)

(9)
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The derivative at the peak of the continuous response is zero and is obtained by
neglecting the highest order term, which can be expressed as

f ′(x + ε) = f ′(x) + f ′′ (x)ε +
1
2

f ′′′ (x)ε2 (10)

By solving the quadratic equations utilizing a small step size per move in adjacent
frames, the solution of Equation (10) can be obtained as:

ε =
− f ′′ (x) +

√
f ′′ (x)2 − 2 f ′′′ (x) f ′(x)

f ′′′ (x)
(11)

f ′(x) =
f (x + 1)− f (x− 1)

2
(12)

f ′′ (x) =
[

f ′(x + 1)− f ′(x)
]
−
[

f ′(x)− f ′(x− 1)
]

(13)

f ′′′ (x) = [ f ′′ (x + 1)− f ′′ (x)]− [ f ′′ (x)− f ′′ (x− 1)] (14)

The true peak position can be written as{
xtrue = x + εx
ytrue = y + εy

(15)

where εx, εy are the offset values in the x and y direction, respectively, and xtrue, ytrue are
the true position of the peak.

In summary, the proposed method obtains an approximate offset value by calculating
the peak position with subpixel positioning and utilizing the Taylor formula. This strategy
reduces the object’s drift and enables accurate object tracking.

2.3. Motion Trajectory Compensation

Correlation filter algorithms do not use the motion object state information for position
prediction. In contrast, the KF optimally estimates the state of a stochastic dynamic
system by combining information such as target velocity and acceleration to predict the
position of the next frame, enabling accurate object position prediction under rapid motion,
motion blur, and occlusion. The KF method is computationally low-cost, affording fast
object tracking.
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The KF provides the optimal signal estimation in the time domain utilizing a linear
minimum variance estimation scheme. However, applying the filter requires setting the
filter parameters, which are not trivial, during the system determination and noise measure-
ment. Nevertheless, both noises hugely impact the filter’s estimation effectiveness. Hence,
to ease the calculations, it is generally considered that both follow a normal distribution
with zero mean and are constant throughout the time series. However, in the actual KF, the
state and measurement system noise variances are set empirically, with a certain degree
of randomness and blindness. After performing a relevant case study, we conclude that
different variance values heavily impact the filtering results. The system’s noise cannot
be eliminated, and thus it is essential to reduce its interference as the noise variance is
directly related to the extent that noise impacts the KF results. Next, we discuss the effect
of variance on KF.

KF is a real-time recursive algorithm that utilizes the system’s estimate (state or
parameter) originating from the filter’s output and estimates the system to be processed
based on the system and the observation equations. Essentially, KF is an optimal estimation
method, with its mathematical model presented next. Let the state and the measurement
equations of the stochastic linear discrete system be denoted as:{

Xt = At,t−1Xt−1 + ωt−1
Zt = HtXt + υt

(16)

where Xt and Zt are the system’s state and observation vectors at time t, respectively, At,t−1
is the state transfer matrix, Ht is the observation matrix, ωt−1 is the process noise matrix,
and υt is the observation noise matrix.

The prediction and update equations for the Kalman filter are:

Xt,t−1 = At,t−1Xt−1
Pt,t−1 = At,t−1Pt−1 AT

t,t−1 + Qt−1

Kt = Pt,t−1HT
t
(

HtPt,t−1HT
t + Rt

)−1

Xt = Xt,t−1 + Kt(Zt − HtXt,t−1)
Pt = (It − Kt Ht)Pt,t−1

(17)

where Xt,t−1 is the state prediction at time t, Xt−1 is the optimal estimate at time t− 1,
Pt,t−1 is the state covariance matrix at time t, Qt−1 is the noise covariance matrix of ωt−1,
Rt is the covariance matrix of the measurement noise υt, Kt is the gain matrix, and Zt is
the input variable matrix at time t.

From Equations (33) and (34), we observe that the gain matrix Kt is related to the
initialization P0, the system process noise covariance matrix Qt, and the measurement
noise covariance matrix Rt. Moreover, the gain matrix decreases as Rt increases because
if the measurement noise increases, it causes a significant error, and therefore, the filter
gain should be set to a smaller value to reduce the effect of the observation noise on the
filter value. If P0 and Qt become smaller, the process noise covariance matrix Pt,t−1 and
the optimal filter covariance matrix Pt become smaller, and the gain matrix Kt decreases.
Therefore, the gain matrix Kt is proportional to Qt and inversely proportional to Rt. K
reflects how close the filter value is to the actual value. The larger the K, the greater the
difference between the filter and the actual value, and vice versa.

The state and measurement equation of the KF can be easily determined when the
system is stable. However, in reality, the system process and measurement noise are
unknown and thus are generally treated as white noise. In fact, the system process and
measurement noise are dynamic. Thus, to simplify the calculations, the system process
and measurement noise covariances are set as constants, where the specific values are
heuristically set, involving some blindness and thus may reduce the filtering effect. Spurred
by this, we improve the KF by improving the convergence speed and altering the covariance
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values. The related process initially calculates the SDM value of the adjacent frame object
to decide whether to adjust the process noise covariance of the KF, which can be written as:

SDM = ζ × (1/Vmax) + (1− ζ)× d (18)

d =

√
(Cr − Ck)

2 (19)

where Cr is the object center position of the current frame obtained by the KCF tracker, Ck
is the object center position of the current frame obtained by the AKF tracker, Vmax is the
maximum feature response, d is the Euclidean distance, and ζ is a parameter set to 0.4.

When the SDM value is less than the occlusion threshold (OT), i.e., the object is not
occluded, we combine AKF and KCF trackers to track the object and obtain its position in
the current frame. Simultaneously, the estimated position is further exploited to select the
search region in the next frame, avoiding searching in the wrong region. The final object
position (FOP) is:

FOP = (1− γ)OPKCF + γOPAKF , SDM ≤ OT
FOP = OPAKF , SDM > OT

FOP = OPKCF , without convergence
(20)

where OPKCF, OPAKF are the object center positions calculated from the KCF and AKF
trackers, respectively, and OT is the occlusion threshold that determines whether the object
is occluded or not. After several experimental verifications, we set the occlusion threshold
(OT) to 3.2. When the SDM value exceeds 3.2, the object is heavily occluded or disappears.
The selection of the occlusion threshold will be described in detail in Section 4.2.

The algorithm presented in this paper constructs an AKF tracker utilizing the object
position obtained by the correlation filter as the observation value to compensate for the
object motion trajectory and improve tracking accuracy. During the AKF tracker operation,
two critical issues need to be addressed. The first is the convergence problem, where
judging the AKF tracker’s convergence determines whether the object’s motion trajectory
can be compensated for the tracking result. This paper solves the convergence problem by
calculating the Euclidean distance between the object center position obtained by the KCF
and the AKF trackers, which determines whether the AKF tracker has reached convergence,
expressed as: √

OPKCF −OPAKF ≤ 2 (21)

when the Euclidean distance is less than 2 pixels in 5 consecutive frames, we consider that
the AKF tracker has converged.

Another problem is setting the state variables. The object’s system state Xt is Xt =[
xcenter, ycnter, ∆Vx, ∆Vy

]
, where xcenter, ycnter are the center position’s horizontal and ver-

tical object coordinates per frame, ∆Vx, ∆Vy are the object’s speed in the horizontal and
vertical coordinate directions, respectively, and Zt = [xcenter, ycnter] is the object measure-
ment value, i.e., the object’s center position. Since the object’s motion time in adjacent
frames is very short, the object’s motion is regarded as a short-time uniform linear motion,
and thus we set the transfer matrix A and observation matrix H to be:

A =


1 0 1 0
0 1 0 1
0 0 1 0
0 0 0 1

, H =

[
1 0 0 0
0 1 0 0

]
(22)
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The noise covariance matrix R and Q in original Kalman filter are:

R =

[
1 0
0 1

]
, Q =


0.01 0 0 0

0 0.01 0 0
0 0 0.01 0
0 0 0 0.01

 (23)

when the SDM value exceeds OT, the object may be occluded. The process noise covariance
matrix Rupdate and the observation noise covariance matrix Qupdate can be written as:

Rupdate =

[
2 0
0 2

]
, Qupdate =


0.001 0 0 0

0 0.001 0 0
0 0 0.001 0
0 0 0 0.001

 (24)

This means that the object is occluded and the SDM value is greater than OT, so the
noise covariance Rupdate should be reduced and Qupdate should be increased to afford the
adaptive Kalman filter predicting the position of the occluded object more accurately. If the
SDM value is less than or equal to OT, Rupdate, Qupdate can be expressed as:

Rupdate =

[
SDM 0

0 SDM

]

Qupdate =


(1− SDM)2 0 0 0

0 (1− SDM)2 0 0
0 0 (1− SDM)2 0
0 0 0 (1− SDM)2


(25)

The object position is predicted from the second frame onwards, and the position of
the target is calculated by Equation (24), which is then input into the tracker to continue
tracking the target until the end of the tracking process.

It should be noted that KF suffers from a convergence problem. If KF does not converge
once occlusion appears, the object is lost, and the tracking fails. Table 1 highlights that
KF achieves convergence at 32 frames on average, while AKF at 15 frames on average,
compensating and correcting the object trajectory as soon as possible, thus reducing the
tracking error and improving the performance and robustness of the object tracking process.

Table 1. Convergence frames of two filters in eight video sequences. The bold values denote the
average frame numbers on all video sequences.

Plane1 Plane2 Car1 Car2 Car3 Car4 Car5 Car6 Average

KF 35 32 33 29 30 31 28 34 32
AKF 15 14 16 13 15 14 13 17 15

2.4. Solution for Object Occlusion

The correlation filter algorithms track the object quickly and accurately under normal
circumstances, but when the object obstacles block the object, the object tracking fails if
the area of the tracked object is reduced or even disappears temporarily. The problem
of object occlusion has constantly challenged object tracking, and therefore studying and
solving this problem has theoretical and practical significance. Objects in the satellite videos
are very small, occupying only a few pixels, so their complete occlusion is expected. As
illustrated in Figure 6, when the car passes under the bridge, it becomes occluded and
eventually disappears, causing most trackers to lose the object and struggle to re-track it
when it re-appears. Therefore, object occlusion has always been challenging for computer
vision applications.



Remote Sens. 2022, 14, 777 11 of 23

Remote Sens. 2022, 14, x FOR PEER REVIEW 11 of 23 
 

 

3) End of Occlusion Detection: The algorithm must be able to detect the end of the oc-
cluded object and correctly re-track the object when it re-appears (Figure 6c). 

 

   
(a) (b) (c) 

Figure 6. Visualization of an object occlusion process. (a) not occluded object. (b) partially occluded 
object. (c) end of object occlusion. 

To solve the above problems, our algorithm involves the following steps: 
1) Update the tracking model only when the confidence of the object tracking is rela-

tively high to avoid the object model from being degraded and simultaneously increase 
the processing speed. We use the SDM value of the correlation response patch to judge 
the tracking quality. The smaller the SDM value, the better the tracking result. Object 
tracking has several significant difficulties: object deformation, illumination variation, the 
object’s blur motion, the fast motion of the object, background clutter, object rotation, scale 
variation, and object occlusion. These reduce the SDM value of the relevant response 
patch. However, illumination variation, scale variation, and motion blur are not evident 
in satellite videos and thus can be neglected in object tracking. The primary reason for a 
higher SDM value in the correlation response patch is the object’s partial or complete oc-
clusion. In summary, the SDM value can be used to judge whether the object is occluded 
or not, and choosing the appropriate threshold is the key to solving the object occlusion 
problem. 

2) When the object is occluded, we avoid erroneous features from interfering with 
the object features by stopping updating the tracker’s filter. Moreover, the position calcu-
lated by the KCF tracker is not accurate and cannot be used as the object position of the 
current frame. Therefore, it is necessary to utilize the KF algorithm to predict the object’s 
position. 

3) We compare the SDM value with the occlusion threshold. If the SDM value is less 
than the occlusion threshold, the object is not occluded and can be tracked normally. Oth-
erwise, the object is partially or entirely occluded, and KF is exploited to track the oc-
cluded object. 

Using KF to solve the object occlusion problem when the object re-appears allows to 
relocate it precisely. The corresponding pseudocode of the proposed improved method is 
presented in Algorithm 1. 

3. Experiments 
This section evaluates our algorithm on eight satellite videos, sets the relevant pa-

rameters, examines its tracking effect utilizing evaluation metrics, and challenges its per-
formance against several classic algorithms. 

3.1. Video Datasets and Compared Algorithms 
The datasets employed are captured by the Jilin-1 satellite constellation. The satellite 

video sequences are all cropped from the original video sequences, and most of them con-
tain three types of moving objects: moving vehicles, airplanes in the sky, and ships in the 
ocean. There are three airport objects, two moving vehicle objects, and ships in the ocean. 
The total number of objects moving in the airport is approximately 10. The maximum size 
of the object in all satellite videos is 32 × 27 pixels, and the minimum is about 10 × 10 pixels. 

Figure 6. Visualization of an object occlusion process. (a) not occluded object. (b) partially occluded
object. (c) end of object occlusion.

Hence, the following sub-problems need to be solved correctly to track the occluded object.
(1) Occlusion Detection: The algorithm must detect that the object is occluded (Figure 6a).
(2) Occlusion Processing: When the object is completely or partially occluded (Figure 6b),

the algorithm must track the object to ensure that the occluded object is not lost.
(3) End of Occlusion Detection: The algorithm must be able to detect the end of the

occluded object and correctly re-track the object when it re-appears (Figure 6c).
To solve the above problems, our algorithm involves the following steps:
(1) Update the tracking model only when the confidence of the object tracking is

relatively high to avoid the object model from being degraded and simultaneously increase
the processing speed. We use the SDM value of the correlation response patch to judge
the tracking quality. The smaller the SDM value, the better the tracking result. Object
tracking has several significant difficulties: object deformation, illumination variation, the
object’s blur motion, the fast motion of the object, background clutter, object rotation, scale
variation, and object occlusion. These reduce the SDM value of the relevant response patch.
However, illumination variation, scale variation, and motion blur are not evident in satellite
videos and thus can be neglected in object tracking. The primary reason for a higher SDM
value in the correlation response patch is the object’s partial or complete occlusion. In
summary, the SDM value can be used to judge whether the object is occluded or not, and
choosing the appropriate threshold is the key to solving the object occlusion problem.

(2) When the object is occluded, we avoid erroneous features from interfering with the
object features by stopping updating the tracker’s filter. Moreover, the position calculated
by the KCF tracker is not accurate and cannot be used as the object position of the current
frame. Therefore, it is necessary to utilize the KF algorithm to predict the object’s position.

(3) We compare the SDM value with the occlusion threshold. If the SDM value is
less than the occlusion threshold, the object is not occluded and can be tracked normally.
Otherwise, the object is partially or entirely occluded, and KF is exploited to track the
occluded object.

Using KF to solve the object occlusion problem when the object re-appears allows to
relocate it precisely. The corresponding pseudocode of the proposed improved method is
presented in Algorithm 1.

3. Experiments

This section evaluates our algorithm on eight satellite videos, sets the relevant parame-
ters, examines its tracking effect utilizing evaluation metrics, and challenges its performance
against several classic algorithms.

3.1. Video Datasets and Compared Algorithms

The datasets employed are captured by the Jilin-1 satellite constellation. The satellite
video sequences are all cropped from the original video sequences, and most of them
contain three types of moving objects: moving vehicles, airplanes in the sky, and ships
in the ocean. There are three airport objects, two moving vehicle objects, and ships in
the ocean. The total number of objects moving in the airport is approximately 10. The
maximum size of the object in all satellite videos is 32 × 27 pixels, and the minimum
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is about 10 × 10 pixels. We number every frame and select the object in a frame as a
representative to zoom in to see it more clearly.

Algorithm 1 The proposed tracking scheme

Input:
frames: video datasets. T: number of processed frames.
FT: current frame T. PT−1: the object position of frame T − 1.

Output:
PT: the current frame object position.

Selcct the region of interest (ROI) and set the position of first frame.
Set the occlusion threshold Th.
for i in range (len(frames)):

if i == 1: (first frame)
Initialize the KCF tracker, VGG network, and Kalman filter.
FHOG: extract HOG features. FVGG: VGG features selection and enhancement.
PT: the position of current frame.

else:
Crop image patch from frames [i] according to PT.
Fuse-response: Fusion strategy for feature (FHOG, FVGG) responses.

Ppeak: the position of the max fuse-response.
SDM: Calculate the SDM to detect occlusion.
if SDM > Th:

/* the object is unoccluded */
Psub-peak: Subpixel location for Ppeak.
Pfinal: Motion trajectory compensation and correction.

else:
Pfinal: The object position obtained by Kalman filter.
PT ← Pfinal

return PT
break

We challenge our algorithm against the current object trackers: CSK [11], KCF [12],
HCF [26], TLD [27], DSST [28], SiamFC [29], SiamRPN [30]. The CSK algorithm and KCF
algorithm are improved based on the MOSSE algorithm. The TLD algorithm has a better
effect on the tracker when the object is partially occluded, while the HCF, SiamFC, and
SiamRPN algorithms all extract the object’s depth features during tracking, achieving
appealing tracking results. The subsequent trials highlight that our proposed method is
more effective for object tracking in satellite videos than current classic algorithms.

3.2. Parameters Setting

The proposed algorithm is developed in Python, while KCF, CSK, TLD algorithms
are implemented through the Open CV API. All tracking methods are implemented on
a 3.5-GHz Intel Xeon E3 1240 v5 CPU and an NVIDIA GeForce GTX 1080Ti GPU. The
KCF and our algorithm utilize the HOG features with a cell size of 4 × 4. The search
window size in the expanded object area is 2.5 times the original area. Additionally, the
regularization parameter λ is set to 0.0001, the learning rate θ is 0.012, the bandwidth of
the Gaussian kernel function σ1 is 0.6, and the bandwidth of the 2-D Gaussian function is√

wh/16, where w and h are the width and height of the object bounding box, respectively.
The remaining parameters are the ones originally proposed, while ς1, ς2, ς3 are the 1, 0.6,
0.2 of Equation (17), respectively.

3.3. Evaluation Metrics

For a fair evaluation, this paper uses two metrics as quantitative analysis indicators:
tracking success rate and tracking precision [31,32].
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We use the center location error (CLE) to evaluate tracking precision, i.e., the Euclidean
distance between the object’s predicted and real center position. CLE is calculated by:

CLE =

√(
xp − xgt

)2
+
(
yp − ygt

)2 (26)

where
(

xp, yp
)

is the object center position predicted by our proposed algorithm,
(

xgt, ygt
)

is the object’s ground truth location. The tracking precision is the ratio of the frames whose
center position error obtained by the tracking algorithm is less than a certain threshold to
the total number of the video frames. Therefore, the threshold has a significant influence
on the object tracking precision. Since an object in the satellite videos is very small, we set
the threshold to five, i.e., if the CLE value is within five pixels, we consider that the object
is successfully tracked.

The tracking algorithm’s success rate is the ratio of the frames whose overlap rate
exceeds a certain threshold to the total number of video frames. Accordingly, the overlap
rate is the ratio of the overlap area between the predicted and the real object tracking frame
to the total area of both areas, expressed as:

S =
Area

∣∣rp ∩ rgt
∣∣

Area
∣∣rp ∪ rgt

∣∣ (27)

where rp and rgt are the predicted bounding and the real object tracking area, ∩ and ∪ are
the intersection and union, respectively, and || is the number of pixels in the region.

The threshold can be set to 0.5. If the overlap ratio of the current frame is greater than
0.5, we consider that the object tracking of the current frame is successful. Therefore, we
evaluate the overall performance of our proposed algorithm on all satellite videos utilizing
the precision plot, success plot, and area under curve (AUC). Moreover, the success score,
precision score, and AUC can further rank the trackers.

Moreover, the FPS denotes the number of frames that the tracker can process, so it is
suitable to evaluate the tracking speed per tracker.

4. Results and Analysis
4.1. Ablation Study

Our tracker involves three critical modules: multi-feature response fusion, subpixel
localization, and motion trajectory correction and compensation. To evaluate their separate
impact on the tracker’s performance, we implement several variations of our tracker
investigating the contribution of each module.

The KCF tracker solely utilizing the multi-feature fusion strategy is denoted as
KCF_MF, with CNN features as KCF_CNN, with subpixel localization as KCF_SL, with the
adaptive Kalman filter as KCF_AKF, and with only the Kalman filter as KCF_KF. Finally,
the proposed algorithm is denoted as Ours. The corresponding precision and success plots
are illustrated in Figure 7 and Table 2, highlighting that the corresponding scores of the
KCF_SL tracker are increased by 1% and 1.4%, respectively, compared to the KCF tracker.
Although the scores are not significantly increased, the subpixel localization method man-
ages to locate the object and improve the tracking performance accurately. The KCF_KF
and KCF_AKF tracker increase the precision score by 5.8% and 1.8%, respectively, and the
success score by 3.3% and 2.1%.

Combining the KCF tracker and Kalman filter assists the tracker in correcting the track-
ing results and reduces the risk of drifting because the filter converges earlier and reduces
tracking errors in time. The KCF_CNN and KCF_MF trackers also attain appealing tracking
results increasing the precision score by 9.9% and 5.9%, respectively, and the success score
by 6% and 4.4%. This performance enhancement is because the KCF_CNN tracker extracts
the object’s depth features, achieving appealing tracking results. Moreover, the KCF_MF
tracker combines the HOG features and depth features to enhance the object’s description
further; thus, extracting multiple features from the object can improve tracking accuracy.
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Table 2. The experimental ablation results of all un-occluded video sequences (in bold the optimal
results per tracker).

Ours KCF_MF KCF_CNN KCF_SL KCF_AKF KCF_KF KCF

AUC (%) 74.1 73.7 72.7 71.0 72.1 71.9 69.1

Precision
score (%) 89.2 87.1 83.1 78.2 83.0 79.0 77.2

Success
score (%) 97.2 96.4 94.8 91.8 93.7 92.5 90.4

FPS 18 22 20 94 92 93 96

Our tracker embedded with all three modules makes the tracker highly robust. The
precision and success plots on the occluded videos are presented in Figure 8 and Table 3,
highlighting that only our algorithm, KCF_AKF, and KCF_KF can solve the object occlu-
sion problem, while the remaining algorithms perform poorly. This shows that both the
adaptive Kalman filter and Kalman filter afford predicting the occluded object’s position
and continue to track it when the object occlusion ends.
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Table 3. The experimental ablation results of all occluded video sequences (in bold the optimal results
per tracker).

Ours KCF_MF KCF_CNN KCF_SL KCF_AKF KCF_KF KCF

AUC (%) 72.6 45.7 45.6 38.7 70.9 67.9 33.5

Precision
score (%) 90.3 62.2 58.6 42.7 88.0 81.9 35.5

Success
score (%) 95.1 64.8 64.6 58.4 93.9 92.5 47.6

FPS 17 20 21 95 92 93 97

Based on the above analysis and tracking results, the three crucial modules proposed
in this paper improve the object tracking performance. Our method can also be applied to
other trackers for object tracking on the ground and obtain improved results.

4.2. Object Occlusion Analysis

The appropriate threshold can help us judge whether the object is occluded or not.
Therefore, how to select the appropriate threshold is very important. This paper selects
the appropriate threshold by the SDM value of the response patch of all satellite video
sequences. The distribution of the SDM value is unimodal in Figure 9. If the SDM value
exceeds the occlusion threshold in five consecutive frames, the object can be considered
partially or entirely occluded. Therefore, we can utilize the SDM value to judge whether
the object is occluded or not.
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Figure 9. Distribution of the SDM value of the response patch. We can see an obvious unimodal
distribution. Hence, selecting an appropriate threshold to judge occlusion and non-occlusion.

In order to select the appropriate threshold, we utilize the grid search from [2.0, 2.1,
2.2, 2.3, 2.4, 2.5, 2.6, 2.7, 2.8, 2.9, 3.0, 3.1, 3.2, 3.3, 3.4, 3.5, 3.6, 3.7, 3.8, 3.9, 4.0]. The success
plot for per threshold is shown in Figure 10. We can see that when the threshold is 3.2, the
AUC is the maximum. Therefore, 3.2 can be selected as the occlusion threshold.

The visualization of the occlusion process in Figure 11 illustrates the relationship
between the object occlusion’s state and the SDM value. The threshold 3.2 can well judge
whether the object is occluded. The SDM value exceeds the threshold when the object
is partially or completely occluded. When the object is not occluded, the SDM value is
less than the threshold in satellite videos. Some extreme cases may exist where the SDM
value above the threshold is not caused by the object occlusion but caused by illumination
variation or motion blur of the object. Since the duration of those extreme cases is very
short, the impact on the final tracking results is negligible. Hence, our improvements are
suitable not only for occluded objects but also for non-occluded objects.
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Figure 11. Visualization of some tracking results for the occluded object. The data in the parenthesis
marked by upper case letters denote the current frame’s SDM value of the images with the corre-
sponding lower case letters. (a) Occlusion process of Car3 sequences. (b) Occlusion process of Car4
sequences. (c) Occlusion process of Car5 sequences. (d) Occlusion process of Car6 sequences.

4.3. Tracking Result Analysis
4.3.1. Quantitative Evaluation

Figures 12 and 13 illustrate our algorithm’s precision and success plots against other
classical methods on eight satellite videos. The proposed method achieves the optimal
tracking results in the most challenging scenarios. Compared with KCF, the suggested
tracker improves tracking accuracy by utilizing CNN features and trajectory compensation
correction. Given that the original KCF tracking accuracy is low and the results are not



Remote Sens. 2022, 14, 777 17 of 23

appealing, modifying KCF to handle various situations can significantly improve the object
tracking performance.
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To analyze our algorithm’s performance, we divide the satellite videos into two
parts: four video sequences without object occlusion and four video sequences with object
occlusion. The tracking results of the unoccluded object on the Plane1, Plane2, Car1, and
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Car2 sequences are presented in Figure 12 and Table 4. Regarding the Plane1 and Car1
sequences, our algorithm ranks first and attains better results on the AUC, success score,
and precision score metrics. Compared to the SiamRPN tracker, the proposed method
improves the AUC, success score, and precision score by approximately 7%, 6%, and 2.3%
for Plane1 and 3.3%, 4.1%, and 2.7% for the Car1 object, respectively. The SiamRPN tracker
combines the region proposal network (RPN) with a Siamese network and directly classifies
and regresses the position of K anchor points on different scales and aspect rations at the
same location, improving the object tracking accuracy. However, on the Car2 and Plane2
sequences, the SiamRPN algorithm ranks first. Nevertheless, our algorithm’s AUC, success
score, and precision score are increased by approximately 2%, 1%, and 5%, respectively, for
the Plane2 object and 4.2%, 3%, and 1% for the Car2. Thus, the developed algorithm does
not differ substantially from the SiamRPN tracker in terms of performance and robustness.

Table 4. The object tracking results of all video sequences. Employing AUC, success score, and
precision score to determine the best tracker. The bold-digital denotes the optimal results.

Video
Datasets Evaluation Metrics Ours KCF CSK TLD DSST HCF SiamFC SiamRPN

Plane1

AUC (%) 79.8 67.6 62.5 37.5 68.0 72.0 70.8 72.8
Precision score (%) 99.0 88.6 77.4 30.2 94.3 97.3 94.6 96.7
Success score(%) 100.0 86.0 74.0 25.0 93.0 97.0 93.0 94.0

FPS 14 95 106 13 76 21 16 13

Plane2

AUC(%) 75.3 59.2 55.0 36.8 67.1 70.4 72.7 77.3
Precision score(%) 82.0 51.0 49.0 9.0 64.0 69.0 73.0 87.0
Success score(%) 98.0 85.0 83.0 11.0 89.0 91.0 97.0 99.0

FPS 15 90 91 21 86 34 12 9

Car1

AUC(%) 73.9 54.9 28.8 17.6 58.0 65.0 63.0 70.6
Precision score(%) 97.3 83.9 36.0 21.4 90.1 85.7 90.2 94.6
Success score(%) 91.6 59.8 36.0 21.4 74.8 76.8 77.7 87.5

FPS 22 89 97 19 63 28 20 19

Car2

AUC(%) 71.0 54.2 46.5 0.7 60.3 65.9 67.8 75.2
Precision score(%) 89.0 77.0 54.0 1.0 83.0 84.0 87.0 90.0
Success score(%) 88.0 73.0 49.0 17.2 79.0 81.0 87.0 91.0

FPS 14 105 112 23 95 19 13 10

Car3

AUC(%) 69.6 26.9 18.6 0.2 40.9 16.7 34.9 39.9
Precision score(%) 86.3 21.4 8.2 0.2 49.1 0.7 33.6 52.6
Success score(%) 89.5 25.0 11.8 2.3 51.6 7.7 43.4 49.7

FPS 26 78 84 35 62 22 20 15

Car4

AUC(%) 74.3 40.2 30.3 0.4 45.6 45.7 43.7 54.3
Precision score(%) 86.3 36.9 35.8 0.4 54.5 42.9 54.5 68.7
Success score(%) 97.6 58.8 37.4 4.3 56.9 60.6 60.8 56.9

FPS 22 89 82 33 80 22 18 15

Car5

AUC(%) 70.6 66.5 47.1 0.3 62.6 67.1 62.6 55.8
Precision score(%) 85.2 77.1 34.6 0.3 68.8 73.7 75.5 67.0
Success score(%) 91.9 75.4 18.0 5.7 81.2 81.8 82.2 74.7

FPS 24 114 108 29 100 33 21 17

Car6

AUC(%) 70.0 36.7 9.6 2.9 40.2 36.5 39.3 30.6
Precision score(%) 90.8 41.8 8.2 0.4 47.9 32.4 47.9 32.0
Success score(%) 98.2 47.2 9.6 0.3 53.2 46.6 52.1 38.8

FPS 28 89 94 24 81 23 16 12

Overall, the SiamRPN algorithm performs poorer than our method because it is
trained offline, the model parameters are not updated online, and the number of anchor
points at the same position should be designed to be large enough. The latter undoubtedly
increases the number of network parameters and generates a large number of negative
samples, resulting in unbalanced positive and negative samples, slightly lowering the
tracking accuracy of SiamRPN compared to the suggested algorithm. Another reason is
that when the target rotates, the traditional object tracking algorithms cannot resist this
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change and still update the original trajectory, generating errors and causing the object
tracking bounding box to drift, significantly reducing tracking accuracy. The SiamRPN
algorithm uses multiple anchor points and scales to overcome these changes and achieve
appealing tracking results.

The remaining four video sequences (Car3, Car4, Car5, and Car6) involve occluded
object sequences. Many classical tracking algorithms cannot continue tracking the object
when the moving object is occluded, while only our algorithm still tracks the object. This
may be because the classical tracking algorithms cannot deal with long-time object occlusion
and thus track the wrong object, eventually losing the object. In contrast, our algorithm
combines the Kalman filter with occlusion detection to determine whether the object is
occluded. When the object is occluded, we no longer utilize the KCF algorithm to track
the occluded object and employ the adaptive Kalman filter to track the occluded object by
manually setting the noise covariance Q and R values, which are initially set to 2 and 0.01,
respectively. The precision score, success score, and AUC of various tracking algorithms
are illustrated in Figures 12 and 13 and Table 4. The analysis of the above observations
indicates that since our algorithm can solve the problem of occluded objects, it can track the
object when it re-appears. This is why it has a high tracking accuracy, while the competitor
algorithms have lower tracking results and lose the object due to occlusion.

In summary, objects in satellite videos easily encounter occlusion due to their small size
and large image width, with the object occlusion problem being a significant difficulty in
object tracking. Thus, solving the object occlusion problem is the key to successful tracking,
while for the unoccluded case, the object is tracked according to the original method.

4.3.2. Qualitative Evaluation

This section chooses three representative trackers for qualitative evaluations against
our proposed method, as presented in Figure 14, where the tracked objects are planes and
vehicles. Figure 14 indicates that the selected four trackers show different tracking results
on the Plane1, Plane2, Car1, and Car2 sequences, where all objects are unoccluded. On the
Plane1 and Plane2 sequences, our method and the SiamRPN tracker achieve good tracking
results. In frame 34 (Plane1) and frame 53 (Plane2), we observe that the selected four
trackers can accurately track the object in Figure 14, while in frame 89 (Plane1) and frame
82 (Plane2), the KCF and SiamFC tracker present some tracking drift but can still track the
object. As the object continues to move, our method and the SiamRPN tracker continue
to track the object for the rest of the moving process, while the other two trackers present
a significant drift and eventually lose the object. In frame 213 (Plane1) and frame 251
(Plane2), the object in the Plane2 sequences has a complex background with some similar
interferences in the surroundings, increasing the tracking difficulties.

Our method has similar interferences in the surroundings, increasing the tracking
difficulties. Our method can track the object because we extract multiple objects’ features
and then compensate and correct the object’s motion trajectory. The objects in the Car1 and
Car2 sequences are both moving vehicles. Regarding the Car2 sequences, due to the change
of the object motion direction, all trackers except for SiamRPN suffer from bounding box
drift, and thus SiamRPN can continue to track the object accurately, probably because
SiamRPN employs the multi anchor points method, which can resist the object from short
rotation within a short period.

Considering the Car3, Car4, Car5, and Car6 sequences, all objects are occluded by the
bridge, and our tracker is the only one that continues tracking the object without losing
it. When the object is occluded, the adaptive Kalman filter in our method predicts the
object position in the next frame by automatically increasing the covariance noise R and
decreasing the covariance Q. When the target occlusion ends, our method can immediately
re-track the target. Opposing, the other trackers cannot handle the occlusion problem and
are unable to predict the object’s position, so when the target is occluded, the target is lost,
resulting in tracking failure.
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In conclusion, the visual tracking results show that our method can solve the problem
of short-time target occlusion and is suitable for satellite video targets with complex
backgrounds and fast movements, improving the object’s tracking accuracy.

5. Conclusions

We design a novel tracking algorithm that improves the robustness and tracking
accuracy of object tracking in satellite video under complex background and object occlu-
sion. Our method relies on a correlation filter embedding a fusion strategy and a motion
trajectory correction scheme. The developed technique enhances the features’ effective rep-
resentation by extracting depth features and utilizes an improved Kalman filter to mitigate
the tracking drifts in satellite videos through trajectory compensation and correction.

For the experiments, we choose eight satellite videos. Considering tracking moving
vehicles and planes, our proposed algorithm affords a better tracking performance against
current tracking algorithms, solving the problem of object occlusion. Compared with the
SiamRPN tracking algorithm, the tracking accuracy of our method is slightly lower in some
cases but still affords a good tracking performance.

The applications related to video satellites will become more and more widespread,
and object tracking in satellite videos will gradually develop depending on the various
needs. However, despite current methods affecting object tracking, additional work and
innovation are acquired to improve accuracy, robustness, and object tracking performance.
Although our method can solve the problem of low object tracking accuracy or tracking
failure in satellite videos with complex backgrounds and object occlusion, there are some
limitations. Firstly, suppose the object has been occluded before the adaptive Kalman filter
converges. In that case, the prediction of the KCF tracker is not accurate when the object is
occluded because the Kalman filter has not yet converged, which will result in low accuracy
of the object tracking results or even tracking failure. Secondly, using hand-crafted features
(HOG features) and depth features for object tracking is more computationally intensive
and difficult to achieve real-time tracking on satellites. It would be very meaningful to
design a robust feature with less computational complexity so that it is possible to track
objects in real-time on satellites. Future work shall focus on object rotation and scale
variation problems to improve object tracking accuracy further.
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