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Abstract

:

Visual Simultaneous Localization and Mapping (VSLAM) is a prerequisite for robots to accomplish fully autonomous movement and exploration in unknown environments. At present, many impressive VSLAM systems have emerged, but most of them rely on the static world assumption, which limits their application in real dynamic scenarios. To improve the robustness and efficiency of the system in dynamic environments, this paper proposes a dynamic RGBD SLAM based on a combination of geometric and semantic information (DGS-SLAM). First, a dynamic object detection module based on the multinomial residual model is proposed, which executes the motion segmentation of the scene by combining the motion residual information of adjacent frames and the potential motion information of the semantic segmentation module. Second, a camera pose tracking strategy using feature point classification results is designed to achieve robust system tracking. Finally, according to the results of dynamic segmentation and camera tracking, a semantic segmentation module based on a semantic frame selection strategy is designed for extracting potential moving targets in the scene. Extensive evaluation in public TUM and Bonn datasets demonstrates that DGS-SLAM has higher robustness and speed than state-of-the-art dynamic RGB-D SLAM systems in dynamic scenes.
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1. Introduction


Simultaneous localization and mapping (SLAM) [1] is a crucial technology to achieve the autonomous perception of intelligent robots for applications such as augmented reality, indoor navigation, and autonomous vehicles [2,3,4]. It enables the robot’s positional estimation and scene construction in unknown environments by analyzing its onboard sensors. Visual SLAM [5] uses the camera as the primary sensor, which has the advantages of low cost, easy installation, and rich environmental information. Due to the increasing amount of attention from scholars in the past few decades, many VSLAM systems with good performance have been developed, such as LSD-SLAM [6], DSO [7], and ORB-SLAM2 [8].



Although existing VSLAM systems have achieved successful performance in some cases, there are still some problems to be solved. For example, most VSLAM algorithms rely heavily on the static world assumption. In this assumption, the environment is static, and the change of field of view only comes from the camera’s motion, which limits its applicability in the real world. Dynamic objects such as moving people, animals, and vehicles will lead to many incorrect data associations, which will further have severe negative impacts on pose estimation and scene construction. The effect of dynamic feature points can be reduced using methods such as bundle adjustment (BA) [8] or Random Sample Consensus (RANSAC) [9]. However, the static area must account for most of the scene, which is not necessarily satisfied in the real world. For example, in crowded places, dynamic objects tend to occupy more areas, which will cause the algorithm to fail. Therefore, improving the robustness of visual SLAM algorithms in dynamic environments remains a considerable challenge.



The critical problem of dynamic SLAM is to segment dynamic objects in the environment and determine the correct data association. We classify dynamic SLAM solutions into two classes: geometry-based methods [10,11,12,13,14,15,16,17,18,19] and semantic-based methods [20,21,22,23,24,25,26,27,28,29,30,31]. Geometry-based approaches detect dynamic objects in a scene by constructing multiple sets of geometric constraints. However, they ignore the potential motility of the target, which leads to the missed detection of moving targets. Semantic-based approaches detect and remove dynamic targets from the environment by instance segmentation networks. Although such algorithms have good performance in dynamic target segmentation, there are two main problems. Most semantic-based dynamic SLAM algorithms perform instance segmentation for each frame, which consumes many computing resources and is not suitable for real-time and small robot applications. On the other hand, the instance segmentation network can only detect potential moving targets with prior knowledge and cannot judge their actual moving properties.



To address these issues, we extend the work of ORB-SLAM3 and propose a fast and robust dynamic RGB-D SLAM system (DGS-SLAM) based on the combination of geometric models and semantic information. The main contributions of this paper are summarized as follows:




	
A dynamic object detection algorithm is proposed to decrease the impact of dynamic objects on camera ego-motion estimation. It combines the geometric motion information of the current frame and the potential motion information of the historical semantic frames to adaptively segment of dynamic objects.



	
A semantic segmentation module based on the semantic frame selection strategy is designed. It can provide enough potential motion information when the scene and dynamic objects change, and it significantly reduces the computational cost of the system.



	
Extensive experiments are carried out on public TUM and Bonn datasets with state-of-the-art dynamic SLAM methods. The experimental results show that DGS-SLAM has competitive localization accuracy and runtime results.








The rest of this paper is organized as follows: Section 2 discusses related work. Section 3 introduces our proposed system in detail. Section 4 details the experimental process and comparative analysis of the experimental results. Section 5 discusses the experimental results. Finally, we conclude our work and present future research directions in Section 6.




2. Related Work


2.1. Visual SLAM


The main task of VSLAM is to solve the camera position and construct the scene graph by pixel matching of image sequences. After more than a decade of development, many practical open-source SLAM algorithms have emerged. MonoSLAM [32] uses the Extended Kalman Filter (EKF) [33] as the back-end to track sparse feature points on the front-end, but MonoSLAM has only a single thread and can only handle a limited number of sparse features. In the same year, Klein et al. proposed the first keyframe-based visual SLAM system PTAM [34]. PTAM proposed a dual-threaded architecture of tracking and mapping, which realized parallel processing of camera trajectory tracking and environment map construction. Meanwhile, bundle adjustment is used to obtain higher localization accuracy. The ORB-SLAM2 [8] system proposed by Mur Artal et al. is one of the most well-known SLAM systems. It extends the algorithm framework of PTAM and adds a loop closure thread on the basis of tracking and local mapping threads, which effectively reduces the cumulative error. ORB-SLAM2 improves and optimizes feature point extraction and keyframe selection, which has good operation efficiency and stability. Based on ORB-SLAM2, ORB-SLAM3 [35] tightly integrates visual and inertial information and adds a multiple map system (ATLAS [36]), which can work in real-time in various environments. However, these methods cannot distinguish between static and dynamic targets in the scene, which can cause VSLAM systems to degrade the accuracy of localization and map building due to incorrect data association. Therefore, further research is necessary to explore visual SLAM algorithms in dynamic environments.




2.2. Geometry-Based Dynamic SLAM


The main idea of geometry-based approaches is to use robust weighting functions or motion consistency constraints to reject outliers and improve localization accuracy. Kim et al. [17] eliminated outliers by estimating the nonparametric background model of depth scenes and realized camera motion estimation based on the background model. Li et al. [16] proposed a frame-to-keyframe edge-based RGB-D SLAM, which adds the static weights of the foreground edge points of the keyframe to the Intensity Assisted Iterative Closest Point method (IAICP) to calculate the current frame pose. Sun et al. [12] proposed an RGB-D-based online motion removal method. This method constructs and incrementally updates the foreground model and uses the optical flow method for tracking. In addition, they [19] extended their previous work by using optical flow to identify and remove dynamic feature points with RGB images as the only input. Staticfusion [15] realizes static background reconstruction by simultaneously estimating the camera motion as well as a probabilistic static segmentation. Dai et al. [14] proposed establishing Delaunay triangulation and comparing the changes of triangle edges in adjacent frames to determine the correlation of feature points to distinguish dynamic and static map points.



Geometry-based methods improve the performance of existing systems to a certain extent and often have a faster speed. However, they lack semantic information and cannot detect moving targets using prior knowledge of the scene. The robustness of geometry-based methods in dynamic scenes is often lower than that of semantic-based SLAM.




2.3. Semantic-Based Dynamic SLAM


Semantic-based dynamic SLAM methods use a deep learning network to segment the input image and obtain each target’s mask and semantic label. Then potential targets in the scene are removed based on the semantic information in a single image frame. To improve the stability of dynamic object recognition, most semantically-based dynamic SLAMs perform instance segmentation for each input frame. For example, DS-SLAM [29], based on ORB-SLAM2 and SegNet [37], uses polar line constraints to make motion consistency judgments on other semantic segmentation targets. This system only considers predefined dynamic objects, such as persons. DynaSLAM [30] combines Mask R-CNN [38] and multi-view geometry for dynamic object detection in the RGB-D data and implements background inpainting. However, its multi-view geometry algorithm suffers from the region growing algorithm, which takes much time to detect dynamic objects if there are many dynamic points in the scene. VDO-SLAM [31] jointly computes and optimizes camera pose, dynamic and static points, and pose of moving objects and uses dense optical flow to maximize the number of tracking points on moving objects. However, its need instance segmentation and optical flow tracking for each frame cause it to be processed only offline.



Some approaches use a keyframe-based semantic segmentation strategy to improve the algorithm’s operational efficiency. For example, Detect-SLAM [28] integrates ORB-SLAM2 with a single-shot multibox detector (SSD) [39] to make the two functions mutually beneficial. It detects only the moving objects in keyframes and performs moving probability propagation by feature matching in the tracking thread. RDS-SLAM [23] proposes a non-blocked model to update and propagate semantic information through moving probability, which can realize real-time tracking of dynamic scenes. Although these methods can achieve faster operation, they rely too much on the instance segmentation results of keyframes, and no corresponding semantic segmentation frame selection strategy is designed for the characteristics of dynamic environments.





3. Methods


An overview of DGS-SLAM, which is implemented based on the RGB-D mode of ORB-SLAM3, is illustrated in Figure 1. When a new frame is acquired, our system will start to complete the scene’s motion segmentation and camera ego-motion estimation. First, we use the dynamic object detection module to efficiently segment the motion objects in each frame based on the geometric motion information of the current frame and the potential motion information of the historical semantic frames. Second, the current frame pose is computed by an improved tracking module. After that, we input the current frame into the semantic segmentation module for judgment. If the semantic frame selection strategy is satisfied, the potential motion information in the semantic frames is extracted using a lightweight deep learning network. Finally, the back-end optimization and loop closing modules of ORB-SLAM3 are used to maintain the current map. Compared to the original ORB-SLAM3, we modified the tracking thread and added the following two modules:




	1.

	
Dynamic object detection module: First, we compute the initial pose of the current frame using the coarse tracking algorithm. Second, we use the K-means algorithm to perform spatial clustering and then build a residual model of the clustering results. Finally, we combine the semantic information of the prior dynamic objects and the residual distribution of the current frame to calculate an adaptive threshold to complete the motion segmentation of the scene.




	2.

	
Semantic segmentation module: The semantic segmentation module first makes a judgment on the input frames. If it is a semantic frame, instance segmentation is performed, and the semantic label and mask of the potential dynamic objects are input to the dynamic object detection module.
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Figure 1. Overview of DGS-SLAM. 






Figure 1. Overview of DGS-SLAM.
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3.1. Dynamic Object Detection Module


The instance segmentation network can detect motion objects labeled in the training set. However, relying only on semantic segmentation results will have two problems. On the one hand, some moving objects, such as balloons, tables, and chairs, are not priori dynamic objects and cannot be recognized by the semantic detection module. On the other hand, there are stationary cars or people in scenes with low dynamics. The semantic network cannot judge their real motion properties, leading to incorrect segmentation of dynamic objects, thus reducing the number of feature points and the localization accuracy. To this end, we design a dynamic object detection module by combining geometric motion information and potential motion information to achieve segmentation of dynamic objects in the scene.



The flowchart of the dynamic object detection module is shown in Figure 2. First, we use the depth and spatial information-based K-means clustering algorithm for clustering segmentation of depth images. The motion segmentation problem of image pixels can be transformed into the motion segmentation of clusters. Second, we calculate the initial pose of adjacent RGB images using coarse tracking. Then the residual model is built based on the initial pose of the camera, the spatial correlation of the clusters, and the continuity of the motion. Finally, the adaptive threshold is calculated based on the residual distribution of the current frame and the instance segmentation results of the historical semantic frames to realize the motion segmentation of the scene. The dynamic object detection module can not only integrate geometric and semantic information but also run alone without semantic information input.



3.1.1. Scene Clustering


Many current scene segmentation methods use pixel-wise segmentation. However, they lack the spatial correlation of the overall region, which easily generates noise and reduces the segmentation accuracy. Compared with pixel-wise segmentation, the spatial clustering approach has two advantages. On the one hand, each cluster can be viewed as a rigid body, thus transforming pixel-level non-rigid scenes into cluster-level rigid scenes. On the other hand, spatial clustering prevents false detection caused by single-point measurement noise and dramatically simplifies the complexity of motion segmentation. Therefore, we segment each new depth image into K clusters using the K-means algorithm, where points close to each other in 3D space are grouped together. First, we generate 3D point coordinates using depth values and inverse projection functions. Then K points are randomly selected as the center of mass of the initial clustering. By calculating the distance between each 3D spatial point and the cluster center, the belonging relationship is judged. Finally, several iterations are repeated until the position of the center point does not change, and the segmentation of the spatial scene is completed (Figure 3).




3.1.2. Residual Model


If the camera is stationary in dynamic scenes, the motion segmentation problem becomes very simple. However, the camera is often in motion, and the overall scene is clearly in motion, making it hard to identify dynamic objects directly. To achieve dynamic object detection, the initial pose of the current frame needs to be computed to determine which clusters follow the motion pattern of the camera and which clusters do not. Therefore, we perform coarse tracking of the system to calculate the initial pose of the current frame. According to the motion model, we project the static feature points in the previous frame to the current frame to find the matching points and minimize the reprojection error to optimize the initial pose    T  cc − 1    . As shown in Figure 4, the original ORB matching establishes many incorrect correspondences on the human body, which provides unstable data association for camera tracking. In contrast, coarse tracking uses only the static feature points of the previous frame, which reduces the influence of dynamic objects on the positional computation and makes the initial positional    T  c c − 1     with high accuracy, which is helpful for subsequent motion segmentation of the current frame.



To identify the dynamic and static parts of the scene, motion segmentation needs to be performed according to the residual of the cluster. Therefore, we established a residual model to calculate the residual of each cluster:


  r =  r D  +  r S  +  r P   



(1)




where    r D    is the data residual,    r S    is the spatial residual, and    r P    is the priori residual.



The data residual    r D    is the most important part of the residual model. As shown in Figure 5, the initial camera pose    T  cc − 1     calculated by coarse tracking transforms the projection of feature points from the previous frame to the current frame (yellow points). Due to noise and initial pose errors, the static projection point and the matching point (green point) often do not coincide, but their distances and directions are usually similar (green arrows). However, the projection points corresponding to the dynamic points (red points) are significantly different from the matching points in both size and direction (red arrows) from the static points. The dynamic regions in the image can be determined based on this information, so we construct the data residual term    r D   :


   r D  =  r Z  +  α i   r I   



(2)




where    r Z    and    r I    represent the pixel depth and intensity residual, respectively.    α i    is the weight to balance the contribution of depth residuals and intensity residuals. The depth residual    r z i    and intensity residual    r I i    of cluster    c i    can be calculated, respectively, as:


   r z i  =  1  n   ∗    Z ¯      ∑   j ∈  c i   n  ||  Z    p j    −  ||  T  cc − 1    π  − 1      p  j − 1   , Z    p  j − 1        | z  |  | 2   



(3)






   r I i  =  1 n    ∑   j ∈  c i   n  ||  I    p j     −  1 (   p  j − 1    ) |  | 2    



(4)




where    p  j − 1   ∈  ℝ 2    is the pixel coordinate of the previous frame, and current frame pixel    p j    is the projection point of    p  j − 1    .   Z ¯   is the average depth of    c i   , n is the number of pixels in    c i   , and   | ∗  | z    represents the Z coordinate values of the 3D points.   Z  x  ∈ ℝ   and   I  x  ∈ ℝ   represent the depth and intensity of pixels, respectively. Intensity is converted from the color image (0.299R + 0.587G + 0.114B), and depth is from the depth image. The function    π  − 1    :     ℝ 2  →  ℝ 3    projects 2D point   p =   u , v     to 3D point   P =   X , Y , Z     according to the pinhole model as follows:


  P =  π  − 1     p , Z   =     u −  o x   f  ,   v −  o y   f  , Z    



(5)




where      o x  ,  o y      is the camera principal point.



In theory, if the initial pose    T  cc − 1     is accurate, then static objects have low depth and intensity residuals, while moving objects have high residuals. Dynamic targets can be detected based on the data residual. However, in practice the process is much more complicated because data residual is not always a good metric to evaluate precise image alignment. Therefore, we borrow and improve the idea of Jaimez’s method [15] and add spatial residual.



The purpose of spatial residual    r S    is to encourage contiguous clusters of the same object have similar segmentation results. As shown in Figure 6, the person is divided into several adjacent clusters after K-means clustering, but they may have similar motion states. Therefore, we build the connectivity graph by determining the clusters’ spatial connectivity status and correlation, which assists in computing the spatial residual    r S   . The specific steps are as follows:




	
Statistically analyze the spatial connectivity of the clustering and compute the average depth difference   Δ  Z ¯    of the boundary pixels of each pair of neighboring clusters as:


  Δ    Z i   ¯  =  1 n    ∑    k = 1   n  Z    C i k     - C   j k       



(6)




where    C i k    and    C j k    are the neighboring clusters and n is the number of neighboring cluster boundary pixels. Z(x)∈R represent the depth of pixels.



	
Compare   Δ    Z i   ¯    with the threshold value   Δ  Z t   . If   Δ    Z i   ¯    is less than   Δ  Z t   , the two clusters are spatially correlated. Then we can build the connectivity graph as shown in Figure 6. Finally, based on the connectivity graph, the spatial residual    r R i    of cluster    c i    is calculated as:


   r R i  =  λ R    ∑   j = 1  K   G  ij      r D j  −  r D i     



(7)




where K is the number of spatially connected clusters to the cluster    c i   .    r D i    and    r D j    are the data item residuals of clusters i and j, respectively.    G  ij     is the clustering correlation function: it is equal to 1 when clusters i and j are spatially correlated and is 0 otherwise.










[image: Remotesensing 14 00795 g006 550] 





Figure 6. The process of building connectivity graph.    C 1    to    C 6    are the clusters after K-means clustering. The table on the right shows its connectivity graph. The blue cells indicate that two clusters have spatial connectivity, and the purple cells indicate that two clusters have spatial connectivity and spatial correlation. 






Figure 6. The process of building connectivity graph.    C 1    to    C 6    are the clusters after K-means clustering. The table on the right shows its connectivity graph. The blue cells indicate that two clusters have spatial connectivity, and the purple cells indicate that two clusters have spatial connectivity and spatial correlation.
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In addition, we believe that the objects in the scene always tend to keep the previous motion state in a shorter period, so we add the a priori residual term    r P   .    r P    contains two parts: the residual    r  i − 1     of the previous frame and the residual    r S  i − 1     of the corresponding region in the semantic mask of the previous frame. The priori residual    r P i      of cluster    c i    is defined as:


   r P i  =    λ T   n    ∑   j ∈  c i   n     r  i − 1      p  j − 1     +  r S  i − 1      p  j − 1     −  r D i     p j       



(8)




where    p  j − 1     is the pixel coordinate of previous frame,    p j    is the is the projection point of    p  j − 1     in current frame, n is the number of pixels in    c i   . If previous frame is semantic frame and    p  j − 1     is included in the semantic mask,    r S  i − 1      p  j − 1     = 0.3  , else    r S  i − 1      p  j − 1     = 0  .




3.1.3. Scene Motion Segmentation


As shown in Figure 7, the residual gray graph generated by the residual model shows that the residual values of static and dynamic objects are significantly different. Because the motion of the dynamic object itself is independent of the camera, it has a high residual. The residual of static objects is usually small or close to zero. However, the residual distribution is not always the same in different scenarios, so it is difficult to divide the high and low residuals through a fixed threshold. Therefore, we design an adaptive threshold algorithm to realize scene motion segmentation.



Considering the residual distribution of each cluster and the semantic information of the instance segmentation, we define the adaptive residual threshold T as:


  T =    α T   C  +   1 − α    T S   



(9)




where    T C    is a residual distribution threshold calculated based on the residual distribution of the current frame, and    T S    is a semantic residual threshold calculated based on the weighting of historical semantic frames. α serves to balance the current frame and historical semantic frames. A higher value implies more sensitivity to the current segmentation result. Otherwise, it indicates more consideration of historical information from semantic detection. In our experiments, we set α = 0.7. Because semantic detection is unreliable in some scenes, it is easy to treat stationary people or cars as dynamic objects, thus lowering the threshold to misclassify other static objects as dynamic.








	A.

	
Residual Distribution Threshold    T C   









Figure 8 shows an example histogram of the residual distribution for a highly dynamic scene. The residual distribution consists of two distinct peaks corresponding to the residuals in the static and dynamic regions. If the trough between the two peaks can be identified as a threshold, the two types of objects can be easily separated. However, the residual distribution is often discontinuous, with spikes and jitter, making it difficult to calculate an accurate cutoff point. We extend the idea of the Otsu [40] method to segment the histogram of residual distribution for each frame, which is used to calculate the residual value    T C    between the dynamic objects and static objects. The specific calculation process is as follows:








	
Compute the normalized residuals histogram. Assume that the initial threshold    T 0    divides the histogram into two parts, namely dynamic objects D and static objects S. Let    n i    be the number of pixels in cluster I,    N S    be the number of static object pixels,    N D    be the number of dynamic objects pixels, and K be the number of image clusters. Then, the normalized value    p i    is










    p i  =    n i     N S    .   



(10)












	
Calculate the pixel ratio    ω s    and the average residual value   m  S    for static objects in the range [0, k]:










    ω s  =    ∑  i ∈ S    n i     N S  +  N D      



(11)






   m  S  =   ∑   i ∈ S    r i  ∗  p i    



(12)












	
Calculate the global average residual    m H   :










    m H  =   ∑   i = 1  K   r i  ∗  p i    



(13)












	
Calculate the inter-class variance between dynamic and static objects:










    σ 2  =  ω s  ∗     m  S  −  m H     2  +  ω d  ∗     m  D  −  m H     2    



(14)












	
The threshold    T C    is the value of k that maximizes    σ 2   :










    T C  =  argmaxσ 2     k    



(15)
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Figure 8. Example of a residuals histogram in a highly dynamic scene. 






Figure 8. Example of a residuals histogram in a highly dynamic scene.
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When the scene is static, the threshold T is calculated to be small, which will incorrectly classify some static objects as dynamic. We set the segmentation function to adjust the threshold T to suit different application scenarios.


        0.2 ,   if    T C  < 0.2        T C  ,   if    T C  > 0.2        



(16)












	B.

	
Semantic Residual Threshold    T S   









In addition, we use the semantic segmentation results to calculate the semantic residual threshold    T S    to improve the reliability of the adaptive threshold T. Instance segmentation cannot determine whether the target is moving or not, so we choose the five frames with the highest overlap to calculate    T S   . First, we traverse the semantic frame database and calculate the overlap    O i    between the semantic frame and the current frame by the rotation matrix R and the translation vector t:


   O i  = 0.7 ∗ ||  R i  −  R C  |  | 2  + 0.3 ∗ ||  t i  −  t C  |  | 2   



(17)




Second, we select the five frames with the highest overlap among them and calculate the average residual value    T S i    of the semantic maskfor each frame:


   T S i  =  1   n s      ∑   j = 1    n s     r j   



(18)




where    n s    is the number of semantic frame mask pixels. Finally, we calculate the semantic residual threshold    T s    based on the overlap weighting and average residual    T S i    of each semantic frame:


   T S  =   ∑   i = 5  5     O i  ∗  T S i     ∑  j = 0  5   O i     



(19)







We input    T C    and    T S    into Equation (9) to calculate the adaptive threshold T for the current frame. We then use T to classify the clusters of the current frame and determine their motion state:


  Status    C i    =       static ,  r i  <  T 2        unknown ,  T 2  <  r i  < T       dynamic ,  r i  > T        



(20)









3.2. Camera Ego-Motion Estimation


Through the dynamic object detection module, we can generate the mask of dynamic objects. Because the segmentation boundaries of the mask are high-gradient areas, a large number of feature points will be detected. In practice, the segmentation of object boundaries is sometimes unreliable, as shown in Figure 9. If directly applying the mask image, many dynamic feature points will be detected at the boundaries of the mask. Therefore, we dilate the mask to fill the holes and expand object boundaries.



As shown in Figure 10, after the dilation operation, we classified the feature points into three subsets based on the region’s motion state: dynamic, static, and unknown subsets. Based on the feature point classification results, we modify the tracking threads of 3. First, for the static feature of the previous frame, their matches in the current frame are found by comparing the ORB descriptor distances. Then, to reduce the influence of dynamic objects, we remove the dynamic feature points. Finally, for the remaining two types of feature points, we use static feature points to estimate the camera ego-motion. If the number of static feature points is insufficient, we also use feature points from the unknown subset. If the tracking still fails, we use feature points in the dynamic subset to guarantee camera tracking. In addition, we further optimize the camera poses by loop closing and full BA to make the pose estimation more robust and accurate.




3.3. Semantic Segmentation Module


The dynamic object detection module can segment dynamic objects without semantic information. However, when the dynamic objects of the scene or the camera pose change drastically, the geometric information alone is not sufficient to support the dynamic object detection module to segment the dynamic scene robustly in the long term. Therefore, we design the semantic segmentation module, which can perform instance segmentation when appropriate to provide the dynamic object detection module with potential motion information of the scene.



3.3.1. Semantic Frame Selection Strategy


To detect dynamic objects using semantic information, most current semantic dynamic SLAM algorithms need to extract the semantic information of each input frame, which consumes many computational resources and is difficult to run in real-time or at high speed. In addition, some dynamic SLAMs use keyframe-based semantic detection to save time. However, their keyframe extraction strategy only continues the original platform’s strategy and has not been changed for dynamic environments. Unlike them, we design the semantic frame selection strategy according to the changes of dynamic objects in the scene and the camera motion. This strategy not only ensures that there is enough prior information of dynamic objects when the scene and objects change but also greatly reduces the computing cost of the system. Our specific semantic frame selection strategy is shown as follows:




	1.

	
The static tracking points of the current frame are less than 10% of the total feature points.




	2.

	
The pixel ratio of the dynamic objects in two consecutive frames is higher than 20% of the average ratio of the previous five frames, and the dynamic objects occupy at least 10% of the scene area.




	3.

	
The average relative change in translation and rotation of the three adjacent frames is higher than 50% of the average transformation of the previous five frames. The relative changes in translation   Δ t   and rotation   Δ R   are defined as:


        Δ t = ||  t  cur   −  t  last   ||       Δ R = arccos   tr    R  cur        R  last      T    − 1  2         



(21)




where    t  cur     and    t  last     represent the current frame and previous frame translation vector, respectively;    R  cur     and    R  last     are the current frame and previous frame rotation matrix, respectively;   tr  ·    stands for the trace of a matrix.




	4.

	
No new semantic frame were generated for 30 consecutive frames.









The purpose of design strategy 1 is to improve the segmentation accuracy through semantic segmentation when the dynamic object detection module incorrectly divides static objects into dynamic objects, resulting in too few static tracking points. The condition of strategy 2 is that when the proportion of dynamic pixels in the scene increases significantly, it indicates that new dynamic objects enter the scene or some objects are changing their mobility. At this time, semantic segmentation provides motion a priori information so that the dynamic object detection module can better segment and track dynamic objects. Strategy 3 is established because when the camera rotates or translates rapidly, it may not be able to segment the scene accurately only by geometric detection, and semantic detection is needed to provide more information. Strategy 4 updates the semantic input information in the dynamic object detection module and improves the system’s robustness for long-term operation. In addition, to avoid wasting system computing resources, we do not select semantic frames within five frames after the previous semantic frame. In other cases, as long as any strategy is satisfied, the input frame is recognized as a semantic frame and performs instance segmentation.




3.3.2. Segmentation of Potentially Moving Objects


To ensure the speed and accuracy of segmentation, we choose the lightweight one-stage segmentation network YOLACT++ (You Only Look At CoefficienTs) [41,42] to segment RGB images pixel-wise and generate masks of potential moving objects. YOLACT++ is pre-trained on the MS COCO [43] dataset and can classify 80 classes of targets. Moreover, YOLACT++ has near real-time dynamic object segmentation capability and can achieve an accuracy of 34.1 mAP at 33.5 fps, which is very close to the current SOTA model.



For the objects detected by YOLACT++, we process only the potential objects among them, such as people, cars, and animals. The masks of these objects are input to the dynamic object detection module as a priori information to assist the system in the segmentation of dynamic objects (Figure 11).






4. Experimental Results and Analysis


To evaluate the effectiveness of DGS-SLAM, we conducted a series of experiments on two public dynamic scene datasets. First, we quantitatively evaluated and analyzed the semantic selection strategy of DGS-SLAM. Then, the experimental results of the system in different configurations were analyzed and compared with the original ORB-SLAM3 (RGB-D mode only without IMU) to quantify the improvement of DGS-SLAM in dynamic scenes. Finally, we marked a comparative analysis with the most advanced dynamic RGB-D SLAM methods (including semantic-based and geometry-based methods).



All experiments were performed on an AMD 5900HX laptop with 16 GB RAM and an Nvidia GPU GTX3070. For the semantic segmentation module, we used the Resnet50-FPN model pre-trained on the COCO dataset in the encoder part. For the dynamic object detection module, we down-sampled the input RGB-D image to 320*240, and the other parameters in the experiments are shown in Table 1. These parameters were determined through several experiments and experience and had some impact on the performance.



The error metrics for evaluation were the commonly-used root-mean-square-error (RMSE) of the absolute trajectory error (ATE) [44] in m, and RMSE of the relative pose Error (RPE), which comprises the translational drift in m/s and rotational drift in °/s. The ATE measures the global consistency of the trajectory, and RPE measures the odometer drift per second. We evaluated the tracking accuracy and demonstrated the performance by comparing with state-of-the-art VSLAM methods using, when possible, the results from the original papers.



4.1. TUM RGB-D Dataset


The TUM RGB-D dataset [44] consists of RGB and depth images (640x480) collected by a Kinect RGB-D camera at 30 Hz frame rate and camera ground truth trajectories obtained from a high precision motion capture system. It includes 39 indoor scene sequences, of which we selected dynamic sequences to evaluate our system. We divided these dynamic sequences into two categories: low and high dynamic sequences. The low dynamic sequences included three fr3/sitting (fr3/s for short) sequences: fr3/s_xyz, fr3/s_half, and fr3/s_xyz. In these sequences, two people sit at a table with slight body movements. The highly dynamic sequences contain four fr3/walking (fr3/w for short) sequences: fr3/w_half, fr3/w_rpy, fr3/w_static, and fr3/w_xyz. In the highly dynamic sequences, two people walk quickly around the table in the office. These sequences are very challenging for SLAM systems because dynamic objects occupy a large portion of the camera view.



First, we quantitatively evaluated the semantic frame selection strategy of DGS-SLAM. We integrated the designed semantic frame-based and the currently popular keyframe-based strategy into DGS-SLAM separately and conducted comparative experiments. The number of semantic segmentations and the ATE values for each of the two strategies are shown in Table 2. It can be seen that the DGS-SLAM based on the semantic frame strategy performed fewer semantic segmentations while obtaining lower ATE. Because the keyframe selection strategy selects frames with good quality and low overlap to represent local frames, it is intended for relocalization, loop closing, and full BA. It is not suitable as a judgment basis for performing semantic detection. In contrast, our semantic frame selection strategy was designed based on the segmentation results of dynamic object detection and the motion changes of the scene. It can provide semantic information when the segmentation results are unstable, the dynamic objects of the scene change, and the camera moves violently to maintain the system’s stable operation.



Second, we visualized the performance of DGS-SLAM in two highly dynamic sequences. As shown in Figure 12, we used an open-source measurement tool evo (github.com/MichaelGrupp/evo (accessed on 26 December 2021).) to plot the ATE distribution curves for the two highly dynamic sequences. The blue line represents the ATE of the original ORB-SLAM3, and the green line represents the ATE after eliminating the effect of dynamic objects by our method. When dynamic objects appeared in the scene, the ATE of ORB-SLAM3 increased dramatically. However, our method dramatically reduced the ATE value of the system at the same moment by removing the dynamic objects in the scene and tracking only the reliable static points.



Then, we evaluated the accuracy of the system in different configurations and compared it with the original ORB-SLAM3 (RGB-D mode only without IMU). In this case, DGS-SLAM (S) removed dynamic objects using only the YOLACT++ network for each image frame. DGS-SLAM (G) performed motion segmentation of the scene using only the geometric part of the dynamic object detection module, where the semantic input information in the residual model and adaptive thresholding was zero. DGS-SLAM combined semantic and geometric information and used all the functions of our system.



As shown in Table 3, for low dynamic sequences, our algorithm had similar accuracy as ORB-SLAM3. Because the two people in the scene had only slight movements, ORB-SLAM3 had strong robustness using a uniformized feature extraction strategy and the RANSAC algorithm to filter some outlier anomalies effectively. In addition, low dynamic motion was usually not continuous in the sequence, and the moving objects were always stationary in some frames. Therefore, the overall improvement of our method was limited. For highly dynamic sequences, the dynamic objects in the scene occupied a large proportion of the region, which could not be filtered by the original optimization strategy of the ORB-SLAM3 algorithm. In contrast, our method could remove the influence of dynamic objects in the scene on camera ego-motion estimation. Therefore, DGS-SLAM(G), DGS-SLAM(S), and DGS-SLAM all achieved significant improvements in accuracy, and DGS-SLAM combining semantic and geometric information achieved the highest accuracy. In addition, to illustrate the system improvement more visually, we plotted the ATE distribution of DGS-SLAM with different configurations versus ORB-SLAM3 for low and high dynamic sequences using the evo tool (see Figure 13).



Finally, we compared the experimental results of DGS-SLAM with the current state-of-the-art dynamic VSLAM algorithms, including the geometry-based algorithms, VO-SF [18], StaticFusion [15], and the DSLAM [14]; and the semantic-based algorithms, DS-SLAM [29], DynaSLAM [30], KMOP-VSLAM [25], and RDMO-SLAM [24]. Table 4, Table 5 and Table 6 summarize the comparison results of ATE and RPE, respectively. In low dynamic scenes, our method almost achieved the highest localization accuracy for two main reasons. One is that our system was based on ORB-SLAM3, one of the most stable VSLAM systems at present, with perfect back-end optimization and loop closing. Second, our system was different from other semantic-based methods that rely excessively on semantic segmentation network results. We only input the semantic segmentation results into the residual model and adaptive thresholding in the dynamic object detection module to assist its segmentation for dynamic objects. As shown in Figure 14, the person on the left in the scene remained stationary, and the person on the right had an upper limb swinging action. Instead of removing the whole semantic network output mask, our system removed only the motion part through the dynamic object detection module. This increased the number of reliable feature points and improved the localization accuracy.



In highly dynamic scenes, our approach outperformed most algorithms and achieved similar results to DynaSLAM. However, unlike their strategy for semantic detection, we only performed instance segmentation on semantic frames, and the other frames were dynamically segmented only by the efficient dynamic object detection module. In addition, in the dynamic object detection module, we down-sampled the input RGB and depth images to improve the computational speed. As a result, we achieved similar performance with less time and semantic information. Later we analyzed our runtime. The trajectories of DGS-SLAM and ORB-SLAM3, DynaSLAM, and RDS-SLAM in highly dynamic scenes are shown in Figure 15, which also demonstrate that our algorithm had reliable accuracy of bit pose estimation in dynamic scenes.




4.2. Bonn RGB-D Dynamic Dataset


Our second dataset used the Bonn RGB-D dynamic dataset [13], provided by the University of Bonn. This dataset acquired RGB-D images by ASUS Xtion Pro LIVE and camera ground truth trajectories with an Optitrack Prime 13 motion capture system. The Bonn dataset includes 24 highly dynamic scenes where people perform different tasks, such as carrying boxes and playing with balloons. Moreover, in some scenes, dynamic scenes occupy most of the scene, which extremely tests the robustness of the SLAM algorithm.



First, we evaluated the results of dynamic object detection. Comparing DGS-SLAM with DynaSLAM (which has the highest segmentation accuracy in dynamic SLAM), the results are shown in Figure 16. Figure 16a shows the experimenter in the scene playing a balloon with a fast-moving speed. The instance segmentation network did not detect the moving balloon and even incorrectly determined the stationary wooden box as a moving object. DynaSLAM inherits the segmentation results from the semantic detection network, and its multi-view geometry method did not detect the balloon either. However, our method only used the a priori information input from the semantic segmentation module to assist the dynamic object detection module in segmenting moving objects, which was less affected by its segmentation results. The results also showed that our method successfully detected the balloon and was not affected by the results of semantic detection network errors. Figure 16b shows the three experimenters moving rapidly in the scene, and one of them was holding a laptop computer. The moving persons were successfully detected in the mask output by the instance segmentation network, but the laptop was not detected. The laptop was not an a priori moving object but was carried by people to change its position. DynaSLAM and DGS-SLAM could not only detect the moving experimenter in the scene but also successfully detected the carried laptop by the geometric algorithm.



Then, we compared our tracing performance with counterpart state-of-the-art VSLAMs, namely ORB-SLAM3, StaticFusion, ReFusion [13], and DynaSLAM methods in the Bonn RGB-D dynamic dataset, as shown in Table 7. In low dynamic sequences, where dynamic objects occupied a small proportion of the scene, our method had limited improvement over ORB-SLAM3 and other methods. In highly dynamic scene sequences, DGS-SLAM achieved similar or better localization accuracy than DynaSLAM and substantially outperformed the other methods. However, in some sequences, DynaSLAM did not achieve robust tracking in the long term. For example, DynaSLAM lost tracking in the moving_obstructing_box and moving_obstructing_box2 sequences. In the moving_obstructing_box sequence shown in Figure 17, the moving person and the box occupied the whole scene, and the box surface was flat and lacked texture features. After DGS-SLAM and DynaSLAM deleted the dynamic area, the static feature points were not sufficient to continue tracking the camera. However, we improved the tracking strategy of dynamic SLAM so that DGS-SLAM tracked dynamic and unknown feature points to ensure continuous camera tracking after lost tracking. DynaSLAM did not take any measures to cause tracking failure. In conclusion, our method had stronger robustness than other methods while maintaining high tracking accuracy in dynamic scenes.




4.3. Running Time Analysis


To evaluate the DGS-SLAM efficiency, we counted the average running time of the different modules. Table 8 shows the total frames, semantic frames, and average running times of DGS-SLAM for some sequences on two dynamic datasets. The average running time of DGS-SLAM processing each frame fluctuated between 34 and 38 ms. Because our segmentation strategy was only instance segmentation of semantic frames, each segmentation took a lot of time. Therefore, the proportion of semantic frames greatly influenced the overall running time. For example, in highly dynamic sequences such as fr3/w_half and fr3/w_rpy, dynamic objects moved frequently and required high robustness of the SLAM system. To ensure the tracking accuracy of the camera, the semantic frame selection strategy we designed notably increased the number of semantic frames, which also increased the overall running time of the system accordingly. However, our other modules had high efficiency, and the proposed system could maintain a running frame rate above 25 Hz.



Table 9 compares the execution time of DGS-SLAM with the original ORB-SLAM3, DS-SLAM, and DynaSLAM under the same computing platform. It can be seen that DGS-SLAM had an advantage in both semantic segmentation and dynamic object detection modules in terms of computing time. In the dynamic object detection module, DGS-SLAM only determined the cluster motility instead of segmenting pixel-wise, which significantly simplified the complexity of segmentation. To further accelerate detection, we also downsampled input RGB-D images to reduce the amount of computed data. In the semantic detection module, we used the lightweight instance segmentation network YOLACT++, which could segment at 30 FPS with RTX 3070. Moreover, unlike DS-SLAM and DynaSLAM, which perform instance segmentation for all frames, we only extracted semantic information of semantic frames to assist the lightweight dynamic object detection module in segmenting each scene frame, which greatly sped up the operation of the system. Overall, the operating frame rate of the system could reach more than 25 Hz, which essentially achieved the requirement of real-time operation. Moreover, the real-time performance of DGS-SLAM could be further improved with the improvement of experimental conditions.





5. Discussion


In this paper, we propose an RGB-D SLAM system combined with geometric and semantic information, which can run fast and robustly in dynamic environments. Traditional geometry-based SLAM methods are less accurate than semantic-based SLAM methods in dynamic environments under normal conditions. However, semantic-based SLAM methods have difficulty meeting the real-time requirements of SLAM systems in terms of runtime. In this case, we innovatively design a semantic frame selection strategy and propose a dynamic object detection method based on a residual model. The system can reach a good balance between pose estimation accuracy and time efficiency. To evaluate the experiment’s reliability, we compare the performance of various SLAM algorithms with our method on the TUM and Bonn datasets. The experimental results demonstrate the strong localization accuracy and efficient system runtime of the algorithm in dynamic environments.



First, we combine data residuals, spatial residuals, and a priori residuals of geometric and semantic information to design a multinomial residual model calculation method. An adaptive residual threshold algorithm is proposed using previous residual results. The algorithm combines the weighted residual threshold of the historical semantic frame and the residual distribution threshold of the current frame, which enhances the detection ability of dynamic targets. Second, the general keyframe selection strategy in the SLAM systems is not suitable for semantic detection, while we design a semantic frame selection strategy with static tracking points, dynamic pixel occupation probability, and camera pose change threshold, taking into account the changes of dynamic objects and camera motion in the scene. The proposed method greatly reduces the computational cost and increases the robustness of the system.



In terms of robustness of localization and camera ego-motion estimation, the system’s overall performance was evaluated and validated in this paper on two dynamic datasets and compared with the most advanced algorithms based on geometry and semantics. The results for ATE and RPE are presented in Table 4, Table 5 and Table 6. DGS-SLAM obtains the most competitive experimental results for high and low dynamic sequences. In contrast to ORBSLAM3, it is based on the assumption of a static world, resulting in lower accuracy among dynamic scenarios. We propose an integrated residual model and adaptive thresholding for dynamic object detection, which substantially improves the localization accuracy and increases the robustness of the ORB-SLAM3 system in highly dynamic scenes. Compared with the most popular system DynaSLAM, which directly removes potential motion targets as dynamic regions, the proposed algorithm inputs potential motion information into the dynamic object detection module to further determine their true motion. This strategy can improve the positioning accuracy of the system. In addition, our algorithm modifies the tracking strategy of the camera to improve the system’s ability to continuously track in highly dynamic scenes compared to DynaSLAM.



In terms of computational efficiency, this paper compared the average running times of DGS-SLAM and other SLAM systems on two datasets. From Table 9, it is clear that DGS-SLAM has a great advantage in terms of computing time compared to the DS-SLAM and DynaSLAM semantic-based SLAM algorithms. In the dynamic object detection module, we only determine the motion of the clusters and do not perform pixel-wise segmentation. In the semantic segmentation module, we do not semantically segment all frames but only extract the semantic information of the semantic frames, which greatly accelerates the operation speed of the system.




6. Conclusions


In this paper, we propose a robust RGB-D SLAM system for dynamic environments. To reduce the impact of dynamic objects on camera ego-motion estimation, we design a semantic segmentation module based on semantic frames and a dynamic object detection module based on residual models. Among them, the semantic segmentation module combines the motion of the scene and the dynamic object to judge the input frames. If the semantic frame selection strategy is satisfied, instance segmentation is performed to generate masks of potential dynamic objects and input to the dynamic object detection module as a priori motion information. The dynamic object detection module first performs spatial clustering on the current frame. Then it combines geometric and prior information to build a residual model. Finally, we use the a priori motion information of the historical semantic frames and the geometric residual information of the current frame to calculate the adaptive threshold to segment the scene. In addition, we improve the tracking algorithm of ORB-SLAM3 in combination with the detection results to be able to work consistently and robustly in dynamic environments.



We performed quantitative evaluations on the challenging TUM RGB-D dataset as well as the Bonn RGB-D dynamic dataset and compared the results with other state-of-the-art dynamic VSLAM methods. The experimental results show that our method achieves state-of-the-art localization accuracy and robustness in dynamic environments while maintaining near real-time operation speed.



In future work, we plan to extend the DGS-SLAM in two directions. First, we will introduce learning-based deep clustering methods, such as PCIA [45], to further improve segmentation results. Second, we will explore the tracking and prediction of dynamic targets, which is the basis for multi-robot collaboration, virtual reality, and autonomous driving work.
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Figure 2. Flowchart of the dynamic object module. The red arrows represent the input of the semantic segmentation module, and the black arrows represent the execution procedures of the dynamic object detection module. 
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Figure 3. The input and output of K-means. (a) The input depth image. (b) The output result of K-means clustering. 
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Figure 4. Comparison of the two ORB matching strategies. (a) Camera pose tracking by original ORB matching. (b) Camera pose tracking by the static feature points of the previous frame. The red box indicates the presence of dynamic objects in the region. Coarse tracking uses only static feature points from the previous frame, reducing the effect of dynamic objects on the matching result. 
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Figure 5. The principle of data residual. We can evaluate the dynamic of feature points using camera ego-motion. 
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Figure 7. Example results of the residual model. (a) The original input RGB frame. (b) The residual grayscale graph. To visualize the residual results, we make the gray value of the maximum residual 256. The rest of the clusters calculate the corresponding gray value according to the ratio of their residuals to the maximum residual and generate the residual gray map. 






Figure 7. Example results of the residual model. (a) The original input RGB frame. (b) The residual grayscale graph. To visualize the residual results, we make the gray value of the maximum residual 256. The rest of the clusters calculate the corresponding gray value according to the ratio of their residuals to the maximum residual and generate the residual gray map.



[image: Remotesensing 14 00795 g007]







[image: Remotesensing 14 00795 g009 550] 





Figure 9. Example of mask dilation. (a) The original dynamic object mask. (b) The mask after dilation. (c) The dynamic feature points before mask dilation. (d) The dynamic feature points after mask dilation. Outliers on the boundaries of dynamic objects are removed. Features in red are dynamic features, and those in green are static features. 
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Figure 10. Classification results of feature points. The features in blue belong to unknown subset. Green features belong to static subset, and red features belong to dynamic subset. 






Figure 10. Classification results of feature points. The features in blue belong to unknown subset. Green features belong to static subset, and red features belong to dynamic subset.



[image: Remotesensing 14 00795 g010]







[image: Remotesensing 14 00795 g011 550] 





Figure 11. The input and output of YOLACT++. (a) The input RGB image. (b) The output result of YOLACT++. (c) Mask of potential moving objects. 
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Figure 12. ATE Distribution for ORB-SLAM3 (green) and DGS-SLAM (blue) on two highly dynamic datasets. (a) 1341846647–1341846664s part of the fr3/w_rpy sequence; (b) 1341846434–1341846460s part of the fr3/w_half sequence. The RGB images of blue lines show the dynamic objects in the scenes. 
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Figure 13. APE distribution for ORB-SLAM3 and different configurations of DGS-SLAM. (a) fr3/s_ static. (b) fr3/w_rpy. (c) fr3/w_static The rectangular portions represent the distribution area of 3/4 APE data, and the other portions represent the distribution area of the remaining APE data. The top of the graph (horizontal line or small black dot) indicates the maximum value of APE, and the bottom line represents the minimum. 
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Figure 14. The first row is the input RGB images. The second row is the mask output by the instance segmentation network. The third row is the feature point classification result output by DynaSLAM (red points are dynamic points, and green points are static points). The fourth row is the feature point classification result output by DGS-SLAM. 
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Figure 15. The estimated camera trajectories of different methods. (a) Results of ORB-SLAM3. (b) Results of DynaSLAM. (c) Results of RDS-SLAM (d) Results of DGS-SALM. The first row is fr3/walking_halfsphere. The second row is fr3/w_rpy. The third row is fr3/w_static. The fourth row is fr3/w_xyz. The red line refers to the difference between the ground truth and the estimated trajectory. 






Figure 15. The estimated camera trajectories of different methods. (a) Results of ORB-SLAM3. (b) Results of DynaSLAM. (c) Results of RDS-SLAM (d) Results of DGS-SALM. The first row is fr3/walking_halfsphere. The second row is fr3/w_rpy. The third row is fr3/w_static. The fourth row is fr3/w_xyz. The red line refers to the difference between the ground truth and the estimated trajectory.



[image: Remotesensing 14 00795 g015]







[image: Remotesensing 14 00795 g016 550] 





Figure 16. Example results of dynamic object detection on the Bonn RGB-D dynamic dataset. (a) The ballon2 sequence. (b) The crowd2 sequence. The first row is the input RGB images. The second row is the mask output by the instance segmentation network. The red masks in the third and fourth lines are the dynamic regions segmented by DynaSLAM and DGS-SLAM, respectively. 
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Figure 17. Example results of feature point classification on the moving_obstructing_box. 
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Table 1. Parameters of our approach used in all experiments.
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	Parameter
	Value





	Clusters Num K
	24



	Weight    α i   
	0.15



	Weight    λ R   
	0.5



	Weight    λ T   
	0.5
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Table 2. Comparison of two semantic segmentation strategies.
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Sequence

	
Total Frames

	
Strategy

	
Instance Segmentation Times

	
ATE (m)






	
fr3/s_half

	
1074

	
Semantic frame

	
169

	
0.0182




	
keyframe

	
321

	
0.0220




	
fr3/s_half

	
680

	
Semantic frame

	
29

	
0.0057




	
keyframe

	
16

	
0.0066




	
fr3/s_xyz

	
1219

	
Semantic frame

	
68

	
0.0092




	
keyframe

	
85

	
0.0107




	
fr3/w_half

	
1021

	
Semantic frame

	
141

	
0.0259




	
keyframe

	
253

	
0.0294




	
fr3/w_rpy

	
866

	
Semantic frame

	
136

	
0.0301




	
keyframe

	
226

	
0.0364




	
fr3/w_static

	
717

	
Semantic frame

	
52

	
0.0059




	
keyframe

	
110

	
0.0063




	
fr3/w_xyz

	
827

	
Semantic frame

	
85

	
0.0156




	
keyframe

	
164

	
0.0173
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Table 3. Evaluation of ATE for ORB-SLAM3 and different configurations of DGS-SLAM. The best results are highlighted in bold (m).
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	Sequence
	ORB-SLAM3
	DGS-SLAM (S)
	DGS-SLAM (G)
	DGS-SLAM





	fr3/s_ half
	0.0186
	0.0189
	0.0208
	0.0182



	fr3/s_ static
	0.0088
	0.0067
	0.0061
	0.0057



	fr3/s_xyz
	0.0084
	0.0127
	0.0102
	0.0092



	fr3/w_half
	0.3909
	0.0259
	0.0354
	0.0259



	fr3/w_rpy
	0.7159
	0.0331
	0.0608
	0.0301



	fr3/w_static
	0.0193
	0.0061
	0.0069
	0.0059



	fr3/w_xyz
	0.8251
	0.0166
	0.0209
	0.0156
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Table 4. Comparison of ATE on the TUM dataset. The best results are highlighted in bold (m).
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Sequence

	
Geometry-Based Methods

	
Semantic-Based Methods

	
DGS-SLAM




	
VO-SF

	
StaticFusion

	
DSLAM

	
DGS-SLAM (G)

	
DS-SLAM

	
DynaSLAM

	
KMOP-VSLAM

	
RDMO-SLAM






	
fr3/s_ half

	
0.180

	
0.040

	
0.0235

	
0.0208

	
-

	
0.0194

	
-

	
-

	
0.0182




	
fr3/s_ static

	
0.029

	
0.013

	
-

	
0.0061

	
0.0065

	
0.0078

	
-

	
0.0066

	
0.0057




	
fr3/s_xyz

	
0.111

	
0.040

	
0.0397

	
0.0102

	
-

	
0.0145

	
-

	
-

	
0.0092




	
fr3/w_half

	
0.739

	
0.391

	
0.0489

	
0.0354

	
0.0303

	
0.0279

	
0.176

	
0.0304

	
0.0259




	
fr3/w-rpy

	
-

	
-

	
0.1791

	
0.0630

	
0.4442

	
0.0291

	
0.049

	
0.1283

	
0.0301




	
fr3/w_static

	
0.327

	
0.014

	
0.0261

	
0.0069

	
0.0081

	
0.0064

	
0.032

	
0.0126

	
0.0059




	
fr3/w_xyz

	
0.874

	
0.127

	
0.0601

	
0.0209

	
0.0247

	
0.0163

	
0.019

	
0.0226

	
0.0156
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Table 5. Comparison of RPE in translational drift on the TUM dataset. The best results are highlighted in bold (m/s).
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Sequence

	
Geometry-Based Methods

	
Semantic-Based Methods

	
DGS-SLAM




	
VO-SF

	
StaticFusion

	
DSLAM

	
DGS-SLAM (G)

	
DS-SLAM

	
DynaSLAM

	
KMOP-VSLAM

	
RDMO-SLAM






	
fr3/s_ half

	
0.075

	
0.030

	
0.0389

	
0.0307

	
-

	
0.0285

	
-

	
-

	
0.0276




	
fr3/s_ static

	
0.024

	
0.011

	
0.0231

	
0.0099

	
0.0078

	
0.0112

	
-

	
0.0090

	
0.0082




	
fr3/s_xyz

	
0.057

	
0.028

	
0.0219

	
0.0149

	
-

	
0.0208

	
-

	
-

	
0.0134




	
fr3/w_half

	
0.335

	
0.207

	
0.0527

	
0.0501

	
0.0297

	
0.0394

	
0.070

	
0.0294

	
0.0366




	
fr3/w_rpy

	
-

	
-

	
0.2252

	
0.0857

	
0.1503

	
0.0415

	
0.065

	
0.1396

	
0.0432




	
fr3/w_static

	
0.101

	
0.013

	
0.0327

	
0.0124

	
0.0102

	
0.0102

	
0.033

	
0.016

	
0.0101




	
fr3/w_xyz

	
0.277

	
0.232

	
0.0651

	
0.0296

	
0.333

	
0.0235

	
0.026

	
0.0299

	
0.0228
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Table 6. Comparison of RPE in rotational drift on the TUM dataset. The best results are highlighted in bold (º/s).
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Sequence

	
Geometry-Based Methods

	
Semantic-Based Methods

	
DGS-SLAM




	
VO-SF

	
StaticFusion

	
DSLAM

	
DGS-SLAM (G)

	
DS-SLAM

	
DynaSLAM

	
KMOP-VSLAM

	
RDMO-SLAM






	
fr3/s_ half

	
2.98

	
2.11

	
1.8836

	
0.8099

	
-

	
0.8342

	
-

	
-

	
0.7876




	
fr3/s_ static

	
0.71

	
0.43

	
0.7228

	
0.3256

	
0.2735

	
0.3307

	
-

	
0.291

	
0.3206




	
fr3/s_xyz

	
1.44

	
0.92

	
0.8466

	
0.5897

	
-

	
0.6249

	
-

	
-

	
0.5938




	
fr3/w_half

	
6.69

	
5.04

	
2.4048

	
0.5011

	
0.8142

	
0.8839

	
1.595

	
0.7915

	
0.8848




	
fr3/w_rpy

	
-

	
-

	
5.6902

	
0.0856

	
3.0042

	
0.8788

	
1.105

	
2.5472

	
0.9213




	
fr3/w_static

	
1.68

	
0.38

	
0.8085

	
0.3001

	
0.2690

	
0.2659

	
0.627

	
0.3385

	
0.2639




	
fr3/w_xyz

	
5.11

	
2.66

	
1.6442

	
0.6431

	
0.2735

	
0.6212

	
0.689

	
0.799

	
0.6425
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Table 7. Comparison of ATE in the Bonn RGB-D Dynamic Dataset. The best results are highlighted in bold (m).
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Sequence

	
ORB-SLAM3

	
StaticFusion

	
ReFusion

	
DynaSLAM

	
DGS-SLAM






	
Low Dynamic

	
balloon_tracking

	
0.0331

	
0.221

	
0.302

	
0.0418

	
0.0321




	
balloon_tracking2

	
0.0290

	
0.366

	
0.322

	
0.0311

	
0.0277




	
kidnapping_box

	
0.0267

	
0.336

	
0.148

	
0.0296

	
0.0252




	
kidnapping_box2

	
0.0232

	
0.263

	
0.161

	
0.0240

	
0.0215




	
moving_no_box2

	
0.0319

	
0.364

	
0.179

	
0.0297

	
0.0281




	
placing_no_box2

	
0.0276

	
0.177

	
0.141

	
0.0199

	
0.0204




	
removing_no_box

	
0.0163

	
0.136

	
0.041

	
0.0166

	
0.0149




	
removing_no_box2

	
0.0202

	
0.129

	
0.111

	
0.0208

	
0.0199




	
High Dynamic

	
balloon

	
0.069

	
0.233

	
0.175

	
0.0302

	
0.0228




	
balloon2

	
0.112

	
0.293

	
0.254

	
0.0248

	
0.0244




	
crowd

	
1.41

	
3.586

	
0.204

	
0.0163

	
0.0176




	
crowd2

	
0.6027

	
0.215

	
0.155

	
0.0261

	
0.0226




	
crowd3

	
0.5243

	
0.168

	
0.137

	
0.0230

	
0.0241




	
moving_no_box

	
0.4181

	
0.141

	
0.071

	
0.0282

	
0.0180




	
moving_o_box

	
0.3901

	
0.331

	
0.343

	
LOST

	
0.2463




	
moving_o_box2

	
0.6216

	
0.309

	
0.528

	
LOST

	
0.3065




	
person_tracking

	
0.5791

	
0.484

	
0.289

	
0.0383

	
0.0609




	
person_tracking2

	
0.7681

	
0.626

	
0.463

	
0.0295

	
0.0484




	
placing_no_box

	
0.9027

	
0.125

	
0.106

	
0.1401

	
0.0158




	
placing_no_box3

	
0.1337

	
0.256

	
0.174

	
0.0670

	
0.0337




	
placing_o_box

	
0.2965

	
0.330

	
0.571

	
LOST

	
0.2403




	
removing_o_box

	
0.3741

	
0.334

	
0.222

	
0.2466

	
0.2684




	
synchronous

	
0.8284

	
0.446

	
0.41

	
0.0955

	
0.0393




	
synchronous2

	
1.2717

	
0.027

	
0.022

	
0.0065

	
0.0063
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Table 8. The total frames, semantic frames, and run time of each frame (ms).
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	Sequence
	Total Frames
	Semantic Frames
	Semantic

Segmentation
	Dynamic Object Detection
	Tracking
	Each Frame





	fr3/s_xyz
	1219
	68
	1.76
	10.08
	22.42
	34.26



	fr3/w_half
	1021
	141
	4.49
	11.77
	22.27
	38.53



	fr3/w_rpy
	866
	136
	5.19
	10.91
	21.64
	37.74



	balloon
	438
	24
	1.88
	12.68
	19.98
	34.54



	crowd2
	895
	78
	2.82
	12.75
	19.16
	34.74



	placing_o_box
	993
	56
	1.83
	12.25
	19.97
	34.06
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Table 9. Comparison of computation times on the fr3/w_halfsphere (ms).
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	Method
	Semantic Part
	Geometry Part
	Each Frame





	ORB-SLAM3
	-
	-
	23.8



	DS-SLAM
	36.63
	27.07
	63.25



	DynaSLAM
	214.67
	241.15
	499.39



	DGS-SLAM
	5.19
	11.77
	38.53
















	
	
Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.











© 2022 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).






media/file26.jpg





media/file8.jpg





media/file27.png
= &
<
—_
o
<
&
>
Q

DGS-SLAM






media/file13.png
® Static point

® Dynamic point

® Matching point
@ Projection point






media/file31.png
-
-
-
»

—

V’V@

}

T I
|

Eﬁﬁﬁﬁ}&ﬁﬁhaﬁhﬁﬁ

(a) balloon2

Mask

aSLAM

S SLAM

DGS-SLAM
A 5
4 |
=y
=)
g — ‘
1.,.
&
—‘
.‘1’
T
CORNA, o |
| “N‘
\"‘
. .
g
4
B
|
|
B
A

|
X
|
|

(b) crowd2





media/file12.jpg
® Static point
© Dynamic point
© Matching point
© Projection point






media/file18.jpg





media/file9.png





media/file14.jpg
§ (& s 5






media/file20.jpg





media/file23.png
ATE (m)

0.8

0.6

0.2

0.0

t(s)

(a)

0.8

ATE (m)

0.6

0.4

0.2

0.0

t(s)

(b)

20

— DGS-SLAM
~— ORB-SLAM3






media/file5.png
25000

20000

15000

Number

IXex

10000

=]

5000

0.0

0.2

0.4

0.6 0.8
Residuals(m)

1.0

1.4





media/file15.png
(a) Input RGB frame

(b) The Residual grayscale graph





media/file19.png





media/file28.jpg





media/file2.jpg
€ C GGG G






media/file32.jpg





nav.xhtml


  remotesensing-14-00795


  
    		
      remotesensing-14-00795
    


  




  





media/file11.png
(a) Original tracking (b) Crose tracking





media/file6.jpg





media/file24.jpg





media/file29.png
y (m]

-20 -15 -10 -05 0o a5

y [(m]

4.0

-20 -1s 10 05
x[m]

-3.18

-3.20

y[m]

-3.22

-3.24

-28

-32

(a) ORB-SLAM3

— ground truth
— estimated

-22 — difference
-24

E

>
-26
-28

-175 -150 -125 -100 -0.75 -050 -025 000 025
x[m]

y [m]

-319
-3.20
-321
E
>
-3.22
-323
-3.24
— ground truth
-26
— difference
-28
E
> as0
-32
-3‘ T Al T
-1.2 -10 ~-0.8 ~06 ~0.4

(b) DynaSLAM

— ground truth

y [m]

-28

=175 =150 =125 =100 -075 -050 -025 000 025
x[m]

y [m]

-14 -12 -10 -08 -—06 -04
x1im]

-02

=319
=320
=-3.21
E
» =3.22
-3.23
-3.24
=323
-080 -078 -076 -074 -072 070 068
im]
— ground truth
-26
— difference
-28
E
> 30
-32
-34 N -
-1.2 -10 -08 -06 -0.4

(¢) RDS-SLAM

— ground truth
— estimated

22 - difference
-24

E

~
-26
-28

-175 -150 -125 -100 -0.75 -050 -025 000 025
x[m]

-fu -6' -66 -0 4 -0'2

-319

-3.20

-321

y [m]

-322

-323

-324

-0 80 -O'II -0 76 -0 74
x1im]

— ground truth
—— difference

-28

yim]

-3.0

-32

-12 -10 -08 -06 04
ximl

(d) DGS-SLAM





media/file1.png
———

Remove Dynamic point

-

K-means

1 | [ 1 | = ] I
. ; Adaptive
Clustering | |Coarse Tracking ‘ Residual Model l ! Threshold s) l

{ Pose Optimization 1

Map point

<

Yolact++ Last fream Current fream

L Semantic Segmentation

l Potentially Moving
Objects

Tracking ~





media/file10.jpg
(a)Original tracking. (b) Crose tracking,





media/file7.png
Historical

. YOLACT++ Semantic frames
Previous Frame

Semanticframe?

l

| T.. r :
iy » Coarse Tracking s 1: Residual model > 3?::,::;3

K-Means
Clustering

Curent Frame





media/file33.png
- 2 i - —cn oo - p- - = X
- ..I." ‘
: o4

-\k} i}
' : -

- - !

¥ !

B T

- ~ MJ‘ “ 5

g [ - ! J*,‘-' “.l.\w. L AN L ESIONS f‘l‘.t‘_l-,_:

1 T > - N -7 . "






media/file16.jpg
(b) Dilated mask






media/file3.png
oD % 4

—
-

Ce
s L O

C,

Cy

.
-
0

Cq

Ca

)

Ce






media/file22.jpg
@ ®





media/file17.png
(a) Original mask (b) Dilated mask

(¢) Before dilation (d) After dilation





media/file4.jpg
Pixex Number

25000

20000

15000

10000

0.0

0.2

0.4

06 08
Residuals(m)

1.0

12

14





media/file30.jpg
p%lw*i! )&rr)hnﬂhw
------

h lz X ‘« b '4 'nm‘- Em‘ hlﬁ






media/file25.png
0.04

0.03

ATE (m)

ORB-SLAM3  DGS-SLAM(S)

(a)

DGS-SLAM(G)

DGS-SLAM

ATE (m)

1.75

1.50

1.25

0.75

0.50

0.25

0.00

ORB-SLAM3

I N

DGS-SLAM(S)

(b)

DGS-SLAM(G)

DGS-SLAM

0.20

0.15

ATE (m)

0.10

* oo oo

W INOED ¢ S S SOBWS SO

ORB-SLAM3

—_ e

DGS-SLAM(S)

(c)

DGS-SLAM(G)

DGS-SLAM





media/file0.jpg





media/file21.png
» X , ‘ 3 — /.
Ao = .
L e e
”I ’ Y
erson: 1.00
0 -
" oo '3‘.’—
i !
St ‘
Yy ook: 0.71 |
- '-}mouse °0.52 e |
A chair: 0.88
chair: 0.58 \ ,
o P
4

Il






