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Abstract: In this paper, we employ reanalysis data to systematically investigate the development
of the Indian Ocean dipole (IOD), thereby distinguishing the SST–wind causal relationship during
IOD development. The results indicate that the variations in sea surface temperature anomalies
(SSTA) are particularly important during IOD development. SSTAs over the eastern Indian Ocean
(EIO) lead to variations in Sumatran coastal winds and equatorial zonal winds, whereas SSTAs
over the western Indian Ocean (WIO) lag behind these variations. On this basis, the Community
Earth System Model (CESM) is adopted to examine the influences of different atmospheric physical
processes and model resolutions on the simulation of the IOD evolution. For this purpose, four sets of
sensitivity experiments are carried out involving two versions of the Community Atmospheric Model
(CAM4 or CAM5) and two atmospheric model resolutions (0.9◦ × 1.25◦ or 1.9◦ × 2.5◦). The CAM5
simulation experiments better capture the detailed characteristics of IOD development, especially the
wind–SST causal relationship, than the CAM4 experiments. Moreover, increasing the resolution of
the atmospheric model can effectively reduce the simulation bias, thus benefiting the simulation of
the SST–wind relationship.

Keywords: Indian Ocean Dipole; tropical air–sea interaction; CESM

1. Introduction

The Indian Ocean dipole (IOD) refers to a strong interannual oscillation of the sea
surface temperature (SST) in the Indian Ocean (IO). In the positive IOD phase, a negative
sea surface temperature anomaly (SSTA) generally occurs near the island of Sumatra
(90◦E–110◦E, 10◦S–0◦) in the eastern Indian Ocean (EIO), whereas a positive SSTA typically
occurs in the western Indian Ocean (WIO) (50◦E–70◦E, 10◦S–10◦N); the opposite behaviors
are observed in the negative IOD phase [1]. In recent decades, researchers have widely
reported that the IOD plays important roles in not only the Asian monsoon but also global
climate change. In particular, the extremely strong IOD event observed in 1997, which was
accompanied by a strong El Niño event in the same year, led to severe floods along the east
coast of Africa and drought disasters surrounding Indonesia [2], accelerating the study of
marine and atmospheric climate anomalies in the tropical Indian Ocean (TIO).

The coupling interaction between the SST and wind constitutes the core component of
the Bjerknes feedback and therefore plays a critical role in the IOD development process. A
positive IOD event is considered as an example here. When a positive IOD event occurs,
a cold-water anomaly and southeasterly wind anomalies are encountered along Sumatra
and in the southeastern TIO, respectively. These wind anomalies induce upwelling and
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tilt the thermocline, both of which cool the EIO and suppress atmospheric convection
therein. This reduction in deep convection over the EIO raises the sea level pressure,
intensifying the initial easterly winds at the surface. In the following months, the eastern
cold-water anomaly extends toward the equator along the Indonesian coast and impacts
the Walker circulation through the Bjerknes feedback [3–6]. The abovementioned easterly
wind anomalies gradually emerge in the central TIO, and the western TIO gradually warms.
Moreover, the southeasterly wind anomalies moving along the Sumatran coast are further
strengthened. After the IOD reaches its peak in October, the whole structure rapidly
collapses, and negative IOD events usually occur in the following summer and autumn [7].

One notable challenge in explaining the formation of the IOD is the forcing–response
relationship between the SST and wind at the earliest stage of IOD development, namely,
how the SSTA triggers wind generation or responds to the wind in the first place. This
important question has fascinated many researchers and resulted in numerous studies.
For example, Cai et al. (2009) [8], Iskandar et al. (2014) [9] and Feng and Duan (2017) [10]
reported that the EIO SSTA is closely related to the thermocline fluctuation and vertical
motion caused by Kelvin waves, whereas the genesis of easterly wind anomalies also inher-
ently corresponds to the thermocline fluctuation; all of these phenomena involve a series
of interactions and feedback processes between the atmosphere and ocean. Lu and Ren
(2020) [11] and Zhang et al. (2020) [12] proposed that easterly wind anomalies attributable
to changes in the interhemispheric sea level pressure gradient (between (105◦E–150◦E,
35◦S–10◦S) and (105◦E–140◦E, 10◦N–30◦N)) play an important role in the formation of IOD
events. Nevertheless, the identity of the initial triggering signal between the SST and wind
during IOD development remains unclear. Accordingly, in this study, we examine the
SST–wind relationship at the beginning of IOD development in detail and attempt to detect
the initial triggering signal, which serves as a milestone for model comparisons.

With the utilization of fast computational resources, various coupled numerical mod-
els have been developed over the past decade. Coupled models can fully consider the
interaction (including the air–sea interaction) of different spatial and temporal scales, and
ensure the consistency of the energy budget between the two systems [13,14]. Furthermore,
global and regional coupled models can better reveal the physical processes related to
air–sea interactions. Coupled models have been used in many aspects of research, such as
tropical cyclones, hurricanes, water mass genesis, El Niño-Southern Oscillation (ENSO),
IOD and so on [13,15–19].

Current state-of-the-art climate models can adequately simulate certain features and
behaviors of the IOD, such as its phase locking (the IOD peak always occurs in autumn),
asymmetry (i.e., the asymmetry of the SSTA amplitudes between the positive and negative
phases of the IOD), and period (the interval between IOD occurrences) (e.g., Yao et al.,
2016 [20]; Hua and Yu, 2015 [21]; Wang et al., 2014 [22]). However, large errors still exist
between IOD observations and the simulations using current numerical models; these errors
manifest mainly via a warming bias throughout the IO in model simulations [23,24]. In
addition, the IOD strength in most models is much greater than observed, which is thought
to be caused mainly by an overly strong Bjerknes feedback and a poor simulation of the
thermocline feedback with these models [20,25]. It is worth investigating the possible factors
responsible for these spurious simulation biases among the various physical processes
and model configurations that potentially impact IOD simulations. Yao et al. (2016) [20]
investigated the effects of atmospheric physical processes and the horizontal resolution of
atmospheric models on IOD simulations by using the Community Earth System Model
(CESM), which couples the Parallel Ocean Program (POP) and the Community Atmosphere
Model (CAM), along with other components. They mainly discussed the features of
the IOD, including its period and amplitude, but neglected to address the SST–wind
causal relationship during IOD formation. In this work, we expand the study of Yao et al.
(2016) [20] and examine the effects of atmospheric physical processes and the atmospheric
model resolution via a comparison with observations. Sensitivity experiments with the
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CESM are conducted for this purpose. Emphasis is placed on the coupling interaction
between wind and the SST, as this interaction dominates the IOD variability.

The structure of this paper is as follows: the second section briefly introduces the
model structure, experimental design and observation data. The third section describes
the relationship between the variations in the observed SST and wind fields in the TIO.
The fourth section presents the evolution of simulated IOD events in numerical CESM
experiments. The fifth section summarizes and discusses our findings.

2. Materials and Methods
2.1. Experiment

The CESM is a coupled climate model for simulating the Earth’s climate system. Its
predecessor is the Community Climate System Model (CCSM), which was created by the
National Center for Atmospheric Research (NCAR) in 1983 as a freely available global at-
mosphere model for use by the broad climate research community. The development of this
model into a fully coupled atmosphere–ocean–land–sea ice model began in 1994. At present,
the CESM is widely used in climate simulations and achieves accurate representations of
ENSO and the IOD.

CESM version 1.2 is adopted in this study. This model contains several modules,
including atmosphere, ocean, land, land ice and sea ice modules, which are connected by
a coupler (CPL7) [26]. The greatest improvement in the CESM over the previous version
(CCSM4) is the application of the latest version of its Community Atmosphere Model (CAM)
component, namely, version 5 (CAM5). The older version (CAM4) in CCSM4 adopted
parameterization schemes for deep convection, polar filtering, and the polar cloud fraction
compared with previous versions and could be run using three different dynamic schemes
(a Eulerian spectral scheme, a semi-Lagrangian scheme and a finite volume scheme) with
different resolution settings. In contrast to CAM4 in CCSM4, CAM5 in the CESM relies
on a new moist turbulence scheme, a new shallow convection scheme, new stratiform
microphysical processes, a revised cloud macrophysics scheme and a new three-mode
modal aerosol scheme. In addition, although the vertical stratification in CAM4 includes
26 layers, there are 30 layers in CAM5 [26–28].

To study the influences of different atmospheric physical processes and model reso-
lutions on IOD development, we design four CESM coupled experiments with different
CAM versions (CAM4 or CAM5) and horizontal resolutions of the atmospheric model
(0.9◦ × 1.25◦ or 1.9◦ × 2.5◦). These four groups of experiments employ POP version 2
(POP2; [29]) and the Community Land Model version 4 (CLM4; [30]); in addition, sea ice
is modeled by the Community Ice Code version 4 (CICE4; [31]), and the coupler is CPL7.
POP2 solves the 3-D primitive equations for ocean dynamics using the hydrostatic and
Boussinesq approximations. The resolution of POP2 in these experiments is 1◦ × 1◦ on a
Greenland pole grid with 60 levels in the vertical direction. Detailed information of the
experiments is provided in Table 1. All the experiments are integrated over 200 years in the
present climate state, and the last 50 years are considered for analysis in this work. The
simulation performance for the IOD in these four experiments can be found in Yao et al.
(2016) [20].

Table 1. Model configuration details in the experiment, where N denotes the number of levels.

Experiment Atmospheric
Physics Model

Resolution (Atmosphere) Resolution (Ocean)
Time Period

Horizontal Vertical Horizontal Vertical

CPL4(2◦) CAM4 1.9◦ × 2.5◦ 26 gx1v6 60 50 years
CPL4(1◦) CAM4 0.9◦ × 1.25◦ 26 gx1v6 60 50 years
CPL5(2◦) CAM5 1.9◦ × 2.5◦ 30 gx1v6 60 50 years
CPL5(1◦) CAM5 0.9◦ × 1.25◦ 30 gx1v6 60 50 years
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2.2. Observational Data

The Hadley Centre Sea Ice and Sea Surface Temperature (HadISST) is a combination
of monthly globally complete fields of SST and sea ice concentration for period from 1871
to present, which are improved on the basis of Global Sea Ice and Sea Surface Temperature
(GISST). HadISST temperatures are reconstructed using optimal interpolation technique
using both field observations in situ and the International Comprehensive Ocean Atmo-
sphere Data Set (ICOADS). The satellite data were added after the 1980s. The advanced
very high-resolution radiometer (AVHRR) data were used instead Along-Track Scanning
Radiometer (ATSR) in HadISST because the former have greater coverage and longer
record. HadISST compares well with other published SST datasets and have been widely
used in climate and oceanic sciences [32–34]. The data used in this study is the monthly
mean SST with a spatial resolution of 1◦ × 1◦ for 1948–2019.

The National Centers for Environmental Prediction (NCEP) and National Center for
Atmospheric Research (NCAR) reanalysis dataset uses a state-of-the-art analysis/forecast
system to perform data assimilation using past data from 1948 to the present. This reanalysis
dataset uses land surface, ship, rawinsonde, pibal, aircraft, satellite and other data. These
data were then quality controlled and assimilated with a data assimilation system. The
assimilated observations are upper-air rawinsonde observations of temperature, horizontal
wind and specific humidity; operational Television Infrared Observation Satellite (TIROS)
Operational Vertical Sounder (TOVS) vertical temperature soundings from NOAA polar
orbiters over ocean, cloud-tracked winds from geostationary satellites; aircraft observations
of wind and temperature, etc. The introduction of satellite data in 1979 resulted in a
significant change in the climatology, especially above 200 hPa and south of 50◦S, suggesting
that the climatology based on the years 1979–present day is most reliable. The sea surface
wind field obtained from NCEP/NCAR reanalysis dataset with a resolution of 2.5◦ × 2.5◦

for 1948–2019 is used in this study, which has also been widely used in atmospheric and
oceanic research [34–37]

2.3. Methods

Singular value decomposition (SVD) is a numerical technique used to diagonalize
matrices in numerical analysis. In this paper, SVD is mainly used to extract the relationship
between multiple element fields, detecting the correlation modes of two element fields.

Denoting two matrices by X and Y, with dimensions m × p and p × n, respectively,
we can assume m > n. We compute their covariance matrix C:

C =
1
n

XYT

The C with dimensions m × n, it can be discomposed by SVD as below:

C = USVT

U : m×m; S : m× n; V : n× n

U and V are orthonormal matrices, i.e., they satisfy:

UTU = I, VTV = I

where I is the identity matrix. The leftmost n columns of U contain the n left singular vectors,
and then columns of V the n right singular vectors. U is the spatial mode corresponding to
X, V is the spatial mode corresponding to Y, the diagonal elements of S is singular values
γ [38].
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3. Observed Evolution of the IOD
3.1. Statistical Analysis of the SST–Wind Causal Relationship

Before examining the SST–wind causal relationship during IOD events in the model
simulation experiments, we first examine the acquired observations. Here, an IOD event
is defined as the dipole mode index (DMI) in autumn taking a value greater than one
standard deviation (STD) of its long-term evolution over three consecutive months. The
DMI is defined as the difference in SSTAs between the western pole (10◦S–0◦, 90–110◦E)
and the eastern pole (10◦S–10◦N, 50◦E–70◦E). A total of 12 IOD events are selected under
this criterion from 1948 to 2019, as detailed in Table 2. Figure 1 shows the evolution of
the SSTA field (shading, unit: ◦C) and wind anomalies (vectors) during IOD development
(from occurrence to disappearance), obtained by compositing the 12 IOD events listed in
Table 1 during the period from 1948 to 2009. These plots help to compare the SSTAs and
wind anomalies during each stage of IOD development, allowing the causal relationship
between the SSTAs and wind anomalies to be probed. During boreal spring in IOD years,
a weak cold SSTA occurs in the EIO (Figure 1a), whereas the warm SSTA observed in
the WIO expands (Figure 1c), the easterly anomalies encountered in the TIO and the
southeasterly anomalies moving along the Sumatran coast are not notable (Figure 1c). In
summer (Figure 1d–f), obvious southeasterly wind anomalies occur along the Sumatran
coast, and significant easterly wind anomalies appear along the equator in August. In
autumn (Figure 1g–i), when the zonal gradient of the SST reaches its maximum and the
entire TIO is controlled by easterly wind anomalies, the IOD reaches its peak, which is
accompanied by strong coastal winds near Sumatra. In boreal winter (Figure 1j–l), the
cold SSTA in the EIO gradually dissipates, and the warm anomaly in the WIO expands
eastward. Consequently, the wind field anomaly slowly weakens, and the dipole mode of
the SSTA collapses. Throughout the entire evolution of the IOD, the interactions between
the southeasterly wind anomalies moving along the Sumatran coast and the cold SSTAs in
the EIO are considered crucial for IOD formation. Under the effect of feedback, subsequent
equatorial zonal wind anomalies can further strengthen the east–west SSTA gradient in the
TIO [7,39,40].

Table 2. SST–wind relationship during each IOD event from 1948 to 2019.

Year EIO SST
Month

WIO SST
Month

SMWI
Month

ZWI
Month

EIO SST
STD(◦C)

WIO SST
STD(◦C)

EIO SST→WIND
→WIO SST

IOD
Intensity

1961 May May July May 2.7 1.1 No 3.0 × STD

1963 Last December August Feb Feb 2.1 1.3 Yes 2.0 × STD

1967 May August June July 2.2 0.4 Yes 1.3 × STD

1972 March April July July 1.3 2.6 No 2.7 × STD

1982 Last December December July August 1.6 1.4 Yes 1.9 × STD

1987 April March June June 0.1 2.4 No 1.5 × STD

1994 March August March June 3.2 0.6 Yes 2.5 × STD

1997 May October May June 2.9 2.1 Yes 3.3 × STD

2006 June September July July 2.1 0.9 Yes 1.7 × STD

2015 June March May July 0.3 2.3 No 1.4 × STD

2018 April July May July 1.6 1.0 Yes 1.8 × STD

2019 May August July July 2.8 2.1 Yes 2.7 × STD

Table 2 The months shown in the table indicate the time when the trends of the DMI, EIO SSTA, WIO SSTA, ZWI
and SMWI reach their own maximum values. The STDs of the eastern-pole and west-ern-pole SSTAs are also
shown for each IOD event. These events meeting the aforementioned SST–wind relationship (i.e., the EIO SSTA
triggering wind anomalies and further inducing the variation in the WIO SSTA, denoted by EIO SSTA→ wind
→WIO SSTA in the table) are labeled by ‘Yes’, whereas those events not meeting the SST–wind relationship are
labeled by ‘No’. The events in which the WIO SSTA variation was more significant than the EIO SSTA variation
are labeled by red. The IOD intensity is also given in the last column in the form of multiples of one STD of DMI.
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SSTA mode, as shown in Figure 2a, whereas the first SSTA mode is the basin mode, which 
is not addressed here. Correspondingly, the second mode of the zonal wind anomaly (UA) 
is characterized by easterly wind anomalies over the entire TIO with the maximum center 
located at the equator (Figure 2b). In the meridional direction, southerly anomalies (me-
ridional wind anomaly, VA) dominate over the northeastern IO, with the maximum cen-
ter along the coast of Sumatra (Figure 2c). These results are consistent with the findings 
of previous studies [41–45]. 

Figure 1. Evolution of the SSTA field (shading, unit: ◦C) and wind anomalies (vectors) during IOD
development (from occurrence to disappearance) obtained by compositing 12 IOD events listed
in Table 1 during the period from 1948 to 2009, (a–l) represent SSTA and wind anomalies pattern
from March to February of the next year, respectively. Hachured regions indicate the areas where
the SST anomalies are statistically significant, and only statistically significant wind anomalies are
plotted. Statistical significance is tested by evaluating the difference between the composite mean
and climatological mean at the 95% confidence level.

The SST–wind causal relationship during IOD events can be analyzed with the singular
value decomposition (SVD) method. An IOD-like pattern can be found in the second SSTA
mode, as shown in Figure 2a, whereas the first SSTA mode is the basin mode, which
is not addressed here. Correspondingly, the second mode of the zonal wind anomaly
(UA) is characterized by easterly wind anomalies over the entire TIO with the maximum
center located at the equator (Figure 2b). In the meridional direction, southerly anomalies
(meridional wind anomaly, VA) dominate over the northeastern IO, with the maximum
center along the coast of Sumatra (Figure 2c). These results are consistent with the findings
of previous studies [41–45].
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Figure 2. Second singular vectors of (a) SSTA (unit: ◦C), (b) UA (unit: m/s) and (c) VA (unit: m/s)
based on SVD analysis. The black boxes in panel (a) denote the western and eastern poles of the
IOD. The green boxes in panels (b,c) denote the regions used to calculate the equatorial zonal wind
index and Sumatra meridional wind index. The second singular vector accounts for 7.8% of the total
variance. The SVD is jointly conducted by SSTA with UA and VA.

To further examine the SST–wind relationship, we chose two key areas based on
Figure 2 to define two wind indices, namely, the equatorial zonal wind index (ZWI) av-
eraged over 5◦S–5◦N and 70◦E–90◦E, which is the same as that considered in Feng and
Meyers (2003) [45], and the Sumatra meridional wind index (SMWI) averaged over 10◦S–0◦

and 85◦E–105◦E (Figure 2b,c).
Figure 3 shows the lead–lag correlations of the DMI against the ZWI and SMWI. As

shown in Figure 3a, when the DMI leads the ZWI and SMWI by 1 month, the strongest
negative and positive correlation coefficients of –0.57 and 0.51, respectively, arise with a
confidence level of 95%. The one-month lead of the DMI suggests the possibility that the
former initially triggers the latter, which promotes the formation of the IOD through the
Bjerknes feedback mechanism. For example, when a cold anomaly occurs in the EIO, an
SST zonal gradient is formed, resulting in southeasterly winds in the EIO, i.e., a positive
correlation between the DMI and SMWI. Furthermore, southeasterly winds continue to
extend toward the equator, enhancing the easterly wind anomalies and causing a negative
correlation between the DMI and ZWI.



Remote Sens. 2022, 14, 1064 8 of 20

Remote Sens. 2022, 14, x FOR PEER REVIEW 8 of 20 
 

 

Further analysis focuses on examining the relationships between these wind indices 
and the SSTAs at the two individual poles. As shown in Figure 3b, the SSTA observed in 
the EIO is positively correlated with the ZWI with a maximum correlation coefficient of 
0.35 when the SSTA leads by 2 months, which is significant at a confidence level of 95%. 
Moreover, there exists a negative correlation between the EIO SSTA and SMWI, with a 
maximum correlation when the SSTA leads by 2 months. The above analysis indicates that 
at the early stage of IOD development, the cold SSTA in the EIO is likely to be the first 
signal to emerge, which triggers wind variation via the Walker circulation. However, in 
the WIO, we find that the SSTA lags behind the ZWI and SMWI by one month with peak 
correlation coefficients of –0.39 and 0.43, respectively (Figure 3c). This indicates that the 
warm WIO SSTA is intensified by wind anomalies induced by the cold EIO SSTA, sug-
gesting a strong air–sea interaction through IOD development via oceanic forcing of the 
atmosphere and atmospheric feedback over the ocean. 

 
Figure 3. Lead–lag correlation coefficients of the DMI (a), eastern-pole SSTA (b) and western-pole 
SSTA (c) with the ZWI (blue lines) and SMWI (red lines). The yellow dotted lines indicate the 95% 
confidence level. 

Figure 4 shows the STDs of the EIO SSTA, WIO SSTA, ZWI and SMWI at the IOD 
maturity stage (from August to December). The EIO SSTA STD peaks in August, followed 
by the STDs of both the ZWI and the SMWI in October and the WIO SSTA STD in No-
vember. Because the STD can characterize the signal intensity, the temporal evolution of 
the STDs of these indices further suggests a consequential variation in the wind anomalies 
and SSTA during IOD development; in other words, the EIO SSTA triggers wind 

Figure 3. Lead–lag correlation coefficients of the DMI (a), eastern-pole SSTA (b) and western-pole
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Further analysis focuses on examining the relationships between these wind indices
and the SSTAs at the two individual poles. As shown in Figure 3b, the SSTA observed in
the EIO is positively correlated with the ZWI with a maximum correlation coefficient of
0.35 when the SSTA leads by 2 months, which is significant at a confidence level of 95%.
Moreover, there exists a negative correlation between the EIO SSTA and SMWI, with a
maximum correlation when the SSTA leads by 2 months. The above analysis indicates that
at the early stage of IOD development, the cold SSTA in the EIO is likely to be the first signal
to emerge, which triggers wind variation via the Walker circulation. However, in the WIO,
we find that the SSTA lags behind the ZWI and SMWI by one month with peak correlation
coefficients of –0.39 and 0.43, respectively (Figure 3c). This indicates that the warm WIO
SSTA is intensified by wind anomalies induced by the cold EIO SSTA, suggesting a strong
air–sea interaction through IOD development via oceanic forcing of the atmosphere and
atmospheric feedback over the ocean.

Figure 4 shows the STDs of the EIO SSTA, WIO SSTA, ZWI and SMWI at the IOD
maturity stage (from August to December). The EIO SSTA STD peaks in August, followed
by the STDs of both the ZWI and the SMWI in October and the WIO SSTA STD in November.
Because the STD can characterize the signal intensity, the temporal evolution of the STDs
of these indices further suggests a consequential variation in the wind anomalies and SSTA
during IOD development; in other words, the EIO SSTA triggers wind anomalies and
further induces the variation in the WIO SSTA, which confirms the finding from the above
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lead–lag correlation analysis. In August and September, the east–west SSTA gradient in
the IO is controlled mainly by cooling in the EIO. Due to the cooling of the EIO, deep
convection is suppressed, which impacts the Walker circulation; this series of phenomena
can generate equatorial zonal winds and Sumatran coastal winds. Subsequently, under the
action of winds, the thermocline in the EIO is uplifted to shallow depths, and upwelling
cools the EIO. In contrast, in the WIO, the thermocline deepens, and the accumulation
of warm water warms the WIO. Moreover, the increase in the east–west SSTA gradient
enhances the easterly wind anomalies over the equatorial IO, further warming the WIO.
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We also calculate the lead–lag correlations between the SSTA and the above two wind
indices; the results are shown in Figure 5. The spatial distributions of the correlation coeffi-
cients are similar to those described in the above analyses. The SSTA near the Sumatran
coast attains its maximum negative and positive correlations with the ZWI and SMWI,
respectively, at a 2-month lead (Figure 5a,d, respectively), suggesting that the wind anoma-
lies during IOD events are initially caused by cooling in the EIO. Furthermore, a significant
correlation emerges at a 0-month lead in the WIO when the correlation in the EIO becomes
statistically insignificant. When the SSTA lags behind the wind indices by 1 month, the
negative correlation between the ZWI and SSTA and the positive correlation between
the SMWI and SSTA in the WIO expand and intensify to their peak values (Figure 5c,f,
respectively); this behavior sheds light on the important role of equatorial zonal winds in
the warming of the WIO through advection. These results are consistent with the role of
zonal advection in WIO warming addressed in the literature [46].
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3.2. Case Analysis of the SST–Wind Causal Relationship

The aforementioned SST–wind causal relationship is based on an overall statistical
analysis. In other words, significant differences in the SST–wind causal relationship may
occur among different IOD events. Many previous studies have reported a diversity
of dominant factors responsible for IOD development. For example, Endo and Tozuka
(2016) [36] discovered varied impacts of ENSO on IOD events. Tanizaki et al. (2017) [47]
examined the different contributions of adiabatic vertical mixing and sea surface advection
to IOD development. Wang et al. (2016) [42] and Cai et al. (2021) [2] classified different IOD
events based on different subsurface temperature variations. Thus, the above composite
or statistical analysis is insufficient for a systematic examination of the SST–wind causal
relationship. Consequently, for the first time, we next examine the SST–wind relationship
for each IOD event during the period of 1948–2019.

To quantify the initial variation in the SST or wind field during an IOD event, we
consider both its value and its temporal tendency (∂[ ]/∂t). Following the definition of
El Niño events, we also consider a three-month running mean. We define the time of
the maximum tendency as the timing of an essential variation in this variable toward the
development of an IOD event. Using this definition, we detect the calendar month of
the initial variation for both SSTAs and wind anomalies, as indicated in Table 2. Among
the 12 IOD events during 1948–2019, 8 events satisfied the aforementioned SST–wind
relationship (the EIO SSTA triggers wind anomalies and further induces the variation in
the WIO SSTA); these events are labeled with ‘Yes’ in Table 2. In contrast, 4 events did not
meet the above SST–wind relationship; these events are labeled with ’No’. Further analysis
reveals that among the 4 IOD events that did not satisfy the SST–wind relationship, the
variation in the WIO SSTA was greater than that in the EIO SSTA in 3 events (red crosses).
However, the variation in the EIO SSTA was much higher than that in the WIO SSTA during
the 1961 IOD event, and the cause of the SST–wind relationship mismatch in this event
remains unclear.

The typical SST–wind relationship of the EIO SSTA triggers wind anomalies and
further induces the variation in the WIO SSTA, as characterized in the 8 IOD events listed
in Table 2, can suitably capture the physical mechanism of the Bjerknes feedback. However,
during the 3 IOD events with a significant SST variation over the WIO (red crosses), warm
SSTAs occurred first over the WIO, causing zonal wind anomalies. EIO cooling was not
significant in these IOD events, the mechanism of which could therefore be different from
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that of typical IOD events. Local wind stress anomalies in the WIO and internal ocean
waves may play highly important roles in the development of such an IOD [48].

In summary, the above analyses reveal that during IOD development, cold SSTAs first
emerge in the EIO, which triggers meridional wind anomalies near the Sumatran coast
as oceans force the atmosphere. Then, coastal wind anomalies strengthen the upwelling
process, further cooling the EIO SST. Upon cooling of the EIO SST, the Walker circulation
near the equatorial IO can be affected, resulting in easterly wind anomalies near the equator
that further induce a warming anomaly at the western pole of the IOD.

Interestingly, how the initial cold EIO SSTA triggers an IOD event in the typical SST–
wind relationship remains unclear. Generally, the triggering mechanism of IOD events
has remained a difficult issue to comprehend, although several hypotheses have been
proposed. The initial cold EIO SSTA could be caused by internal oceanic processes, such
as the contribution of vertical advection [44,48], by the oceanic response to the anomalous
variations in atmospheric pressure over Australia and East Asia, or by a remote forcing
originating from the Pacific through suppressed convection and the resultant along-shore
winds off the Indonesian coast [49]. Nevertheless, the IOD mechanism of the initial trigger
and phase transition is highly complicated and is likely beyond the scope of the current
study, so we leave this issue for future studies to resolve. Next, we examine the CESM
simulation results of the SST–wind relationship during IOD development.

4. Model-Simulated Evolution of the IOD

The SST–wind causal relationship is crucial for the development of an IOD event. Thus,
the IOD phenomenon can be reliably simulated only when numerical model simulations
reproduce the SST–wind causal relationship. In the preceding section, we clarified the
SST–wind causal relationship via observations. In this section, we examine the wind–SST
relationship in four model experiments to explore the possible impacts of atmospheric
physical processes and the model resolution on the air–sea interaction during IOD events.

4.1. IOD Intensity

Figure 6 shows the STDs of several indices from the observation data and four ex-
periments. The IOD intensity is overestimated in all experiments compared with the
observations, particularly in the CPL5(2◦) experiment. Careful comparison reveals that the
larger amplitudes of the simulated IOD events agree with the larger variability of the ZWI
and SMWI. The IOD intensity that exhibits the best agreement with the observations is
simulated in the CPL4(1◦), which also achieves the best simulation results for the MWI and
SZWI; the opposite behavior is true for the CPL5(2◦) experiment. The relationships between
the wind indices and IOD intensity are reminiscent of the Bjerknes feedback linking the
SST and winds, as has been widely recognized in the literature [2,45].
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Figure 6 shows that the IOD events are stronger in the CAM5 simulations than in the
CAM4 simulations. This is probably because the warming bias in the EIO is larger in the
CAM4 simulation than in the CAM5 simulation and partially reduces the Bjerknes feedback
strength [20]. In contrast, improving the resolution of the atmospheric model is helpful to
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capture the realistic Bjerknes feedback process by reducing the warming bias in the EIO,
resulting in an improved simulation of the IOD intensity.

4.2. SST–Wind Relationship in Coupled Experiments

The development and decay of IOD events are inevitably related to the variation in the
SST–wind relationship across the basin of the IO, especially in the EIO. Hence, realistically
simulating the SST–wind relationship is critical for successfully simulating the IOD.

Similar to that derived from the observations, the SST–wind relationship derived from
the model experiments can be initially overlooked in SVD analysis. Figure 7 shows the IOD-
like patterns obtained with the four models; these patterns account for 21%, 64%, 77% and
66% of the total variance in the CPL4(1◦), CPL4(2◦), CPL5(1◦) and CPL5(2◦) experiments,
respectively. In the CPL4(1◦) experiment, the IOD-related mode yields the smallest variance
contribution, and the SST–wind covaried pattern further indicates the largest departure
from the observed pattern, as shown in Figure 2, relative to its counterparts in the other three
models. The CPL5 experiments seem to capture the covariance center more realistically
for the EIO SSTA, especially the CPL5(1◦) experiment, whereas the EIO SSTA center is
spuriously located around the equator in the CPL4(1◦) experiment. Similarly, the covaried
structure of winds (zonal and meridional winds) is also more realistically captured in the
CPL5 experiments than in the CPL4 experiments based on a comparison with Figure 2. For
example, the negative zonal wind anomalies are maximized in the equatorial WIO in the
CPL4(1◦) experiment rather than in the EIO, as observed.
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Similar to the observations, we calculate the lead–lag correlation coefficients between
the SSTAs and winds using the EIO SSTA, ZWI, SMWI and WIO SST. Table 3 provides
the maximum correlations and corresponding lead–lag times. A negative lead time in the
correlation between x and y indicates x leading y, whereas a positive lead time indicates y
leading x. As shown in Table 3, the EIO SSTA always leads both the ZWI and the SMWI,
whereas the WIO SSTA always lags behind both the SMWI and the ZWI, similar to the
observations. This indicates that all models can accurately capture the actual SST–wind
causal relationship. However, the intensities of the correlations in the simulations are all
much higher than those in the observations, which is attributed to the models containing
an overly strong Bjerknes feedback, as mentioned above. In terms of the lead–lag time, the
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CPL4(1◦) experiment seems to provide the worst result, with the EIO SSTA leading the
ZWI by 1 month and the WIO SSTA lagging behind the SMWI by 2 months, both of which
are quite different from the observations.

Table 3. Lead–lag correlations between the SST and wind indices.

EIO SSTA and ZWI EIO SSTA and SMWI WIO SSTA and ZWI WIO SSTA and SMWI

Lead Time Correlation Lead Time Correlation LEAD
TIME Correlation Lead Time Correlation

OBS −2 0.35 −2 −0.33 1 −0.44 1 0.40
CPL4(1◦) −1 0.61 −2 −0.56 1 −0.63 2 0.51
CPL4(2◦) −1 0.72 −2 −0.59 1 −0.70 1 0.66
CPL5(1◦) −1 0.71 −2 −0.69 1 −0.87 1 0.74
CPL5(2◦) −2 0.72 −3 −0.67 1 −0.82 1 0.73

Table 3 The lead–lag correlation coefficients of the eastern-pole SSTA and western-pole SSTA against the ZWI
and SMWI, respectively. Only the maximum correlation coefficient (absolute value) and its corresponding lead
times (months) are shown in the table. Negative (positive) values of lead times indicate SSTA leading (lagging)
wind, whereas positive values indicate SSTA lagging wind. All the results are statistically significant at the 95%
confidence level.

Figure 8 shows longitude diagrams of the lead–lag correlation coefficients between the
SSTA and the ZWI and SMWI averaged along the equatorial belt (5◦N–5◦S). Compared with
the observations (Figure 8a,f), all experiments can to a certain extent characterize the actual
lead–lag SST–wind relationships. For example, there is a positive correlation in the EIO and
a negative correlation in the WIO for the ZWI and vice versa for the SMWI. This outcome
indicates that all model settings can suitably capture the Bjerknes feedback. However,
there are significant differences in the SST–wind relationship among these experiments.
Apparently, the CAM5 experiments yield unrealistically higher correlations than those
obtained by the CAM4 experiments, especially in the WIO. This suggests that CAM5
strengthens the Bjerknes feedback, which is particularly pronounced in the equatorial WIO
close to the Seychelles–Chagos thermocline ridge. The atmospheric model resolution does
not considerably impact the strength of the SST–wind relationship, but a coarse solution
yields a longer time lead for the maximum correlation between the EIO SST and winds.
For example, the maximum correlation between the EIO SST and ZWI occurs when the
SST leads the winds by 1 month in the observations and CPL5(1◦) experiment, but the
maximum correlation in the CPL5(2◦) experiment occurs when the SST leads the ZWI
by 2 months. A longer time lag suggests a delayed response of winds to SST variation,
probably attributable to the persistently stronger Bjerknes feedback mentioned above. If the
simulated SST–wind relationships are ranked in comparison with their observation-based
counterparts, the order is CPL5(1◦) > CPL4(1◦) > CPL5(2◦) > CPL4(2◦).

As shown in Figure 9, the monthly STDs of the EIO SSTA, WIO SSTA, ZWI and SMWI
are used to represent the seasonal variation in the evolution of the IOD in each of the
four experiments. The STDs of these four indices are larger in all experiments than in the
observations. Additionally, the deviations are larger in the CAM5 experiments, and the
higher-resolution experiment can reduce these deviations. However, only the CPL5(1◦)
experiment can reproduce the lead–lag relationship encountered in the observations, in
which the time of the maximum STD of the SSTA and wind indices basically follows
the sequence of the EIO SSTA triggers wind anomalies and further induces the variation
in the WIO SSTA (as marked with the red stars in Figure 9). The differences between
the four experiments are reflected mainly in the simulation results of the wind field. In
the CPL4(1◦), CPL4(2◦) and CPL5(2◦) experiments, the SMWI reaches its maximum in
December (Figure 9c), which is later than indicated by the observations. Moreover, the time
of the maximum variance in the ZWI is inconsistent with that in the observations in the
CPL5(2◦) and CPL4(1◦) experiments. The worst performance is achieved in the CPL4(1◦)
experiment, indicating that the maximum STDs of the ZWI, SMWI and WIO SSTA occur
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at the same time. In general, the CPL5(1◦) experiment can most accurately simulate the
sequence of winds and SST when the IOD is at its peak.
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Figure 8. Lead time-longitude diagrams of the lead–lag correlation coefficients between the ZWI and
SSTA (top row) and between the SMWI and SSTA (bottom row). The correlation is the same as that
depicted in Figure 5 but for the meridional mean in the equatorial region (5◦N◦–5◦S). (a,f) show the
observations, whereas (b,g), (c,h), (d,i) and (e,j) show the results of the CPL4(1◦), CPL4(2◦), CPL5(1◦),
and CPL5(2◦) experiments, respectively. The y-axis indicates the lead–lag time (month) of the SSTA
relative to the wind index where a negative (positive) value indicates the SSTA leading (lagging) the
wind index, and 0 indicates the SST synchronously varying with the wind.

4.3. Simulated SST–Wind Relationships during the Individual IOD Events

In this section, we further examine the SST–wind relationship during each simulated
IOD event, similar to the observations. To this end, we first define the IOD events for the
models by applying the same IOD definition as applied to the observations. The number of
IOD events satisfying the criterion in each of the four experiments is provided in Table 4. In
the above analysis of the observations, we reveal that for IOD events with significant WIO
SSTA variability, the lead–lag relationship between the SST and winds is quite different
from that for IOD events with significant EIO SSTA variability.

Table 4. Number of IOD events in each group.

Experiment
CPL4(1◦) CPL4(2◦) CPL5(1◦) CPL5(2◦)

Total
Number Proportion Number Proportion Number Proportion Number Proportion

DMI > 1.5 × STD 7 3/7 7 3/7 9 6/9 9 7/9 19/32 (59%)

DMI < 1.5 × STD 4 2/4 6 1/6 6 2/6 0 5/16 (31%)

Total 11 5 (45%) 13 4 (31%) 15 8 (53%) 9 7 (78%)

Table 4 The numbers of strong and weak IOD events in each of the four experiments. DMI > 1.5 × STD indicates
strong IOD events, whereas DMI < 1.5 × STD indicates weak IOD events. The proportion of IOD events (in %)
satisfying the SST-wind relationship (EIO SST→ wind→WIO SST) is also listed.
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Accordingly, a similar case-to-case analysis of the model simulation results is con-
ducted in this subsection. With the same strategy of applying the 3-month running mean of
the trend to the observations, we count the number of IOD events satisfying the SST–wind
relationship (the EIO SSTA triggers wind anomalies and further induces the variation in the
WIO SSTA) in each IOD event, as indicated in Table 4. We find that the typical SST–wind
relationship encountered in the observations is not favorable in the simulations, especially
in the CPL4 experiments. In the observations, the SST–wind relationship can be classified
by the initial variation in the SSTA (either in the EIO or in the WIO), followed by the
variation in the winds. However, the SST–wind relationships in the simulations are quite
complicated and therefore cannot simply be classified into categories. In addition, the CPL5
experiments yield more realistic SST–wind relationships than the CPL4 experiments, as
indicated by the former presenting more events that satisfy the sequence of the EIO SSTA
triggers wind anomalies and further induces the variation in the WIO SSTA.

In the observations, we discover that the SST–wind relationship depends on the SSTA
variability amplitude in either the EIO or the WIO. Unfortunately, the simulated SSTA
variability is always much lower in the WIO than in the EIO, excluding the possibility
of using this relative variability to examine the SST–wind relationship in the simulations.
Nevertheless, the reason why the WIO SSTA variability is always lower than the EIO SSTA
variability remains unclear, probably due to an overly strong Bjerknes feedback in the EIO
generating a local enhancement process.

After considering different criteria, we report that the IOD intensity may play an
important role in determining the SST–wind relationship. Implementing a classification
based on 1.5 times the STD, we count the numbers of both strong and weak events adhering
to the sequence of the EIO SSTA triggers wind anomalies and further induces the variation



Remote Sens. 2022, 14, 1064 16 of 20

in the WIO SSTA. The results indicate that strong IOD events adhere better to the sequence
of the EIO SSTA triggers wind anomalies and further induces the variation in the WIO SSTA,
especially in the CPL5 experiments, as revealed in Table 4. Among the strong IOD events in
all models, the proportion of events satisfying the sequence of the EIO SSTA triggers wind
anomalies and further induces the variation in the WIO SSTA is 19/32 compared with the
proportion of 5/16 among the weak IOD events.

In conclusion, the strength of the SST–wind coupling in the IOD simulations is reflected
predominantly in the Bjerknes feedback. Hence, in the CAM5 experiments with a stronger
Bjerknes feedback, the SST–wind correlation is higher. Moreover, CAM5 improves the
simulation of the wind field due to the optimized parameterization [50]; therefore, CAM5
can more accurately capture the sequence of the SST–wind relationship. An improvement
in the horizontal resolution of the atmospheric model also contributes to more accurately
simulating the IOD development process.

5. Summary and Discussion

The IOD greatly impacts weather and climate anomalies around the world [2,7].
Consequently, it has long been of interest to better understand the IOD and its physical
processes to accurately predict IOD events. To this end, a number of IOD mechanism
studies have been conducted within the framework of coupled positive and negative
feedback loops, among which the wind–SST–thermocline Bjerknes feedback plays a critical
role. The importance of SST–wind coupling during IOD development has been widely
recognized, but its causality, analogous to the chicken and egg relationship, remains unclear.
In this study, we perform a holistic examination of their mutual relationship in observations
and model results. Emphasis is placed on identifying the initial trigger in this relationship.
The main conclusions can be summarized as below

5.1. Conclusions

In this work, we first conducted comprehensively statistical analyses and case-by-case
studies using a long-term observation data to aim at the SST- wind relationship during
the IOD development. A causal relationship between SSTA and wind anomalies at the
beginning of IOD development is identified for the first time. It was found that the SSTA
in the EIO is the first signal to emerge when an IOD event occurs, which further induces
wind field anomalies in the IO through the Bjerknes feedback, eventually leading to SSTA
variation in the WIO. When there is a negative SSTA in the EIO, local deep convection is
suppressed, and the pressure field changes, resulting in wind anomalies. Under the action
of wind anomalies, tilting of the thermocline strengthens the SSTA and simultaneously
warms the WIO.

Furthermore, we explored the SST–wind relationship in model simulations, revealing
that CAM5, which improves the simulation of precipitation and zonal wind, better sim-
ulates the SST–wind relationship than CAM4, and improving the resolution can further
optimize the simulation results. In CAM5, the lead–lag SST–wind relationship is closer to
the observations than that in CAM4, and the causal relationship can be accurately expressed,
especially in the CPL5(1◦) experiment. However, the SST–wind correlation simulated by
CAM5 is too strong, which is related to the excessive strength of the simulated Bjerknes
feedback. An increased model resolution could also effectively reduce the simulation bias,
improving the simulation of the SST–wind relationship and IOD amplitude.

5.2. Discussion

It has been well recognized that there is covariation between SSTA and wind anomalies
during the IOD, but the identity of the initial triggering signal between the SST and wind
during IOD development remains unclear. Thus, this work is the first time to identify the
sequence of the EIO SSTA triggers wind anomalies and further induces the variation in the
WIO SSTA. The causal relationship between SSTA and the equatorial wind is an important
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step in understanding IOD dynamics and in developing the IOD mechanism, which is still
a challenging issue.

In previous model studies, researchers mainly paid attention to the model’s ability in
simulating such characteristics of IOD as intensity, phase locking, period, etc. In contrast,
this work focuses on the simulation of the causal relationship between SST-wind anomalies
during IOD development, and especially addresses the impacts of different atmospheric
model physics and model resolutions on this causality between SSTA and wind anomalies.

Several limitations should be noted. First, this study identifies a typical EIO SSTA–
wind–WIO SSTA relationship in the observations, clarifying a long-term noteworthy causal
relationship between the coupled SST–wind loop. However, certain physical processes
remain unclear, e.g., what causes the initial variation in the EIO SSTA, and what physical
processes are responsible for IOD events that do not satisfy the typical relationship? These
questions are highly challenging to answer and thus should be further examined. One
possibility is that the EIO SSTA at the early stage of IOD development is likely to be excited
by the propagation of wave signals in the ocean [8,51]. These waves play a vital role,
driving not only distant signal transmission but also thermocline depth changes [45,52,53],
and both processes trigger SSTA variation in the EIO at the early stage of IOD development
due to the relatively shallow mixing layer [52].

Second, negative feedback plays a critical role in the phase transition and termination
of IOD events, but it remains uncertain what negative feedback processes and mechanisms
dominate IOD development and decay. The most widely accepted hypothesis is that SST
cooling in the southeastern IO is prevented through the suppression of upward latent heat
fluxes and that the suppression of convective activity increases solar radiation over the
southeastern IO. Then, the intense monsoonal forcing weakens southeasterly winds off
Sumatra, leading to the rapid termination of IOD events [37,40,43]. However, many details
have yet to be discovered.

Third, this study focuses only on the initial trigger of the SSTA–wind relationship;
therefore, our findings are far from providing a full understanding of the IOD mechanism,
which should inevitably involve a negative feedback process. In addition, we define the
time when the trend of each index reaches its maximum value as the time of the initial
variation in detecting the SST–wind relationship in each IOD event. This criterion reflects
the most significant sequential variation in each index, but this approach may overlook the
real occurrence of the initial variation in each index.

Finally, this work explores the influences of different atmospheric physical processes
and model resolutions on the IOD simulation results, especially on simulating the SST–wind
relationship, through different CESM configurations. However, the physical mechanisms
responsible for these influences are not discussed. For instance, what physical processes
cause the CAM5 and high-resolution experiments to more realistically simulate the SST–
wind relationship, and how is this accomplished? Understanding these aspects is of great
significance to improving the simulation of IOD events, which is a highly challenging task
in its own right and should be pursued in the near future.

Nevertheless, this work comprehensively examines the SST–wind relationship via
both a general statistical analysis and a case study and reports that the typical EIO SSTA–
wind–WIO SSTA relationship prevails during IOD development. This is one of the few
studies on the notable causal relationship between the coupled SST and wind loop. This
study is also the first to investigate the impacts of atmospheric physical processes and
model resolution on the simulation of the SST–wind relationship during IOD development.
Thus, the findings of this work have theoretical significance in advancing our knowledge
of the IOD mechanism and are of practical importance in the operational prediction of
IOD enhancement.

Future work should address two basic issues: the physical mechanism of IOD and the
accurate simulation of the characteristics of IOD. This paper detected the wind-SST causal
relationship, making a big step towards the ultimate goal of IOD dynamical mechanism.
However, there is still a long way towards a complete image of IOD mechanism. A critical
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issue unsolved is the physical process of negative feedback responsible for the IOD phase
transition. In terms of IOD simulation, this works only investigates the effects of different
atmospheric models and their resolutions on IOD. Many issues remain open, for example,
the model systematic biases in IO and the over-strong simulation of IOD intensity in current
work. It is critical to address these issues, which should be the focus of future research.
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