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Abstract

:

Large Unmanned Aerial Vehicle (UAV) clusters, containing hundreds of UAVs, have widely been used in the modern world. Therein, mission planning is the core of large UAV cluster collaborative systems. In this paper, we propose a mission planning method by introducing the Simple Attention Model (SAM) into Dynamic Information Reinforcement Learning (DIRL), named DIRL-SAM. To reduce the computational complexity of the original attention model, we derive the SAM with a lightweight interactive model to rapidly extract high-dimensional features of the cluster information. In DIRL, dynamic training conditions are considered to simulate different mission environments. Meanwhile, the data expansion in DIRL guarantees the convergence of the model in these dynamic environments, which improves the robustness of the algorithm. Finally, the simulation experiment results show that the proposed method can adaptively provide feasible mission planning schemes with second-level solution speed and that it exhibits excellent generalization performance in large-scale cluster planning problems.
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1. Introduction


Unmanned aerial vehicle (UAV) clusters have been widely used to perform various complex missions in military and civil fields, such as plant protection, mobile signal service, load transportation service, target detection, and strike [1,2,3,4,5,6]. For example, a cluster needs to allocate many subgroups of UAV with various ammunition resources to strike heterogeneous enemy targets in different areas, leading to the problem of UAV cluster cooperative strike mission planning. Performing multiple missions simultaneously requires a large number of UAVs, which increases the difficulty of mission planning. Generally, mission planning problems can be considered as complex optimization problems with some system constraints [7,8]. Three algorithms are studied to solve this problem, including mathematical optimization algorithms, heuristic algorithms, and reinforcement learning (RL)-based artificial intelligence algorithms. A brief introduction about these three optimization algorithms are shown in Table 1.



Algorithms based on mathematical models of mission planning problems have been studied in recent years [9,10,11]. In [9], Li et al. simultaneously considered UAV resource and trajectory optimization problems in the non-orthogonal multiple access scenario with two UAVs. Taylor expansion and slack variables are used to maximize the secrecy energy efficiency in the UAV network. To navigate multiple UAVs to avoid obstacles in the cooperative source seeking planning problem, a hybrid gradient descent optimization algorithm was proposed in [11]. It shows the efficient scalability under the condition of the agents without a priori knowledge of obstacles. However, the computational complexity of mathematical optimization algorithms increases dramatically as the number of UAVs increases. That is, these algorithms are not suitable for large UAV cluster mission planning problems.



Some works based on heuristic algorithms are investigated to solve large UAV cluster planning problems, such as A star algorithms and bio-inspired heuristic algorithms [12,13,14,15]. Unlike mathematical optimization algorithms, heuristic algorithms use simple and efficient iterative processes with greedy rules to optimize mission planning schemes. In [16], a bio-inspired heuristic algorithm based on the schooling and foraging behaviors of a fish swarm was proposed, where the UAVs were adaptively aggregated into multiple groups to perform search and rescue missions. Considering the suffered combat threat of the UAV cluster, Zhen et al. propose an ant colony optimization algorithm to solve the cooperative search-attack planning problem, where the UAV was modeled as a Dubins vehicle [17]. An essential procedure of the heuristic algorithm is to evaluate the quality of the individuals at each iteration. The total number of evaluations depends mainly on the population size, special optimal rules, and iteration times. When facing a large UAV cluster, the population and iteration times are usually large, leading to high time consumption [8].



Reinforcement learning techniques provide a fast-solving framework for optimization problems [18,19,20,21,22,23,24] and have been applied to various UAV mission plannings [25,26,27,28]. Many mission planning problems can be considered as decision optimization problems, such as deciding on multiple UAVs to cooperatively perform many different missions and planning proper mission orders for each UAV. The RL formulates the problems as the sequential Markov decision process, where the objective function of the problem is set as the loss of algorithms [18]. After the unsupervised learning process, the solution can be quickly obtained as a group of decision actions [19,20]. Jun et al. use the RL algorithm to fast allocate the communication channels in the cooperative surveillance problem of the UAV cluster [25]. In [26], the RL algorithm was used to optimize the mission assignment scheme, which helped UAVs to avoid dynamic threat areas and reach to the goal areas. In [27], the complex task was decomposed into a series of simple subtasks, and an RL algorithm, i.e., Double Deep Q–network, was proposed to train the cooperative mission planning solver of human–UAV teamwork. However, conventional RL solvers can only solve the optimization algorithms with fixed objective functions and constraints. The model needs to be retrained to adapt to new environments when the problem settings are different from the training [28]. This means that the model cannot converge in dynamic training environments. In real scenarios, the missions change with requirements, leading to the objective functions and constraints of the model being dynamic [29,30]. Therefore, it is necessary to design a robust RL method to ensure the convergence of the model under dynamic training conditions.



In this paper, we address the large UAV cluster collaborative mission planning problem, where the cluster needs to adaptively assign reasonable UAV subgroups for completing many different missions in real-time. To this end, a fast and robust method is proposed, named dynamical information reinforcement learning (DIRL) with the simple attention model (SAM). In the method, the novel DIRL is proposed by importing mission information in the UAV data during the dynamical training process, i.e., the mission’s requirement constraints, environment influence factor, location, and the weights between different objective functions. Compared with the traditional RL algorithm, DIRL ensures that the model converges in the changing training environments, which overcomes the limitation of fixed objective functions and constraints in common RL technologies. Meanwhile, to fast obtain the UAV cluster’s high-dimensional information, we propose the SAM by redesigning a new fast interactive model in the attention model (AM). The SAM can significantly reduce the computational complexity, especially in handling large cluster data. Therefore, the resulting DIRL-SAM method can provide mission planning schemes for different missions in real time with a one-trained model, proving that it is fast and robust.



The remainder of this paper is organized as follows. In Section 2, we describe the simulation scenario of large UAV cluster mission planning and formulate the mission planning problem. In Section 3, the SAM with a new interaction model is derived, and the DIRL is used to train the total network model. Several numerical results are provided in Section 4 to verify the validity of the proposed SAM and DIRL. Finally, the conclusion is made in Section 5.




2. Mission Planning Problem Formulation


2.1. Mission and UAV Formulation


Figure 1 shows the illustration example of the mission planning in a large UAV cluster. In a two-dimensional battlefield, several missions containing different enemy targets and detection equipment are randomly distributed. The planner ranks the mission priorities according to the combat purpose. The mission with high rank needs to be given priority in the mission execution process. The blue and the red areas in Figure 1 represent the different requirements of ammunition and electronic jamming cover areas in combat missions. The size of the areas represents the number of combat resources requirements. The UAVs with various colors carry different types and numbers of combat resources (ammunition and electronic jamming resources). The mission planning is needed to adaptively allocate the limited UAV subgroups to complete the missions under the conditions of the missions’ requirements and UAVs’ capacity. Meanwhile, the resource consumption (various combat resources and fuel resources) and the combat loss of the allocated UAVs need to be reduced as much as possible.



The missions have different priorities   {  T 1  ,  T 2  , …  T K  }  , where the subscripts represent the priority of missions. The cluster sequentially assigns the reasonable UAV subgroups to perform missions according to the priorities. Each mission needs to be accomplished with various combat demands.   { A t t (  T k  ) , D e f (  T k  ) , E l e (  T k  ) }   represent the requirements of ammunitions resources, defense capability, and electronic jamming area in the kth combat mission, respectively. The combat efficiency of UAV is affected by the local environment of missions   E n (  T k  )   [31]. In the mission planning problem, the total flight distance of UAVs is a common consideration factor for calculating the time cost of scheme planning [9,13,17]. The flight distance impacts UAV’s power consumption and arrival time, influencing the effect of mission planning. Therefore, we extend the mission mode in [31] with the mission location   L o c (  T k  )  . The kth mission data vector in our paper can be expressed by:    T k  = [ A t t (  T k  ) , D e f (  T k  ) , E l e (  T k  ) , E n (  T k  ) , L o c (  T k  ) ]  .



We use different types and numbers of combat resources in the UAVs to present the heterogeneity.   { a t t (  U i  ) , d e f (  U i  ) , e l e (  U i  ) }   denote the ammunitions resources, defense capability, and electronic jamming resources of the UAV  i , respectively. Similarly, we add the location of the UAV   l o c (  U i  )   in the UAV data vector that can be formulated as    U i  = [ a t t (  U i  ) , d e f (  U i  ) , e l e (  U i  ) , l o c (  U i  ) ]  .




2.2. Multiple Objective Functions of Mission Planning


Under the limitations of various mission requirements, the planning scheme needs to reduce the total combat resources consumption of the UAV cluster. To the kth mission, we set the consumption of all combat resources as the first objective function    f 1 k   :


   f 1 k  = E n (  T k  )   ∑   i k  = 1    N k      (  a t t (  U   i k    ) + e l e (  U   i k    )  )    ,  



(1)




where    i k    is the number of the allocated UAVs for the kth mission and    N k    is the total number. Equation (1) denotes the total combat resources consumption of the allocated UAVs for the kth mission.



In actual combat environments, UAVs may suffer some undetected threats when performing missions, causing combat loss for the total UAV cluster. The planning scheme should consider the combat loss resulting from uncertain threats factors. To this end, we construct the combat loss of UAVs as follows:


    f 2 k  =   ∑    i k  = 1    N k     i k     V k   ¯    (  p k  )    i k     ,  



(2)




where    f 2 k    is the combat loss of allocated UAVs in completing the kth mission.      V k   ¯    is the mean combat value of the allocated UAVs for the kth mission,       V k   ¯  =  1   N k      ∑   i k  = 1    N k      V   i k        , where    V   i k      denotes the combat value of the UAV    i k   . Different UAVs carry different numbers and types of combat resources, which means that the UAVs have different combat values for the mission planner. We consider that the carrying of combat resources and the cost of UAVs influence the combat value of UAVs. Therefore,    V   i k      can be calculated by


   V   i k    = μ    ‖  a t t (  U   i k    ) + e l e (  U   i k    )  ‖   1  +  c   i k    ,  



(3)




where  μ  is used to transform the combat resources to the combat value.      ‖ ⋅ ‖   1    represents the calculation of 1-norm and    c   i k      represents the self-cost of UAV    i k   . In (2),    p k    is the probability of UAV being destroyed when carrying out the kth mission and is changed with different combat missions. The mission with larger combat resource requirements is usually more dangerous for UAVs, which means that    p k    increases with the increase in mission resource requirements. It can be formulated as follows:


   p k  = min ( χ    ‖   L k   ‖   1  , 1 ) ,  



(4)




where  λ  is the probability coefficient. It is used to transform      ‖   L k   ‖   1    into    p k   .    L k    denotes the mission resource requirement vector in the kth mission, i.e.,    L k  = [ a t t (  T k  ) , e l e (  T k  ) ]    .



The total flight distance of UAVs is crucial for the mission planning problem. If the allocated UAVs are far from the mission, it increases the mission completion time and the total power consumption of the UAV cluster. Hence, it is necessary to decrease the total flight distance of the allocated UAVs in the mission planning scheme. We set the total flight distance as the third objective function    f 3 k   :


   f 3 k  =   ∑   i k  = 1    N k      d   i k  , k    (  l o c (  U   i k    ) , L o c (  T k  )  )    ,  



(5)




where    d   i k  , k     is the Euclidean distance between the locations of the UAV    i k    and the kth mission. From above all, the total objective function of the kth mission can be formulated as:


   F k  =  w 1 k   f 1 k  +  w 2 k   f 2 k  +  w 3 k   f 3 k  ,  



(6)




where    w 1 k   ,    w 2 k   , and    w 3 k    are the weights with respect to the three objective functions, yielding    w 1 k  +  w 2 k  +  w 3 k  = 1  . According to the different mission requirements, the weights can be adjusted.




2.3. Constraint Conditions of Mission Planning


To ensure the completion of the mission, each combat resource contained in the allocated UAVs needs to be larger than the corresponding resource requirements of the missions. In addition, each allocated UAV for mission  k  should meet the defense capability threshold. Considering the limitation of the combat resource requirements and the defense capability threshold in the missions, we formulate the constraints of mission planning as follows:


  e n (  T k  )   ∑   i k  = 1    N k     a t t (  U   i k    ) ≥ A t t (  T k  )   ,  



(7)






  e n (  T k  )   ∑   i k  = 1    N k     e l e (  U   i k    ) ≥ E l e (  T k  )   ,  



(8)






  d e f (  U   i k    ) ≥ D e f (  T k  ) .  



(9)







The constraints in (7) and (8) ensure that each combat resource requirement of missions can be met. Besides, we set the threshold of defense capability in (9) to guarantee the UAVs’ safety when carrying out combat missions.



Finally, the mission planning problem is formulated as:


  min   F =   ∑  k = 1  K    F k    , .  



(10)







To problem (10), assigning rational numbers and types of UAV subgroups to carry out each mission with various requirements and limitations is a complex combinatorial optimization problem.





3. DIRL-SAM


To solve the UAV cluster mission planning problem in Section 2, we propose the DIRL-SAM. First, we use the proposed SAM to fast extract the high-dimensional features of the UAV cluster during the encoding process. Then, the high-dimensional features are used in the decoder to allocate UAV subgroups for the missions. Finally, the model parameters of the encoder and the decoder are optimized collaboratively according to the DIRL dynamic training algorithm. The detailed model structure of the DIRL-SAM is provided in Figure 2.



3.1. Encoder with SAM


The encoder, used to extract the high dimensional features of UAV cluster data, provides necessary information for the decoder to solve the mission planning problem. Specifically, the encoder has a linear projection network and  r  sublayers. Each sublayer has a SAM model and a feed-forward (FF) network. The whole process of the encoding is shown in Figure 3.



The input of the linear projection network is the UAV cluster data   [  U 1  ,  U 2  , … ,  U N  ]  , where  N  is the total number of the UAVs in the cluster. For each UAV data    U i   , the linear projection network transforms them to the UAV low-level features    h i f   :


   h i f  = W ×  U i  + b ,  



(11)




where  W  and  b  are the parameters of the linear projection network. Then,    h i f    is fed into the 1th sublayer of the encoder, where the SAM uses    h i f    to extract the UAV high-level features    h  i , s  1   . This process can be calculated by:


   h  i , s  l     = SAM   l   (   h i    l  ,  h i    f  ,  s l   )  ,  



(12)




where    h  i , s  l    is the output of the SAM in the sublayer   l ∈ { 1 , 2 , … , r }  .    h i l    is the output of the (l − 1)th sublayer, and    h i 1    is equal to    h i f    in the 1th sublayer.    s l    is the designed auxiliary vector in the SAM, which is expressed as:


   s l  = R e l u (  1 N    ∑   i = 1  N   h i    l  ) ,  



(13)




where the   R e l u   activation function is employed in the SAM to avoid the problem of gradient disappearance in the training process.



To improve the feature extraction performance of the SAM,    h  i , s  l    is expected to contain both the UAV cluster data features and its self-features. For the cluster features,    h i    l    interacts with    s l    in (13), which can represent the cluster information. To maintain the UAV self-features in the interaction process of the SAM,    h i    l    interacts with itself and a vector relating to its original self-features, i.e.,    h i    l    and    h i f   . The two feature vectors do not add extra network models and calculations, making the SAM’s structure lightweight.



After the SAM feature extraction process, the batch normalization (BN) [32] and the skip connection technology [33] are used in the rest of the sublayer:


   {      h ^  i  l + 1   =   B N  l  (  h i l  +  h  i , s  l  )      h i  l + 1   =   B N  l  (   h ^  i  l + 1   +   F F  l  (   h ^  i  l + 1   ) )     ,  



(14)







In the last sublayer of the encoder, we obtain the UAV cluster high-dimensional features   {  h 1  r + 1   ,  h 2  r + 1   , … ,  h N  r + 1   }  . The set of high-dimensional features is used in the decoder, which can obtain the probability vector of each UAV being allocated    P θ    [20,21,22] ( θ  is the parameter vector of the encoder and the decoder). Finally, we can solve the allocated UAVs for each mission accordingly to    P θ   .



Remark 1.

Figure 4 compares the interactive mode of the AM and the SAM. As shown in Figure 4a,   h i    l   needs to carry out the interactions with all UAV hidden vectors to obtain its hidden features. In this case, the computational complexity of this process is  O  (  N × N  )   in the AM [34,35,36]. In Figure 4b, unlike the AM, we redesign a fast interaction process in the SAM.   h i    l   only needs to interact with two vectors and itself, the computational complexity is reduced from  O ( N × N )  to  O ( N × 3 )  .






3.2. DIRL


The DIRL is used to update  θ  with unsupervised training in the dynamic environments. To solve different settings of mission planning problems with the one network model, the  θ  is optimized under various training conditions. It means that the loss function and constraint conditions of RL are changed correspondingly. The total network model cannot converge in these dynamic training environments by using traditional RL algorithms.



The DIRL makes the encoder and the decoder contain all dynamic information, ensuring the convergence of the model in the changing training process. Specially,    U i    is expanded with the dynamical data in the DIRL:


     U i k  =  [   U i  ,  w 1 k  ,  w 2 k  ,  w 3 k  ,  T k   ]    ,  



(15)




where    U i k    is the expanding vector of UAV  i  for the kth mission, it can include all dynamical information through this simple but effective data expansion operation. Due to the data expansion process of the DIRL, the entire solving process of the model can contain the mission data and weight data, guaranteeing the convergence of the model. The dynamic training conditions with the data expansion operation in DIRL ensure that the trained model can solve the problems with various resource requirements and objective function weights.



The actor–critic framework is employed in the DIRL [37]. The parameter vector of the total model  θ  is optimized by the policy gradient algorithm [38], which can be calculated as follows:


     ∇ ℒ  (  θ |  U 1 k  ,  U 2 k  , … ,  U N k   )  =      E   P θ  (  π k  |  U 1 k  ,  U 2 k  , … ,  U N k  )   [  (   F k   (   π k   )  −  F k   (   π c k   )   )  ∇ log  P θ  (  π k  |  U 1 k  ,  U 2 k  , … ,  U N k  ) ]      ,  



(16)




where  ℒ  is the DIRL loss.    π k    and    π c k    are the solutions achieved by the actor–network and critic–network, respectively.



The critic–network is the baseline function in DIRL, which can eliminate the variance during the training process [37]. The actor–network and critic–network use the sample rollout policy and the greedy rollout policy to sample    P θ    [20], respectively. The performances of the two networks are compared at the end of each epoch. If the results of the actor–network are better than the critic network, we replace the parameters of the critic–network by using the actor–network parameters. It means that the critic–network maintains the best model parameters during the DIRL dynamic training process. Algorithm 1 exhibits the detailed dynamical training process of DIRL.



	Algorithm 1. Dynamical Information Reinforcement Learning



	1: Input: Initialized actor–network and critic–network parameters   θ ,  θ     B L      



	2: Output: The optimal actor–network parameters  θ 



	3: for each epoch do



	4: for each batch do



	5:    {   U 1  ,  U 2  , … ,  U N   }  ,  T k  ,  W k  ← RandomInstance  



	6:    π k  ← SampleRollout  (   P θ   )   



	7:    π c k  ← GreedyRollou (  P   θ  B L     )  



	8:   ∇ ℒ ←  π k  ,  π c k   



	9:   θ ← Adam  (  θ , ∇ ℒ  )   



	10: end for batch



	11: if the paired t test    (   P θ  ,  P   θ  B L      )  < 5 %   in the test batches, then



	12:    θ  B L   ← θ  



	13: end if



	14: end for epoch










4. Experimental Results


4.1. Experimental Settings


The simulation experimental setup contains the following parts.



	
Parameter settings of the contrast optimization algorithms:






We compare our method with two effective heuristic optimization algorithms: genetic algorithm (GA) and particle swarm optimization algorithm (PSO) [39,40]. The main parameter settings of GA and PSO are shown in Table 2 and Table 3.



In addition, we use two models, DIRL-AM and RL-AM, to separately verify the effectiveness of the SAM and the DIRL, respectively. To compare the performances of the SAM and the AM, we only replace the SAM with the AM in the encoder, and the other network structures retained unchanged. To the DIRL, we fix the network structure of the model and exclude the data expansion process in the DIRL. The DIRL-SAM, the DIRL-AM, and the RL-SAM are trained on the same dynamical training conditions in Table 4.



Settings of various missions:



We randomly generate a group of missions with different combat requirements and locations. The mission settings are shown in Table 5.



In Table 5, we consider that missions 1 and 2 have a high threat for UAVs; hence, the priorities are higher than other missions. Meanwhile, we increase the weight of the path length function to ensure that the missions can be completed as soon as possible. We set missions 3 and 4 as the medium threat missions for UAVs, and the weights between the three objective functions are nearly equal. For missions 5 and 6 with lower combat threats, the UAV cluster needs to consume as few combat resources as possible to complete the missions; the weight of resource consumption function is higher than the others.



In Figure 5, the size of the square and circle represents the mission requirements of ammunition resources and electronic jamming area, respectively. The red nodes represent the UAVs with high defense capability and can perform all missions. The blue nodes denote the UAVs with low defense capability and can only perform missions 3–6. The total number of UAVs is 100. We use the Pycharm community edition 2018.3.5 with python 3.6 to randomly generate the same training data for the SAM and AM. The SAM and AM are running on the Pycharm community edition 2018.3.5. The PSO and GA are running on Matrix Laborator 2018 (b). All means are running on the Intel(R) Core (TM) i7-9700K CPU at 3.6 GHz.



	2.

	
Parameters settings about the objection functions:







For the convenience of simulation tests, we consider that the UAVs have the same self-cost. By setting   χ = 0.03   in (4) and   μ = 10   and    c   i k    = 10   in (3), we obtain the probability function of UAV being destroyed and the UAV value function:


   p k  = min ( 0.03 ×        ‖   L k   ‖   1  , 1 ) ,  



(17)






   V   i k    = 10    ‖   U   i k     ‖   1  + 10  



(18)








4.2. Simulation Experimental Results


Figure 6 shows the comparison results of the five optimization methods in all missions. In Figure 6a,d,j,m, it is clear that the UAVs near missions 1 and 2 are assigned to complete the missions, and the allocated UAVs meet the limitations of the defense capabilities. This is expected since missions 1 and 2 are regarded as high threat missions and need to be completed within the shortest time possible. The combat resources consumptions and the suffered combat loss for UAVs are nearly not considered in missions 1 and 2. As depicted in Figure 6b,e,k,n, multiple objective functions are simultaneously considered in missions 3 and 4. Even some UAVs are closed to the missions, these are not assigned to carry out the missions. In Figure 6c,f,l,o, to ensure that the consumption of combat resources are as few as possible, some UAVs far from low priority missions 5 and 6 are allocated. The detailed optimization results of different algorithms are shown in Table 6.



Figure 7 shows the training process of DIRL-SAM and RL-SAM. From Figure 7b and Table 6, due to without the data expansion process of DIRL, the model with the common RL algorithm cannot converge in the same dynamic training environment, which leads to the RL-SAM being ineffective and unstable in dealing with different missions. Figure 6g–i shows that the RL-SAM fails to deal with the missions with different requirements. In Figure 7a, the model with DIRL can obtain the convergence in the same dynamical training environments, and we only use one DIRL-SAM model to solve all mission planning problems with varying combat requirements and locations. That is, our proposed DIRL-SAM is robust for the UAV cluster mission planning problem.



From Table 6, although SAM has a slight precision loss versus the AM (about 5%), it can significantly improve solving speed (about 35%). With the help of the new fast interactive process, SAM maintains the feature extraction effect and reduces the computational complexity to speed up the encoding process. Furthermore, compared to the GA and PSO, the DIRL-SAM achieves a considerable advantage in the solving speed (all means run on the same CPU). The DIRL-SAM avoids the time-consuming iterative optimization process and can solve the mission planning problem in a short, required time.



Specifically, we increase the number of UAVs to solve the same mission, and the results for 150 and 200 UAVs are provided in Table 7.



From Table 7, the objective function values of DIRL-SAM and DIRL-AM are decreasing in the condition of more UAVs. In the problem with 200 UAVs, more UAVs can be chosen to conduct the mission, and the algorithms can obtain better planning schemes for the same mission. The search space of GA and PSO is exponential growth as the number of variables increases, the performances of GA and PSO are affected by the larger number of UAVs. In addition, the DIRL-SAM obtains a huge advantage on the solution speed.



To test DIRL-SAM in small-scale problems, we use the exhaustive method to obtain the exact results, and the compared results are shown in Table 8. Table 9 shows the mission settings in small-scale problems.



From Table 8 and Table 9, we set six small-scale problems with different settings to test the performance of the proposed algorithm, and the exhaustive method is used to obtain the exact solution of the tests. All optimization methods yield reasonable results in small instances. The time consumption of the exhaustive method increases rapidly with the increasing number of UAVs. The GA and PSO can obtain the exact solutions in all six tests, the proposed DIRL-SAM obtains the exact solutions in tests 4 and 6, and obtains feasible solutions in tests 2, 3, and 5. The DIRL-SAM has a faster solution speed than others.



Finally, compared with the competitors, DIRL-SAM shows some new characteristics in simulation experiments, such as the fast solving speed and the excellent robustness in the different missions. It can prove that the DIRL-SAM can adaptively allocate UAV groups for each mission in real time and is a practical algorithm to solve large UAV cluster mission planning problems.



Summary: Compared to the competitors, DIRL-SAM uses the new framework to solve the UAV mission planning problem, which helps the algorithm to obtain the fast solution speed. With the number of UAVs increasing, the search space of the solutions is becoming huge, which influences the performance of the GA and PSO. DIRL-SAM exhibits excellent generalization ability in solving the large UAV mission planning problems, proving the effectiveness of the algorithm.





5. Conclusions


In this paper, we proposed a new algorithm DIRL-SAM to fast deal with large UAV cluster mission planning problems. Due to the data expansion operation of DIRL, the model obtains the convergence in dynamic training conditions, ensuring that the trained model can solve the problems with different constraints and objective function weights.



We designed a new lightweight interactive mode in the SAM, which decreases the computational complexity of the original AM model and improves the solving speed. Therefore, the DIRL-SAM algorithm can fast provide satisfactory mission planning schemes for the UAV cluster, especially for the large-scale problem.
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Figure 1. Illustration of mission planning in a large UAV cluster. 
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Figure 2. The model structure of DIRL-SAM. 
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Figure 3. Process of the encoding. 
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Figure 4. The construction of AM and SAM: (a) the interaction process of AM; (b) the interaction process of SAM. 
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Figure 5. The combat situation of UAVs mission planning. 
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Figure 6. The comparison results of different algorithms: (a) GA for missions 1 and 2; (b) GA for missions 3 and 4; (c) GA for missions 5 and 6; (d) PSO for missions 1 and 2; (e) PSO for missions 3 and 4; (f) PSO for missions 5 and 6; (g) RL-SAM for missions 1 and 2; (h) RL-SAM for missions 3 and 4; (i) RL-SAM for missions 5 and 6; (j) DIRL-AM for missions 1 and 2; (k) DIRL-AM for missions 3 and 4; (l) DIRL-AM for missions 5 and 6; (m) DIRL-SAM for missions 1 and 2; (n) DIRL-SAM for missions 3 and 4; (o) DIRL-SAM for missions 5 and 6. 
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Figure 7. The training process of DIRL-SAM and RL-SAM: (a) training process of DIRL-SAM; (b) training process of RL-SAM. 
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Table 1. The common optimization algorithms for UAV mission planning.
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	Algorithms
	Concept
	Advantage
	Limitation





	Mathematics
	The mathematical algorithms transform the problem into a mathematical programming model. Based on the constructing optimization model and the objective function, choosing special mathematical methods to solve the problem, i.e., gradient descent, dynamic programming algorithm.
	High Solving precision.

Strong interpretability.
	Poor generalization ability in the complex optimization problem, i.e., nonconvex problem model, multiple complex objective functions.

Time consumption in the large-scale variable problem.



	Heuristic
	The heuristic algorithms design greedy optimization rules according to the problem’s characteristics and the researchers’ experience and knowledge, and iterate the predefined optimization process to obtain feasible solutions until the special convergence rules meet.
	Not dependent on initial conditions of solution.

Robustness for the solution domain of the problem, i.e., non-differentiability, discontinuity.

Easy to realize.
	Time consumption and limitation performance of algorithms in the large-scale variable problem.



	Artificial intelligence
	The artificial intelligence algorithms use the deep neural network to extract the high dimension features of problem data and output the solutions with the designing decoding policy. Unsupervised training methods are employed to optimize the total parameters of the model.
	Fast solving speed and good generalization ability in large-scale problems.
	Extensive training process.

Limitation robustness in a complex problem model, i.e., both containing continuous and discrete variables, complex multiple constraint conditions.
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Table 2. Main parameters of GA.
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GA Algorithm






	
Population size

	
100




	
Hybrid probability

	
0.9




	
Mutation probability

	
0.1




	
Number of iterations

	
3000
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Table 3. Main parameters of PSO.
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GA Algorithm






	
Population size

	
100




	
Inertia weight

	
0.8




	
Learning factor 1

	
1.5




	
Learning factor 2

	
1.5




	
Number of iterations

	
3000
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Table 4. Training data settings.
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UAV Training Data






	
   a t t (  U i  )   

	
   ( 0 , 1 )   




	
   e l e (  U i  )   

	
   ( 0 , 1 )   




	
   d e f (  U i  )   

	
   { 10 , 20 }   




	
   l o c (  U i  )   

	
   ( 0 , 5 )   




	
  N  

	
100




	
Mission Training Data




	
   A t t (  T k  )   

	
   ( 0 , 3 )   




	
   E l e (  T k  )   

	
   ( 0 , 3 )   




	
   D e f (  T k  )   

	
   { 10 , 20 }   




	
   L o c (  T k  )   

	
   ( 0 , 5 )   




	
   E n (  T k  )   

	
   ( 0.5 , 1 )   




	
    W k    

	
    w 1 k  ,  w 2 k  ,  w 3 k  ∈ ( 0 , 1 )   




	
  K  

	
10
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Table 5. Mission settings.
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	Mission
	Priority Rank
	    Att    
	    E l e    
	    D e f    
	    L o c    
	     w 1     
	     w 2     
	     w 3     
	    E n    





	mission 1
	1
	1.6
	2.4
	20
	(1.0, 1.5)
	0.1
	0.1
	0.8
	0.8



	mission 2
	2
	2.7
	2.7
	20
	(4.0, 4.0)
	0.2
	0.2
	0.6
	0.9



	mission 3
	3
	1.4
	1.4
	10
	(4.0, 1.0)
	0.3
	0.3
	0.4
	0.8



	mission 4
	4
	2.8
	2.8
	10
	(2.5, 2.5)
	0.3
	0.3
	0.4
	0.7



	mission 5
	5
	1.8
	2.7
	10
	(1.0, 4.0)
	0.8
	0.1
	0.1
	0.9



	mission 6
	6
	2.7
	1.8
	10
	(3.0, 2.0)
	0.8
	0.1
	0.1
	0.9
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Table 6. Optimization results of different algorithms.
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	Algorithms
	Mission 1
	Mission 2
	Mission 3
	Mission 4
	Mission 5
	Mission 6
	Total Value
	Running Time





	GA
	2.53
	3.82
	2.98
	11.25
	5.23
	5.07
	30.88
	33.98 s



	PSO
	2.99
	3.84
	3.28
	11.62
	5.36
	5.12
	32.21
	45.32 s



	RL-SAM
	10.54
	8.46
	4.95
	13.52
	5.78
	7.37
	50.62
	2.10 s



	DIRL-AM
	2.38
	3.82
	2.75
	11.07
	4.99
	4.83
	29.84
	3.06 s



	DIRL-SAM
	2.38
	3.82
	2.75
	11.07
	5.09
	4.90
	30.01
	1.98 s
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Table 7. Compared results of different methods in different numbers of UAVs.






Table 7. Compared results of different methods in different numbers of UAVs.





	
Algorithms

	
150 UAVs

	
200 UAVs




	
Value of     F  

	
Running Time

	
Value of     F  

	
Running Time






	
GA

	
6.51

	
4.43 s

	
8.32

	
6.31 s




	
PSO

	
6.67

	
6.38 s

	
8.85

	
9.53 s




	
RL-SAM

	
49.05

	
0.39 s

	
67.43

	
0.48 s




	
DIRL-AM

	
5.57

	
0.63 s

	
4.93

	
0.94 s




	
DIRL-SAM

	
5.57

	
0.41 s

	
5.07

	
0.57 s
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Table 8. Compared results of different methods.
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	Algorithms
	Test 1
	Test 2
	Test 3
	Test 4
	Test 5
	Test 6





	Exhaustive method
	8.85/40.1 s
	7.70/84.51 s
	13.55/168.59 s
	4.83/341.24 s
	5.45/682.24 s
	6.34/1676.28 s



	GA
	8.85/1.97 s
	7.70/1.62 s
	13.55/1.96 s
	4.83/2.01 s
	5.45/1.82 s
	6.34/1.71 s



	PSO
	8.85/2.13 s
	7.70/2.18 s
	13.55/2.23 s
	4.83/2.28 s
	5.45/2.31 s
	6.34/2.53 s



	DIRL-SAM
	9.08/0.32 s
	7.76/0.24 s
	13.58/0.35 s
	4.83/0.19 s
	5.46/0.28 s
	6.34/0.33 s



	Random
	19.21/0 s
	18.32/0 s
	21.53/0 s
	18.15/0 s
	14.64/0 s
	17.66/0 s
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Table 9. Mission settings in small-scale problems.
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	Test
	Number of UAVs
	    Att    
	    E l e    
	    L o c    
	     w 1     
	     w 2     
	     w 3     
	    E n    





	Test 1
	20
	3.4
	4.1
	(4.55, 0.30)
	0.5
	0.3
	0.2
	1



	Test 2
	21
	2.5
	4.8
	(3.80, 2.40)
	0.2
	0.4
	0.3
	1



	Test 3
	22
	4.0
	5.3
	(3.85, 4.95)
	0.2
	0.3
	0.5
	1



	Test 4
	23
	2.4
	2.2
	(1.40, 1.90)
	0.5
	0.1
	0.4
	1



	Test 5
	24
	3.1
	2.5
	(2.75, 1.80)
	0.5
	0.4
	0.1
	1



	Test 6
	25
	1.6
	5.4
	(3.50, 3.90)
	0.1
	0.3
	0.6
	1
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