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Abstract: Accurately mapping surface water fractions is essential to understanding the distribution
and area of small water bodies (SWBs), which are numerous and widespread. Traditional spectral
unmixings based on the linear mixture model require high-quality prior endmember information,
and are not appropriate in situations such as dealing with multiple scattering effects. To overcome
difficulties with unknown mixing mechanisms and parameters, a novel automated and hierarchical
surface water fraction mapping (AHSWFM) for mapping SWBs from Sentinel-2 images was
proposed. AHSWFM is automated, requires no endmember prior knowledge and uses self-trained
regression using scalable algorithms and random forest to construct relationships between the
multispectral data and water fractions. AHSWFM uses a hierarchical structure that divides
pixels into pure water, pure land and mixed water-land pixels, and predicts their water fractions
separately to avoid overestimating water fractions for pure land pixels and underestimating water
fractions for pure water pixels. Results show that using the hierarchical strategy can increase the
accuracy in estimating SWB areas. AHSWFM predicted SWB areas with a root mean square error
of approximately 0.045 ha in a region using more than 1200 SWB samples that were mostly smaller
than 0.75 ha.

Keywords: surface water fraction; Sentinel-2; small water bodies; random forest; self-trained model

1. Introduction

Surface water is an important component of the Earth and a critical factor in global
ecosystem changes [1]. Compared with the relatively small number of large inland lakes
and reservoirs, there are millions of small lakes (~6% of farmlands worldwide) located
throughout Asian, North American and European countries [2]. The size of small water
bodies (SWBs) are usually defined as about <1 ha in [3], <10 ha in [4] and <50 ha in [5].
SWBs, including natural and artificial water impoundments such as fishponds, are vital to
storing water for agriculture and irrigation [4], and are linked to local stream discharge [5].
Most SWBs, such as on-farm reservoirs, were built in the past ~40 years, and exhibit a
large variation in area, especially during crop-growing seasons for the use of supplying
water for nearby farms [4,6]. Although SWBs are high in number and essential to farming
and ecology, the study of SWBs has lagged behind large lakes and reservoirs in recent
years [7,8].

Accurately mapping SWBs is crucial for understanding their locations, areas and
temporal variations. Compared with in-situ monitoring, satellite remote sensing enables
the mapping of water bodies at a large scale with high spatial and temporal resolution [9,10].
For instance, very high-resolution remote sensing images such as IKONOS, QuickBird and
SuperDoves facilitate the mapping of SWBs at the meter or sub-meter resolution [11,12].
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However, very high-resolution images are usually small in scene size and relatively low
in temporal resolution, and are thus limited in monitoring large-scale SWBs and their
variations [13–15]. Medium-resolution remote sensing images, whose spatial resolution
ranges from 10 m to 39.9 m [16], including the Landsat series and Sentinel-2, are observed
at a larger scene size and at high temporal repetition rates, and have great potential for
mapping SWBs. In general, most studies use pixel-based hard classification to map SWBs,
but are limited to mapping mixed water-land pixels [17–20]. Research has shown that 30 m
Landsat images are limited to mapping SWBs of a 0.1–5 ha area [4,5], while Sentinel-2
images with a resolution of 10–20 m have difficulty in mapping water bodies smaller than
0.035 ha [21].

In order to address inaccurate extraction caused by the mixed pixel problem from the
pixel-based hard classification, spectral unmixing has been proposed, which decomposes
mixed pixels into a set of constituent endmember spectra [22,23]. The result of unmixing
represents the proportions of each endmember present within the pixels, which is called
the fraction (i.e., areal abundance) of the endmember [24,25]. Various spectral unmixing
algorithms have been proposed to map sub-pixel scale water bodies to reduce the impact
of mixed pixel problems. Linear spectral mixture analysis (LSMA), which assumes that a
given pixel has a linear composition of different endmembers within it, has been widely
used for unmixing remote sensing images to extract water body fractions [26–28]. LSMA
requires prior knowledge about the spectrum of each pure endmember before unmixing,
but the spectral library with representative endmembers for different study areas is
usually difficult to build [29]. In addition, LSMA is not appropriate in situations such as
dealing with multiple scattering effects [30]. Lastly, SWBs may be composed of various
chemical and biological components, and LSMA may fail to accurately map SWBs that
exhibit high intra-class spectral variability in the image [29,31,32]. To deal with the
high intra-class variability and the low inter-class variability, multiple endmember
spectral mixture analysis (MESMA) has been applied to map sub-pixel surface water
fractions [33]. MESMA also requires a prior endmember library containing different
endmembers. Compared with LSMA and MESMA, which have strict constraints (such
as the positive and sum to 1 constraints in endmember abundance), Jarchow et al. [34,35]
used a partial unmixing model, matched filtering (MF), to map water fractions for SWBs.
MF only inputs prior water endmembers in the unmixing model, which greatly simplifies
the collection of other endmembers. MF is still not fully automated, considering the
requirement of water endmembers.

Compared with the linear mixture models used for mapping sub-pixel surface
water, regression-based unmixing models have been proposed to overcome difficulties
with unknown parameters and mixing mechanisms. Li et al. [36,37] proposed surface
water fraction mapping methods based on a regression model for moderate resolution
imaging spectroradiometer (MODIS) images. Ancillary data, such as the 30 m global
surface water (GSW) with thematic water map, provided by Pekel et al. [1], were used
to construct the regression model. Liang et al. [38] used bi-temporal multispectral
MODIS-Landsat images for surface water fraction mapping. The pre-dated Landsat
image was classified to a binary water map, which was combined with the pre-dated
MODIS image to train the regression model, which was used to predict surface water
fractions from the post-dated MODIS image. The same land cover in the pre-dated
training image and post-dated prediction image may change in reflectance due to factors
including phenology changes (such as changes in reflectance due to different vegetation
and crop growth) and different observation angles and satellite positions. Thus, the
method using bi-temporal images is appropriate for daily MODIS images, so that the
training and prediction images are acquired at a similar time and under similar satellite
observation conditions. When predicting surface water fraction from Sentinel-2 images
with a relatively longer repetition rate, using bi-temporal data for building the surface
water fraction regression model may be unsuitable.
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Compared with regression models that use an ancillary thematic map or pre-dated
remote sensing images, Rover et al. [39] have proposed a self-trained model that does not
require any prior information for the regression of surface water fractions. This self-trained
model classifies a Landsat image to a binary water map and aggregates both the Landsat
image and water map to a coarser spatial resolution to obtain an “internal” reference dataset
to build the regression model. This self-trained model was demonstrated to be appropriate
for mapping wetlands from mono-temporal Landsat images [39]. DeVries [31] extended
the self-trained model, and assessed its ability to map a time series of inundation areas.

Although the self-trained regression model greatly simplifies the collection of ancillary
data, challenges still exist. First, the regression model is used to predict the water fractions
of all pixels, regardless of whether the pixel is pure or mixed. The method may overestimate
the water fraction for pure land pixels, and underestimate the water fraction for pure water
pixels [29,32]. Second, in the production of the binary water map used for producing the
aggregated water fraction maps, supervised methods such as the classification tree [39] and
decision rule-based methods with pre-defined thresholds [31] were used. The exploration of
fully automated methods without any prior information or pre-defined threshold required
to generating the water map for the self-trained model is needed. Lastly, the accuracy of
the water fraction regression model is related to the aggregated coarse pixels as samples.
Previous self-trained models used a fixed window size (with a window size = 3 in [39]
and a window size = 5 in [31]) and a fixed window shift to aggregate the water map
and remote sensing image into coarse pixels, which were then used as samples for water
fraction regression. Although aggregation can be performed with different window sizes
(Figure 1a–c) and different window shifts (Figure 1d–f), the impact of different aggregation
window sizes and shifts on the regression results has not been addressed, to the best of
our knowledge.
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In this study, an automated and hierarchical surface water fraction mapping (AH-
SWFM) method using the self-trained regression was proposed. Unlike other self-trained
models that map large lakes or inundations from MODIS and Landsat images, the focus of
this method is to automatically map surface water fractions for SWBs from Sentinel-2 images.
AHSWFM has the following advantages:

1. AHSWFM uses a hierarchical structure that divides pixels into pure water, pure
land and mixed water-land pixels, and predicts their water fractions separately to
avoid overestimating the water fraction for pure land pixels and underestimating the
water fraction for pure water pixels. Compared with the hierarchical surface water
mapping method based on the linear mixture model [24,40], this study first explores
the hierarchical strategy based on a random forest (RF) regression model to address
the complicated water-land decomposition.

2. AHSWFM is fully automated without any prior information or pre-defined thresh-
olds. Compared with previous self-trained models that require training data or
pre-defined thresholds to generate the binary water map used in the regression model,
AHSWFM uses OTSU segmentation to automatically generate the water map in the
regression model.

3. The impacts of different window sizes and window shifts on the aggregation to coarse
pixel samples in the water fraction regression are assessed.

In this study, AHSWFM was assessed using two Sentinel-2 images in Wuhan, China,
and was compared with the traditional partial and fully constrained linear mixture models,
including MF, LSMA and MESMA.

2. Study Area and Data
2.1. Study Area

The study region is near the Yangtze River in Wuhan, China (114.8916◦ E, 30.9766◦ N),
with an area of about 132.8 km2 and an elevation of 28–78 m. The study region is mainly
composed of cropland and SWBs used to supply water for irrigation. The average annual
rainfall is about 1257.9 mm in the study region.

2.2. Data

Two cloud-free Sentinel-2 multispectral images for the study region, acquired on
26 December 2017 and 29 January 2021, were downloaded from the Copernicus European
Space Agency hub for water fraction mapping (Figure 2(a1,a2)). The Sentinel-2 images
used were Level-1C products of Top-of-Atmosphere (TOA) reflectance datasets, which
have been proven to be effective in computing water indices and mapping inland surface
water [20,32,41–45]. In this study, the selected Sentinel-2 images were free of cloud con-
tamination. In addition, the atmospheric effects were assumed to be uniform across the
study region, which had a limited geographic extent [46]. Two Google Earth RGB images
acquired on 22 December 2017 and 29 January 2021, at a spatial resolution of 1 m in the
study region, were used for the validation of each water fraction map. The two pairs of
Sentinel-2 and Google Earth images were selected because each image pair was observed
on the same or a similar date to reduce the land cover change effect, and no clouds were
contained in these images.
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and 2021. Small water bodies (SWBs) sampled for validation are highlighted as yellow points.

3. Methodology

The proposed AHSWFM method comprises several steps using a hierarchical strat-
egy to predict water fractions for pure and mixed pixels. First, the 20 m Sentinel-2 bands
were pre-processed and downscaled to 10 m. Then, the normalized difference water
index (NDWI) map was generated from the multispectral image and an initial binary
surface water map was generated based on the NDWI using the OTSU segmentation. A
self-trained model was built using samples by aggregating the Sentinel-2 multispectral
image and binary water map. The initial water and land pixels in the binary water
map were further divided into pure water, pure land and mixed pixels based on the
statistical features in NDWI. A hierarchical strategy was adopted in the water fraction
mapping for pure and mixed pixels separately. For pure land and water pixels, the
surface water fractions were directly assigned to 0% and 100%, respectively. For mixed
pixels, the surface water fraction was estimated based on the self-trained regression
using the self-trained RF. The flowchart of the proposed AHSWFM is shown in Figure 3.
The hierarchical strategy of AHSWFM in mapping the surface water fractions for pure
and mixed pixels is shown in Figure 4.
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3.1. Data Preprocessing

Sentinel-2 multispectral images have 13 spectral bands (10–60 m resolution). Only
the 10 bands with a spatial resolution of 10 and 20 m were used in this study, including
blue, green, red, three vegetation red-edge bands, near infrared (NIR), narrow near infrared
and two short-wave infrared (SWIR) bands. The six 20-m Sentinel-2 image bands, includ-
ing three vegetation red-edge bands, the narrow NIR band and two SWIR bands, were
downscaled to a resolution of 10 m. In this study, the downscaling was performed based
on the principal component analysis pan-sharpening algorithm for its convenience and
effectiveness [47,48].

3.2. Producing the Initial 10 m Binary Surface Water Map Based on OTSU Segmentation

An NDWI image was extracted from the Sentinel-2 image to extract surface water
information [49]

NDWI =
(BGreen − BNIR)

(BGreen + BNIR)
(1)

where BGreen and BNIR are the Green and NIR bands in the Sentinel-2 image, respectively.
Then, OTSU segmentation [50], which automatically determines a threshold to sepa-

rate surface water bodies from the background by maximizing the inter-class variance, was
applied to the NDWI image to generate a binary initial 10 m surface water map.

3.3. Generating the Pure Water, Pure Land and Mixed Pixels at 10 m Based on the Statistical
Values in the NDWI

The proposed AHSWFM uses a hierarchical strategy that divides pixels into pure
water, pure land and mixed water-land pixels and predicts their water fractions sepa-
rately. The initial water and land pixels in the OTSU segmentation map were further
divided into pure water, pure land and mixed pixels (Figure 4). The NDWI statistical
values were used in this step. The mean and standard deviations of the initial water
pixels (i.e., mean(NDWIInitialWater) and std(NDWIInitialWater), respectively) and land pixels
(i.e., mean(NDWIInitialLand) and std(NDWIInitialLand), respectively) were first calculated. Then,
the thresholds for discriminating pure water, pure land and mixed pixels were automat-
ically determined based on these statistical values. The threshold TPureWater was used to
distinguish pure water pixels and mixed pixels in Equation (2), and the threshold TPureLand
was used to distinguish pure land pixels and mixed pixels in Equation (3):

TPureWater = mean(NDWIInitialWater)− std(NDWIInitialWater) (2)

TPureLand = mean(NDWIInitialLand) + std(NDWIInitialLand) (3)

Based on TPureWater and TPureLand, the initial water and land pixels were then divided
into pure water pixels (PPureWater), pure land pixels (PPureLand) and mixed pixels (PMix) in
Equation (4):

P =


PPureWater if NDWI > TPureWater

PPureLand if NDWI < TPureLand

PMixed if NDWI ≥ TPureLand & NDWI ≤ TPureWater

(4)

3.4. Self-Trained Regression and Hierarchical Prediction for the Final 10 m Surface Water Fraction
Mapping Using RF

In AHSWFM, the water fractions for mixed pixels were estimated based on self-trained
regression. First, the initial 10 m surface water map generated from OTSU segmentation
was processed with the value “1” assigned to the initial water pixel and “0” assigned to
the initial land pixel. Then, the binary map was spatially aggregated to a coarse resolution
water fraction map according to the selected window size and the fixed window shift (the
performances of different window sizes and window shifts were assessed in the discussion
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section). For instance, if the window size was set to 2 (the resolution of the aggregated
map was 20 m) and there were two 10-m pixels with the value of “1”, then the surface
water fraction equaled 2/S2 × 100% = 50%, where S indicated the aggregation window size.
Simultaneously, the 10 m resolution Sentinel-2 multispectral image was also aggregated
according to the same window size using the local mean function.

After producing the aggregated multispectral image and the surface water fraction
map, an RF regression model, which is an ensemble-learning algorithm that combines a
large set of regression trees, was used to construct the regression model. In training the RF
regression, the inputs were the vectors of each aggregated coarse pixel multispectral band,
and the outputs were the corresponding surface water fraction within each coarse pixel.

According to the AHSWFM hierarchical strategy in Figure 4, the final 10-m surface
water fraction map was produced by assigning 100% and 0% to pure water and pure land
pixels, respectively, and assigning the self-trained regression predictions to mixed pixels.

4. Experiment
4.1. Parameter Settings of AHSWFM

In AHSWFM, the impacts of different window sizes (ranging from 2 to 30, with an
interval of 2) and window shifts (multiple shifts in x- and y-directions) on the aggregation
on the coarse pixel samples in the water fraction regression were tested. Specifically,
the aggregation window with a step of 0 × 10 m, 1 × 10 m, 2 × 10 m, . . . , (window
size) × 10 m was shifted in the x-direction and the aggregation window with a step of
0 × 10 m, 1 × 10 m, 2 × 10 m, . . . , (window size) × 10 m was shifted in the y-direction,
in order to produce different coarse pixels in the aggregation. A simple example of the
different window shifts with window size = 2 in the aggregation is shown in Figure 5. The
self-trained regression model with a fixed window (0 × 10 m in the x-direction and 0 × 10 m
in the y-direction) is illustrated in Figure 5b. 16 coarse pixels, such as those highlighted
with red rectangles in Figure 5b, were used for training the RF. AHSWFM with multiple
(i.e., all possible) window shifts included those in Figure 5b–e; it enlarged the number
of samplings used for training the RF regression, including those in Figure 5c–e, and the
number of samples was augmented to 49 samples (16 samples in Figure 5b, 12 samples in
Figure 5c, 12 samples in Figure 5d and 9 samples in Figure 5e).

In AHSWFM, the number of trees in RF regression was set to 100 based on the results
of trials and previous studies [31].

4.2. Methods for Comparison

Three popular unmixing algorithms for surface water, including the partial unmixing
of MF [34,35], fully constrained LSMA [26] and MESMA [33], were compared with the
proposed AHSWFM. Unlike the automated AHSWFM, the three comparison methods
were supervised and required prior endmember information about the representative
land covers in the image. For each unmixing Sentinel-2 image, the image endmembers
were collected directly from the Sentinel-2 image in Figure 2(a1,a2) with the help of the
corresponding Google Earth image in Figure 2(b1,b2). Four types of endmembers were
selected: vegetation, impervious, soil and water. For each endmember, about 20–40 sample
pixels were collected from the Sentinel-2 image to construct an endmember library. For
MF and LSMA, the mean spectral values of the samples of each endmember were used as
input. For MESMA, the spectral values of each sample were considered.

Because AHSWFM used a hierarchical strategy that divided and predicted surface
water fractions for mixed and pure pixels separately, in order to assess whether using the
hierarchical strategy could improve the surface water fraction accuracy, AHSWFM was also
compared with the self-trained RF regression (S_RF) method for all image pixels without
considering whether they were mixed or pure.
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Figure 5. Flowchart of producing aggregated surface water fractions from the initial surface water
map from OTSU segmentation with different window shifts (using window size = 2 as an example).
(a) Initial binary surface water map and (b–e) generating aggregated surface water fractions from the
initial surface water map with multiple (i.e., all possible) window shifts in the x- and y-directions.
(b) contains 16 coarse pixels and (c–e) contains 12, 12 and 9 coarse pixels for training the random
forest (RF) model, respectively.

4.3. Accuracy Assessment

The accuracy of the water fraction maps from each Sentinel-2 image in Figure 2(a1,a2)
was assessed based on the SWBs identified from the corresponding 1-m resolution Google
Earth images in Figure 2(b1,b2). The Sentinel-2 and Google Earth images were first co-
registered to reduce the impact of misalignment. The phase correlation based on the Fourier
shift was applied to each of the Sentinel-2 and Google Earth image pairs in this paper [51].
Then, all the water bodies in each 1-m Google Earth image were identified through visual
interpretation. Finally, the 1-m surface water maps were aggregated to a resolution of
10 m, and the water fraction in each 10 m pixel was determined by computing the area
proportions of interpreted surface water within the 10-m pixel.

A total of more than 1200 SWBs were selected for the accuracy assessment in the study
region. The selected SWBs were spatially scattered (with distances of more than about
50 m from each other), while other water bodies that were too close to each other were not
counted. Similar to the methods used in other studies [34,35,52,53], a buffer was created for
each selected SWB in this study by expanding the water outline outward by 20 m, and all
the 10 m pixels predicted within the 20-m buffer were used in the assessment of the SWB.

Because the SWBs may have changed from 2017 to 2021, the numbers of selected SWBs
were not identical in the two years. Specifically, 1267 SWBs were selected in 2017 and
1347 SWBs were selected in 2021. The locations of these SWBs are shown in Figure 2(b1,b2).
The selected SWBs that were smaller than 0.75 ha accounted for about 97.5% and 98.5% in
2017 and 2021, respectively (Figure 6). The selected SWBs had an average area of 0.1810 ha
in 2017 and an average area of 0.1487 ha in 2021. The largest SWB had an area of 3.1276 ha,
and the smallest had an area of 0.0027 ha in the selected SWBs.
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Figure 6. The count and area of the selected small water bodies (SWBs) in the study region in 2017
and 2021.

For each selected SWB, the area predicted by each method within the 20-m buffer was
computed and compared with the reference [35,53]. The area of an SWB within the 20-m
buffer was computed by summarizing the total water fractions of the 10 m pixels within
the buffer. The root mean square error (RMSE) in the SWB area (RMSEarea) is used to assess
the difference between the predictions and the reference

RMSEarea =

√
∑N

1 (Parea,i − Rarea,i)
2

N
(5)

where Parea,i is the predicted SWB area of the ith SWB, Rarea,i is the reference SWB area of
the ith SWB and N is the total number of selected SWBs in the year.

In addition to the SWB area, the per-pixel accuracy of the water fractions in the buffer
and in the entire image (all image pixels were used and all SWBs were accounted for) were
also assessed. The RMSEfraction is used to quantify the per-pixel accuracy of water fraction

RMSE f raction =

√√√√∑M
1

(
Pf raction,i − R f raction,i

)2

M
(6)

where Pfraction,i is the predicted surface water fraction of the ith Sentinel-2 pixel, Rfraction,i is
the reference water fraction of the ith Sentinel-2 pixel and M is the number of Sentinel-2
pixels in the buffer or in the entire image.

5. Results
5.1. Visual Comparison of Different Water Fraction Maps

The water fraction maps generated using five methods (MF, LSMA, MESMA, S_RF
and AHSWFM) in 2017 and 2021 are shown in Figure 7. The results of S_RF and AHSWFM
with the window size of 10 and the fixed window shift in the aggregation to coarse pixel
samples in the water fraction regression were used in the visual comparison in this section.
In general, LSMA overestimated the water fractions, as shown in Figure 7(c1,c2), while MF,
MESMA, S_RF and AHSWFM generated maps that were similar to the reference.
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Figure 7. Comparison of water fraction maps generated using five methods in two years.
(a1,a2) Reference water fraction maps, in which the red rectangles indicate the locations of zoomed
areas of five small water bodies (SWBs) analyzed in Figure 8, (b1,b2) matched filtering (MF),
(c1,c2) linear spectral mixture analysis (LSMA), (d1,d2) multiple endmember spectral mixture analysis
(MESMA), (e1,e2) self-trained random forest regression (S_RF) prediction and (f1,f2) automated and
hierarchical surface water fraction mapping (AHSWFM). S_RF and AHSWFM with a window size of
10 and a fixed window shift in the aggregation to coarse pixel samples in the water fraction regression
were used.

Five zoomed-in regions highlighted in red rectangles in Figure 7(a1,a2) are shown
in Figure 8. The outline of water bodies and the 20-m buffer (for validation) highlighted
with red and green are overlapped with the predicted water fraction maps. SWBs 1–3
changed in spatial extent in the selected years according to the Google Earth images shown
in Figure 8a. The first two SWBs expanded from 2017 to 2021 Figure 8(a1–a4) and the third
SWB Figure 8(a5,a6) varied in shape during 2017–2021. The SWBs 4–5 that had relatively
small size (<0.1 ha) were shown in Figure 8(a7–a10).
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Figure 8. Zoomed-in areas of Google Earth and Sentinel-2 images and predicted water fraction
maps obtained from the five methods highlighted in red rectangles in Figure 6 (a1–a10) Google
Earth images, (b1–b10) Sentinel-2 images, (c1–c10) matched filtering (MF), (d1–d10) linear spectral
mixture analysis (LSMA), (e1–e10) multiple endmember spectral mixture analysis (MESMA), (f1–f10)
self-trained random forest regression (S_RF) and (g1–g10) automatic and hierarchical surface water
fraction mapping (AHSWFM). S_RF and AHSWFM with a window size of 10 and a fixed window
shift in the aggregation to coarse pixel samples in the water fraction regression were used.
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The five methods predicted different water fractions for the five SWBs shown in
Figure 8. For the SWBs 1–3 that have changed area and shape, all the methods predicted
the water fraction changes from 2017 to 2021. For the SWBs 4–5 that are relatively small,
MF predicted very low water fraction values in the area located by the two SWBs in
Figure 8(c7–c10), while the other four methods predicted relatively high water fraction
values. In general, MF tended to underestimate the surface water range, especially for the
mixed water-land pixels that interacted with the red water body outline (such as those
highlighted in black ellipses in Figure 8(c3). In contrast, LSMA tended to overestimate the
surface water range. For example, LSMA incorrectly predicted pure land pixels with high
water fractions, such as those highlighted in black ellipses in Figure 8(d6,d8). This indicates
that LSMA failed to distinguish the water and land pixels if they had similar spectral
values [54]. Compared with LSMA, the MESMA method, which considered the variations
in the intra-class spectrum and the regression models of S_RF and AHSWFM, better distin-
guished water and land in most regions in the Sentinel-2 image in Figure 8e–g. MESMA
overestimated the water fractions for some pure land pixels, such as those highlighted
in black ellipses in Figure 8(e1,e2) and underestimated the water fractions of some pure
water pixels and mixed pixels interacted with the red water body outline, such as those
highlighted in a black ellipse in Figure 8(e4,e7,e9). Compared with MESMA, the regression
methods used in S_RF and AHSWFM better predicted the water fractions for the pure land
pixels in Figure 8f–g. Compared with S_RF, AHSWFM predicted higher surface water frac-
tions for pure water, such as those highlighted in black ellipses in Figure 8(f1,g1,f5, g5,f9,g9),
and predicted lower surface water fractions for pure land pixels better such as those
highlighted in black ellipses in Figure 8(f4,g4,f6,g6), demonstrating the advantage of the
hierarchical strategy in sub-pixel water mapping.

5.2. Accuracy Comparison of Different Water Fraction Maps

To fully demonstrate the difference among the five methods in predicting the SWB
area in the buffer, Figure 9 shows the scatter plots between the predicted and reference
areas for all SWBs. Generally, a simple linear regression is used to estimate the accuracy of
predicted values, and the coefficient of determination (R2) and slope of the fitted line are
performed to evaluate the goodness of the fit. The closer the R2 is to one, the better the fit.
If the slope of the fitted line is larger than 1, the predicted value would be larger than the
reference; otherwise, the predicted value would be smaller than the reference. In this paper,
linear regressions were performed for each scatter plot.

As shown in Figure 9, it was found that the proposed AHSWFM generated the highest
R2 in both the two years among all methods, showing that the SWB area predicted by
AHSWFM was the closest match to the reference. The plots in the AHSWFM predictions
were the closest to the 1:1 line expected for Figure 9(b1) of LSMA in 2017. In 2017, LSMA
had a slope that was closer to the 1:1 line and a smaller intercept (the slope of the fitted
line, that is, 0.99, was the closest to 1) than the proposed AHSRFM, but a lower R2 and
higher RMSE (Table 1) than AHSRFM, showing that the LSMA prediction had a relatively
larger dispersion degree of SWB area than AHSWFM. In addition, the slopes of the fitted
lines of MF, MESMA, S_RF and AHSWFM were lower than 1, showing that these methods
underestimated surface water area in both two years. In contrast, the slope of the fitted line
of LSMA in 2021 (Figure 9(b2)) was higher than 1, showing that LSMA overestimated the
surface water area in 2021. This could be used to demonstrate that LSMA predicted high
water fractions for pure land pixels in the buffer, such as in Figure 8(d6).

The RMSEarea values in SWB areas within the 20-m buffer for all methods are shown in
Table 1. The proposed AHSWFM generated the lowest RMSE values in all the metrics and
in both two years. S_RF generated lower RMSEarea values than MF, LSMA and MESMA
in 2021, but generated a higher RMSEarea value than LSMA in 2017. Table 1 shows that
AHSWFM can predict the area of SWBs (mainly smaller than 0.75 ha in the study region)
with RMSEarea values of about 0.045 ha, demonstrating the advantage of the proposed
method in SWB area estimation.
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Figure 9. Comparison between actual surface water area (from digitized water maps) and predicted
surface water area (from all five methods). (a1,a2) matched filtering (MF) scatterplots, (b1,b2) linear
spectral mixture analysis (LSMA) scatterplots, (c1,c2) multiple endmember spectral mixture analysis
(MESMA) scatterplots, (d1,d2) self-trained random forest regression (S_RF) scatterplots and (e1,e2)
automatic and hierarchical surface water fraction mapping (AHSWFM) scatterplots. The 1:1 line is
shown as a red dotted line. S_RF and AHSWFM with a window size of 10 and a fixed window shift
in the aggregation to coarse pixel samples in the water fraction regression were used.

Table 1. Accuracy statistics of five methods in two years. The lowest root mean square errors (RMSE)
values are highlighted in bold. Self-trained random forest regression (S_RF) and automated and
hierarchical surface water fraction mapping (AHSWFM) with a window size of 10 and a fixed window
shift in the aggregation to coarse pixel samples in the water fraction regression were used.

Method MF LSMA MESMA S_RF AHSWFM

RMSEarea:
RMSE in SWB area within the buffer (ha)

2017 0.0938 0.0517 0.0845 0.0608 0.0461
2021 0.1065 0.0873 0.0592 0.0526 0.0440

RMSEfraction:
RMSE in per-pixel water fraction

Within the buffer
2017 0.2679 0.1785 0.2119 0.1772 0.1714
2021 0.2765 0.2188 0.1959 0.1826 0.1799

In the image 2017 0.1336 0.1327 0.1055 0.0964 0.0926
2021 0.1416 0.1618 0.1018 0.0965 0.0940

Table 1 also shows the accuracies of different methods in surface water fractions in the
20-m buffer, and in the entire image. In general, all methods generated higher RMSE values
in the 20-m buffer than in the entire image. Within the buffer, the proposed AHSWFM
generated an RMSEfraction of less than 0.18. In the image, MF generated a lower RMSEfraction
than LSMA in 2021; MESMA generated an RMSEfraction of higher than 0.10, while S_RF and
AHSWFM generated RMSEfraction values of less than 0.10 in both two years. AHSWFM
generated the lowest RMSEfraction both within the buffer and in the image in both two years.

6. Discussion
6.1. Impact of Different Window Sizes and Window Shifts in the Aggregation to Coarse Pixel
Samples in the Water Fraction Regression on S_RF and AHSWFM

The proposed AHSWFM used a scalable algorithm to aggregate the original multi-
spectral and the corresponding binary surface map to coarse pixel samples for training
the RF regression model. The window size and shift determined the sample number,
regression model accuracy and running time of the algorithm. The window size ranging
from 2 to 30, with an interval of 2, were assessed in this section. The windows with fixed
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shift (such as Figure 5b) and multiple shifts (i.e., all possible shifts such as Figure 5b–e)
were also assessed.

6.1.1. Impact of Different Window Sizes (and the Fixed Window Shift) in the Aggregation
to Coarse Pixel Samples in the Water Fraction Regression on S_RF and AHSWFM

The RMSEarea and RMSEfraction values in S_RF and AHSWFM using the aggregation
window with different window sizes and a fixed window shift were shown in Figure 10.
AHSWFM (orange dotted line in Figure 10) predicted less RMSE values than S_RF (blue
dotted line in Figure 10) in all metrics and almost all window sizes. This result showed that
using hierarchical strategy in AHSWFM could improve the accuracy in water mapping
at different window sizes than S_RF, and the improvement was more obvious when the
window size is larger than about 10. Compared with S_RF, AHSWFM decreased the
lowest RMSEarea in the estimation of SWB areas by about 0.018, decreasing the lowest
RMSEfraction in the estimation of SWB fractions in the buffer and in the entire image by
about 0.008 and 0.002.
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Figure 10. Accuracies in self-trained random forest regression (S_RF) and automated and hierarchical
surface water fraction mapping (AHSWFM) with different window sizes and the fixed window shift
in the aggregation to coarse pixel samples in the water fraction regression. (a1,a2) RMSEarea values
in the estimation of small water body (SWB) area, (b1,b2) RMSEfraction values in the estimation of
SWB fractions in the buffer and (c1,c2) RMSEfraction values in the estimation of SWB fractions in the
entire image.

According to Figure 10, the accuracy of S_RF and AHSWFM varied greatly with the
change in window size. Previous S_RF used a window size of 3 to 5 to map water fractions
from 30 m Landsat images [31,39]. In this study, when applying to Sentinel-2 image at
10 m resolution for mapping SWBs (mostly smaller than 0.75 ha), the optimal window
size ranged from 6 to 10 for S_RF (blue dotted line in Figure 10). A too small or too large
window size resulted in relatively higher RMSE values for different accuracy metrics. For
AHSWFM, the optimal window size ranged from 6 to 18 (orange dotted line in Figure 10).

6.1.2. Impact of Different Window Sizes and Window Shifts in the Aggregation to Coarse
Pixel Samples in the Water Fraction Regression on S_RF

The RMSEarea and RMSEfraction values of S_RF with fixed and multiple shifts in produc-
ing the regression samples were shown in Figure 11. S_RF using the fixed shift (blue dotted
line) were more sensitive to the window size and the RMSE values increased obviously
when the window size was larger than about 12. S_RF using the multiple shifts (blue solid
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line) did not necessarily decrease the RMSE values than that using the fixed shift. The main
reason would be the fact that aggregation with multiple shifts may generate similar and
redundant samples used in the RF regression model.
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Figure 11. Accuracies in self-trained random forest regression (S_RF) with different window sizes
and shifts in the aggregation to coarse pixel samples in the water fraction regression in S_RF.
(a1,a2) RMSEarea values in the estimation of small water body (SWB) area, (b1,b2) RMSEfraction values
in the estimation of SWB fractions in the buffer and (c1,c2) RMSEfraction values in the estimation of
SWB fractions in the entire image.

6.1.3. Impact of Different Window Sizes and Window Shifts in the Aggregation to Coarse
Pixel Samples in the Water Fraction Regression on AHSWFM

The RMSEarea and RMSEfraction values of AHSWFM with fixed and multiple shifts
in producing regression samples were shown in Figure 12. Similar to S_RF in Figure 11,
AHSWFM using the multiple shifts (orange solid line) did not necessarily decrease the
RMSE values than those using the fixed shift (orange dotted line).

6.1.4. Comparison of Training Sample Number and Running Times of S_RF and AHSWFM

The comparison of training sample number and running times of S_RF and AHSWFM
were shown in Table 2. All the methods were performed with Intel(R) Xeon(R) W-2133
CPU @ 3.60 GHz and 16 GB of RAM for water fraction mapping using a 1044 × 1272 sized
Sentinel-2 image. The number of training samples is the same for S_RF and AHSWFM when
using the same aggregation window size and shift—the only difference is that AHSWFM
introduced additional steps, such as the computing of NDWI statistical values. AHSWFM
converged for about no more than 1 s longer than S_RF in computing time, showing that
AHSWFM using the hierarchical strategy in the regression model does not add much
complexity compared with S_RF.

Compared with the hierarchical strategy, both window size and window shift have a
large impact on the computing times of S_RF and AHSWFM. According to Table 2, it could
be found that:

1. When using the fixed window shift in producing regression samples, the increase
of window size resulted in a decrease in sample numbers and running time. When
the window size is too small, the samples may be not representative for the complex
water-land composition. For example, if the window size is 2, when aggregating the 2
× 2 pixels from the binary water map to coarse pixel water fraction, only 5 values of
coarse water fractions are obtained including 0% (none of the pixels labeled as water),
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25% (1 pixel labeled as water), 50% (2 pixels labeled as water), 75% (3 pixels labeled
as water) and 100% (all pixels labeled as water). Thus, both S_RF and AHSWFM with
the window size of 2 generated high RMSE values in different metrics in Figures 10–
12. Considering the accuracies in Figures 10–12 and the running times in Table 2,
S_RF and AHSWFM with window sizes ranging from 6–10 can generate results with
relatively high accuracy and low time cost.

2. When using multiple shifts in producing the regression samples, the increasing of
window size resulted in a decrease in sample numbers but not an obvious decrease in
running time when the window size is larger than 2. For S_RF and AHSWFM, the
running times are longer than 3100 s for the window size of 2, and are shorter than
1200 s for the other window sizes.

3. The running time of S_RF and AHSWFM using multiple shifts are more than 10 times
longer than those using fixed shift.
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Figure 12. Accuracies in automated and hierarchical surface water fraction mapping (AHSWFM)
with different window sizes and shifts in the aggregation to coarse pixel samples in the water fraction
regression in AHSWFM. (a1,a2) RMSEarea values in the estimation of small water body (SWB) area,
(b1,b2) RMSEfraction values in the estimation of SWB fractions in the buffer and (c1,c2) RMSEfraction

values in the estimation of SWB fractions in the entire image.

6.2. Limitations and Future Research

Although the method proposed in this study has several advantages over the supervised
methods, limitations still exist. The NDWI was used to automatically segment the Sentinel-2
image and generate the binary surface water map for aggregation and for training the RF
regression model. Although NDWI can eliminate the noise from soil and vegetation well,
the water information extracted by NDWI is often mixed with built-up noise, which may
probably result in an overestimation of water fraction, especially in urban areas [55,56]. In
regions with a background dominated by low albedo surfaces such as asphalt roads and
shadows from buildings and mountains, other water indices such as the modified NDWI
and the automated water extraction index that helps to reduce built-up land and shadow
noise could also be explored [55,57]. In addition, the used NDWI was calculated based on
the green and NIR bands that are sensitive to several influencing factors in water information
extraction. First, soil moisture and topographic wetness could impact the NDWI; for instance,
the reflectance of the NIR band increases with the decrease of soil moisture [58]. Second,
the seasonal variation of the Sentinel-2 images would also affect the NDWI. For instance,
seasonal variation could result in different water quality, such as variable dissolved chemical
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and physical components, and thus result in a variation in the green band reflectance [59].
The seasonal variation could also result in different vegetation growth conditions due to
phenology changes, and thus result in variation in the NIR band reflectance [60]. Future work
should focus on using multiple water index images and information from synthetic aperture
radar (SAR) and the digital elevation model (DEM) to improve accuracy in generating binary
surface water maps for aggregation and regression [61,62].

Table 2. Number of training samples and mean running time over two years of self-trained random
forest regression (S_RF) and automated and hierarchical surface water fraction mapping (AHSWFM)
using different window sizes and shifts in the aggregation to coarse pixel samples in the water
fraction regression.

Window
Size

Fixed Window Shift Multiple Window Shifts

Number of
Training Samples

Running Time
(Second) Number of

Training Samples

Running Time
(Second)

S_RF AHSWFM S_RF AHSWFM

2 331,992 1419.7 1420.0 1,325,653 3102.0 3102.2
4 82,998 125.6 125.8 1,321,029 1203.3 1203.5
6 36,888 103.6 104.0 1,316,413 1075.8 1075.9
8 20,670 94.8 95.0 1,311,805 1036.0 1036.2

10 13,208 89.1 89.3 1,307,205 1018.9 1019.0
12 9222 84.6 84.8 1,302,613 1022.8 1022.9
14 6660 81.4 81.5 1,298,029 1047.0 1047.1
16 5135 79.1 79.3 1,293,453 1069.0 1069.2
18 4060 77.0 77.2 1,288,885 1092.2 1092.3
20 3276 75.4 75.6 1,284,325 1110.6 1111.1
22 2679 74.4 74.5 1,279,773 1129.6 1129.8
24 2279 72.6 72.8 1,275,229 1149.3 1149.5
26 1920 68.1 68.2 1,270,693 1178.9 1179.0
28 1665 59.8 60.0 1,266,165 1200.0 1200.2
30 1428 59.1 59.2 1,261,645 1228.4 1228.6

In addition, the AHSWFM used the hierarchical strategy to predict pure and mixed
pixels, and the rules used to discriminate pure and mixed pixels were based on statistical
values such as the mean and standard variations of the NDWI values according to the
OTSU segmentation map. This hierarchical strategy is suitable when the histogram of
NDWI image exhibits bimodal distribution [63]. When the proportion of the target area
(i.e., the SWB area in the present analysis) is relatively small, the NDWI image histogram is
close to the unimodal distribution, and the OTSU segmentation result may not generate a
binary water map with high accuracy. Other rules to distinguish pure and mixed pixels,
such as those using the slopes of the NDWI histogram curve [29], should be explored in
complex regions such as urban cities.

7. Conclusions

Surface water is a crucial resource, and developing accurate methods for the study
of SWBs using satellite monitoring is urgent. In this study, a novel automatic surface
water fraction mapping method using Sentinel-2 multispectral images to predict the areas
of SWBs with an area of smaller than 0.75 ha was proposed. The proposed AHSWFM
is fully automatic without any prior knowledge required, thus reducing the labor of
collecting additional training samples. AHSWFM used a self-trained regression model that
built the regression relation between Sentinel-2 images and corresponding water fractions
directly from the input image, thus reducing the impacts of the changes in vegetation
phenology and satellite observation conditions between training and prediction dates.
AHSWFM used a hierarchical structure that divided and predicted water fractions for
pure water, pure land and mixed water-land pixels separately. The findings showed that
using the hierarchical strategy increased the accuracy of S_RF, which predicted all pixels
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using RF and resulted in a negligible increase in the computation time (the use of the
hierarchical strategy took much less than 1% of the total computation time in AHSWFM).
The impacts of the different window sizes and shifts in the aggregation to coarse pixel
samples in the water fraction regression on the result were also assessed. It was found that
AHSWFM using the aggregation window with the fixed shift took about one-tenth of the
computation time compared with that of using multiple shifts. The AHSWFM accuracy
varied with the window size. AHSWFM with a fixed window shift and a window size
ranging from 6–10 could generate results with relatively high accuracy and low time cost.
In the experiments, AHSWFM generated more accurate water fraction maps than the
methods used for comparison. AHSWFM generated a predicted SWB area with RMSE
values of about 0.045 ha for SWBs that were mostly smaller than 0.75 ha, and the R2 values
of the fitted linear regression models for the SWB areas were higher than 0.94. Considering
its advantages, such as the automation and relatively good computation complexity, the
proposed AHSWFM has great potential in monitoring SWBs from Sentinel-2 images.
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