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Abstract

:

In the Global Navigation Satellite System, ionospheric delay is a significant source of error. The magnitude of the ionosphere total electron content (TEC) directly impacts the magnitude of the ionospheric delay. Correcting the ionospheric delay and improving the accuracy of satellite navigation positioning can both benefit from the accurate modeling and forecasting of ionospheric TEC. The majority of current ionospheric TEC forecasting research only considers the temporal or spatial dimensions, ignoring the ionospheric TEC’s spatial and temporal autocorrelation. Therefore, we constructed a spatiotemporal network model with two modules: (i) global spatiotemporal characteristics extraction via forwarding spatiotemporal characteristics transfer and (ii) regional spatiotemporal characteristics correction via reverse spatiotemporal characteristics transfer. This model can realize the complementarity of TEC global spatiotemporal characteristics and regional spatiotemporal characteristics. It also ensures that the global spatiotemporal characteristics of the global ionospheric TEC are transferred to each other in both temporal and spatial domains at the same time. The spatiotemporal network model thus achieves a spatiotemporal prediction of global ionospheric TEC. The Huber loss function is also used to suppress the gross error and noise in the ionospheric TEC data to improve the forecasting accuracy of global ionospheric TEC. We compare the results of the spatiotemporal network model with the Center for Orbit Determination in Europe (CODE), the convolutional Long Short-Term Memory (convLSTM) model and the Predictive Recurrent Neural Network (PredRNN) model for one-day forecasts of global ionospheric TEC under different conditions of time and solar activity, respectively. With internal data validation, the average root mean square error (RMSE) of our proposed algorithm increased by 21.19, 15.75, and 9.67%, respectively, during the maximum solar activity period. During the minimum solar activity period, the RMSE improved by 38.69, 38.02, and 13.54%, respectively. This algorithm can effectively be applied to ionospheric delay error correction and can improve the accuracy of satellite navigation and positioning.
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1. Introduction


The ionosphere is an important part of the atmospheric space layer. It contains many free electrons and ions, which are refracted by traversing wireless signals. Therefore, it affects the accuracy of Earth-space-based application systems such as satellite positioning, navigation, time service, and remote sensing systems [1]. In the Global Navigation Satellite System (GNSS), the satellite carrier and pseudo-range signals received by ground stations are affected by the ionosphere with time-delay effects of up to several tens of meters [2]. This seriously affects the accuracy and precision of satellite navigation and positioning. Total electron content (TEC) is the sum of free electrons in a path between the satellite and the receiver [3] and is an important parameter describing the morphology and structure of the ionosphere. The effect of the ionosphere on satellite signals is proportional to TEC. Ionospheric TEC can be used to analyze ionospheric activity and its variation patterns at different spatial and temporal scales. A more accurate ionospheric TEC forecast model, which can be used for ionospheric delay correction, to mitigate the impact of the ionosphere on satellite signals and improve the accuracy of satellite navigation and positioning is required. The accurate modeling and forecasting of TEC are critical for satellite positioning, navigation, measurement and control, and the time-frequency transmission of radio wave propagation over the satellite–ground link.



The ionosphere is a highly dynamic environment that undergoes significant spatial and temporal variability with changes in latitude, longitude, time, and season. Therefore, the magnitude of ionospheric TEC is highly dependent on time, latitude, longitude, season, solar activity, and geomagnetic conditions, and the temporal and spatial dimensions are interdependent. It contains spatiotemporal series data with spatiotemporal-varying characteristics and high autocorrelation. As a result of these factors, the ionosphere is highly variable, making it difficult to establish a global high-precision ionospheric TEC forecast model.



Many scholars have conducted several studies on ionospheric TEC forecasting. The Committee on Space Research and the International Union of Radio Science collaborated on the first studies with Rawer et al., proposing the International Reference Ionosphere (IRI) model based on empirical modeling [4]. In addition to the IRI model, the Bent model [5], the Klobuchar model [6], and the NeQuick model [7] are also widely used in satellite signal delay correction. The Klobuchar broadcast model and the NeQuick broadcast model were used by the Global Positioning System (GPS) and Galileo positioning system, respectively, to estimate ionospheric parameters for single-frequency users [8]. All these models are global empirical models that fit the ionospheric TEC well for a global region but are less accurate for local regions. These models may obliterate features that are unique to certain regions [9], especially in the presence of perturbation conditions in the ionosphere [10]. In such cases, regional or local models are more advantageous in characterizing the ionosphere [11]. For modeling ionospheric TEC in local regions, linear models such as the autoregressive (AR) model and autoregressive moving average (ARMA) model for time series prediction are used [12,13]. However, these models are linear regressions for the time domain, do not capture abrupt changes in ionospheric TEC, and cannot fit ionospheric TEC in the highly nonlinear relationship [14].



In addition, the ionospheric TEC can be obtained by using the linear combination of the observed data of the multi-frequency GNSS with a single constellation and/or multiple constellations [15,16,17]. Based on this computational process, the Ionospheric Associate Analysis Centers (IAACs) of the International GNSS Service (IGS) use TEC data from hundreds of IGS observatories worldwide using different methods and techniques to construct a global ionospheric model [18]. They also produce global ionospheric maps, which have been widely used for ionospheric error removal in single-frequency and dual-frequency precise point positioning [19]. These IAACs also offer prediction products for ionospheric TEC, obtained by extrapolation methods or based on physical model calculations. For example, the prediction products of the Centre for Orbit Determination in Europe (CODE), one of the IAACs, are obtained by the extrapolation of spherical harmonic coefficients [20]. The ionospheric prediction model of the Universitat Politècnica de Catalunya (UPC), on the other hand, is based on linear regression and discrete cosine transform [21]. The global ionospheric maps predicted by CODE also have a higher accuracy than the global ionospheric TEC maps predicted by two IAACs, UPC and the European Space Operations Center of the European Space Agency (ESA) [22].



Artificial intelligence technology has advanced in leaps and bounds since the dawn of the big data era and the introduction of high-performance GPUs. In recent years, many researchers have used machine learning algorithms to study ionospheric TEC forecasting. Feedforward neural networks, which consist of multiple interconnected artificial neurons, are capable of fitting nonlinear relationships in data [23], and several studies have used a feedforward neural network to build ionospheric TEC models [24,25,26]. Feedforward neural networks are capable of approximating nonlinear ARMA relationships, thus improving the performance of ionospheric TEC modeling. Radial basic function (RBF), support vector machines (SVM), and fully connected neural networks have also been applied in ionospheric TEC modeling studies [27,28,29]. Global ionospheric TEC models have also been developed using parameters such as the geomagnetic index and solar activity index using EXtreme Gradient Boosting over Decision Trees techniques [30]. However, the above algorithms lack a circular feedback mechanism between artificial neurons, are unable to better suit temporal correlation and mutability in time-series data, and have unstable convergence.



For this reason, deep learning is gradually being used as an alternative paradigm to machine learning [31]. Compared to machine learning, deep learning is not only capable of mining valid information from data and automatically capturing hidden linear and non-linear features in data, but can also efficiently process large-scale spatiotemporal sequence data [32]. As one of the deep learning algorithms, the recurrent neural network (RNN) establishes a recurrent feedback mechanism between neurons and can fit temporal correlations in time-series data, which can be used for ionospheric TEC modulation. However, RNN suffers from gradient disappearance during the learning process and is unable to fit complex temporal correlations. Long short-term memory (LSTM) was proposed [33] to solve the problem of RNN gradient disappearance while retaining the advantages of RNN in terms of fitting temporal correlations. Many scholars have used correlation factors such as latitude, longitude, time, and geomagnetic index as input parameters for the LSTM model to build ionospheric TEC forecasting models [34,35,36,37].



Although LSTM models can fit ionospheric TEC models well, they mainly fit the temporal dimension of ionospheric TEC. However, spatial factors such as latitude and longitude have an impact on ionospheric TEC. The traditional LSTM models are less likely to learn the spatial characteristics of ionospheric TEC and lack the fitting of the spatial dimension of ionospheric TEC. This reduces the accuracy of ionospheric TEC forecasting models by ignoring the spatial and temporal autocorrelation therein. Furthermore, some researchers have also modeled ionospheric TEC maps as two-dimensional images and fitted the spatial features in them to predict ionospheric TEC maps [38,39]. However, they neglected the effect of time on ionospheric TEC and similarly did not consider the spatiotemporal autocorrelation, which influenced the forecasting accuracy.



In deep learning, RNN or LSTM focus more on modeling time series but lack attention to spatial features, resulting in blurred images. Convolutional neural networks (CNNs) focus more on extracting spatial features but are relatively weak at capturing time. At the same time, neither RNN nor CNN can effectively capture the temporal variability and spatial features of spatiotemporal sequence data. To address this problem, some scholars proposed combining the use of RNN and CNN to capture the spatiotemporal features of spatiotemporal sequence data. One of them introduced convolutional operations into LSTM to construct convolutional LSTM (convLSTM) structures. This scholar also built an encoder–decoder prediction model by stacking convLSTM units [40] to effectively extract the spatiotemporal variation features of the data. Similarly, this algorithm has been applied to the study of global ionospheric TEC forecasting. convLSTM units can be used to learn the time-varying properties and spatial characteristics of global ionospheric TEC and fit non-linear relationships such as the spatiotemporal autocorrelation [41,42]. However, in the process of extracting spatiotemporal information from the convLSTM units, the stacked convLSTM units are independent of each other. The time-varying characteristics of the ionospheric TEC can only be horizontally transferred in the time domain, and the spatial features can only be vertically transferred in the spatial domain. Therefore, the spatiotemporal features cannot be transferred to each other in the time and spatial domains at the same time. Additionally, the historical spatiotemporal information applied to the current moment is incomplete. This reduces the accuracy of the resulting forecast.



To address the aforementioned issues, one researcher created a Spatiotemporal Long Short-Term Memory (ST-LSTM) unit by adding spatiotemporal memory modules to the convLSTM unit. The Predictive Recurrent Neural Network (PredRNN) [43] was built by stacking the ST-LSTM units. This model ensures that the spatiotemporal features are simultaneously passed to each other in the time and space domains to improve forecast accuracy. However, the low-layer ST-LSTM units in the PredRNN model have incomplete spatiotemporal properties and lack the global spatiotemporal features on which the forecast results are more dependent.



Therefore, in light of the spatiotemporal characteristics of ionospheric TEC, we employed the ST-LSTM unit to learn the time-varying and spatial characteristics of the global ionospheric TEC. Two modules were established for global spatiotemporal characteristics extraction via forwarding spatiotemporal characteristics transfer and regional spatiotemporal characteristics correction via reverse spatiotemporal characteristics transfer. In this way, a spatiotemporal network model of the global ionospheric TEC is constructed to compensate for the low-layer ST-LSTM units’ deficiencies in spatiotemporal characteristics. In addition, this achieves complementarity of the global spatiotemporal characteristics and regional spatiotemporal characteristics of the TEC, ensuring that global spatiotemporal properties are simultaneously transferred in the time and space domains. This can improve the model’s ability to fit non-linear relationships, such as TEC’s spatiotemporal autocorrelation, and achieve a spatiotemporal prediction of global ionospheric TEC. Meanwhile, for the non-linear, non-smooth, and highly noisy characteristics of global ionospheric TEC data [44], we used the Huber loss function [45] to constrain the model training process, suppressing the gross error and noise in global ionospheric TEC data and further improving the forecast accuracy of global ionospheric TEC.



To validate the forecast performance of the global ionospheric TEC, our proposed algorithm is used to forecast the future day variability of the global ionospheric TEC. At different times and under different solar activity conditions, we first performed an internal validation using the IGS final TEC test set data. The one-day forecasts were compared with those of the CODE, convLSTM model, and PredRNN model for visual and quantitative evaluation. This was followed by external validation using altimetric satellite vertical total electron content (VTEC) data for a quantitative comparison with the one-day forecast results from CODE and forecast performance when subjected to severe solar storm disturbances. The results of the experiments show that our method can improve the global ionospheric TEC forecast accuracy and can be used to correct ionospheric delay errors in satellite navigation positioning. The remainder of this article is structured as follows: Section 2 introduces the global ionospheric TEC data used in our paper, Section 3 describes the specific principles of our method, Section 4 presents the experimental results and compares and analyses the forecast performance of several algorithms, and Section 5 concludes with the appropriate conclusions.




2. Database


The TEC data provided by the IGS are calculated from the observations from several hundred IGS observatories around the world, which have high accuracy and can be used as reference data for experiments. The distribution of global IGS stations is shown in Figure 1. IGS produces a rapid TEC and final TEC. They are obtained through different IAACs using different global ionospheric model calculations. There is consistency between the results of individual IAAC with comparable accuracy [46]. In contrast, the IGS-combined TEC products have a higher accuracy than those of any individual IAAC [47]. In addition, the rapid TEC has a delay of fewer than 24 h, but its accuracy is 10~15% lower than the final TEC, which has higher accuracy and reliability, but a delay of about 11 days [39]. Therefore, we used the final TEC of the IGS combination of the maximum solar activity period (1 January 2013~31 December 2014) and minimum solar activity period (1 January 2017~31 December 2018) as the experimental dataset to validate the forecast performance of the spatiotemporal network model. The final TEC of the IGS combination was obtained from NASA’s Crustal Dynamics Data Information System (CDDIS) website (https://cddis.nasa.gov/archive/gnss/products/ionex/) (accessed on 20 December 2021). One-day forecasts of CODE for the comparison experiments were also obtained from the CDDIS website.



The IGS provided a standard IONospheric EXchange (IONEX) file that was used to generate a global ionospheric TEC spatiotemporal series. It had a temporal resolution of 2 h, including 0 h and 24 h, for a total of 13 global ionospheric TEC maps per day. The longitude ranged from 180°W to 180°E, with a 5° spatial resolution, and the latitude ranged from 87.5°N to 87.5°S, with a 2.5° spatial resolution. Figure 2 shows a standard global ionospheric TEC map as an example. The global ionospheric TEC map is preprocessed by removing data from duplicate positions in each global ionospheric TEC map and replacing the positions with the null value with 0 to obtain a global ionospheric TEC map of size 72 × 72.



In the experiment, global ionospheric TEC data are processed into a spatiotemporal sequence every four days. The global ionospheric TEC of the previous three days formed the historical observations that were used to predict the global ionospheric TEC of the next day, i.e., each sequence contains a total of 52 global ionospheric TEC maps, thus constituting a global ionospheric TEC spatiotemporal sequence dataset. The training set included global ionospheric TEC data from 1 January 2013 to 19 November 2014 and 1 January 2017 to 19 November 2018, totaling 17,888 global ionospheric TEC maps. The global ionospheric TEC data from 20 November 2014 to 31 December 2014 and 20 November 2018 to 31 December 2018 were used as two test sets. Each test set contained 546 global ionospheric TEC maps to validate the forecasting performance of the spatiotemporal network model for periods of maximum solar activity and minimum solar activity, respectively.




3. Method


The ionospheric TEC value is highly dependent on time, latitude, longitude, season, solar activity, and geomagnetic conditions. There are interdependencies between the temporal and spatial dimensions, as well as spatial and temporal variability, and a high degree of autocorrelation. With a one-dimensional time dimension and a two-dimensional spatial dimension, this is a three-dimensional spatiotemporal tensor. The global ionospheric TEC at each moment is a two-dimensional spatial image of size   M × N  , containing  P  different TEC features. For any moment in time, the global ionospheric TEC observations can be expressed using a tensor  X  as   X ∈  R  P × M × N    , where  R  is the domain of the TEC features. As the global ionospheric TEC observations are recorded over time, a spatiotemporal tensor sequence    X 1  ,  X 2  , …  X t    is obtained. Using the global ionospheric TEC observations for the previous  J  moments, including the current moment, as historical data, the global ionospheric TEC values for the next  K  moments are predicted and can be expressed as:


    X ^   t + 1   , … ,   X ^   t + K   =   arg max    X  t + 1   , … ,  X  t + K       ρ (  X  t + 1   , … ,  X  t + K    |   X  t − J + 1   , … ,  X t    )  



(1)







The above equation,   X ^  , represents the global ionospheric TEC prediction,  X  represents the actual observation, and  ρ  is the established ionospheric TEC forecast model, which, in this paper, is our spatiotemporal network forecast model. We used   K = 13  ,   J = 39   and   t = 39  , i.e., we used the global ionospheric TEC observations of the previous three days to predict the global ionospheric TEC changes for the following day.



3.1. Spatiotemporal Network Model


As previously stated, traditional LSTM models mainly fit the time dimension of the ionospheric TEC and lack the spatial dimension fitting of the ionospheric TEC. The spatial and temporal autocorrelation is neglected in the TEC. Although the model with stacked convLSTM units can simultaneously learn the time-varying characteristics and spatial features of the ionospheric TEC, the convLSTM units are independent of each other. The time-varying characteristics of the ionospheric TEC can only be horizontally transferred in the time domain and the spatial features can only be vertically transferred in the spatial domain. Therefore, the spatiotemporal features cannot be transferred to each other in the time and spatial domains at the same time, which affects the forecast accuracy.



The PredRNN model for spatiotemporal sequence prediction constructs an ST-LSTM by adding a spatiotemporal memory module to the convLSTM unit. Four ST-LSTM units are stacked to build a network where spatiotemporal features are simultaneously passed to each other in the temporal and spatial domains, which jointly act on the forecast results. Therefore, we first used the ST-LSTM unit to learn the global ionospheric TEC’s time-varying properties, spatial characteristics, and fitting non-linear relationships, such as the spatiotemporal autocorrelation of the global ionospheric TEC.



Figure 3 depicts the internal structure of the ST-LSTM unit, with the expression:


     g t  = tanh (  W  x g   *  X t  +  W  h g   *  H  t − 1  l  +  b g  )      i t  = σ (  W  x i   *  X t  +  W  h i   *  H  t − 1  l  +  b i  )      f t  = σ (  W  x f   *  X t  +  W  h f   *  H  t − 1  l  +  b f  )      C t l  =  f t  ⊙  C  t − 1  l  +  i t  ⊙  g t       g t ’  = tanh (  W  x g  ’  *  X t  +  W  m g  ’  *  M t  l − 1   +  b g ’  )      i t ’  = σ (  W  x i  ’  *  X t  +  W  m i  ’  *  M t  l − 1   +  b i ’  )      f t ’  = σ (  W  x f  ’  *  X t  +  W  m f  ’  *  M t  l − 1   +  b f ’  )      M t l  =  f t ’  ⊙  M t  l − 1   +  i t ’  ⊙  g t ’       o t  = σ (  W  x o   *  X t  +  W  h o   *  H  t − 1  l  +  W  c o   *  C t l  +  W  m o   *  M t l  +  b o  )      H t l  =  o t  ⊙ tanh (  W  1 × 1   *  [   C t l  ,  M t l   ]  )    



(2)







In Equation (2),   f , i , g   denote the forgetting gate, the input gate, and the input modulation gate of the original convLSTM part of the ST-LSTM unit, respectively. The forgetting gate determines the effect of the previous spatiotemporal characteristics on the current epoch and decides whether the previous spatiotemporal characteristics are retained for further input into the current moment. The input modulation gate assists the input gate in determining how many of the spatiotemporal characteristics can be deposited into the current cell state; i.e., the weight of each spatiotemporal characteristic is determined.   f ’ , i ’ , g ’   denote the forgetting gate, the input gate, and the input modulation gate of the new temporal memory module in the ST-LSTM unit, respectively, with the same role as   f , i , g  .  o  represents the output gate, which determines how many hidden states can be output at the current moment, and based on the currently hidden states, the prediction can be calculated.  l  is the number of layers in the ST-LSTM unit stack, t denotes the current moment, and W and b with different subscripts correspond to the convolution kernel and bias in each convolution operation, respectively. X represents the input data,  σ  and tanh are the different activation functions,  ⊙  is the Hadamard product, and  *  is the convolution operator.    C t l    and    M t l    are the two memory storage units of the ST-LSTM unit, colloquially known as the structure used for storing the learned spatiotemporal characteristics.    H t l    represents the hidden state of the ST-LSTM unit, which affects the prediction results.    C t l    is the same as the cell state of the original convLSTM and is mainly responsible for the horizontal transference of temporal memory between the preceding and following moments, i.e., ensuring that the time-varying characteristics of the ionospheric TEC are horizontally transferred in the time domain.    M t l    is a new spatiotemporal memory cell state in the ST-LSTM. It is mainly responsible for the transference of spatiotemporal memory, which is vertically transferred into the ST-LSTM units of different layers at the same moment, and into the ST-LSTM units of the underlying layer at the next moment. This means that the spatiotemporal characteristics of the ionospheric TEC are guaranteed to be simultaneously transmitted in the time and space domains, when   l = 1  ,    M t  l − 1   =  M  t − 1  L   . The final hidden state of the ST-LSTM unit relies on the fusion of spatiotemporal memory. By concatenating the time-varying and spatiotemporal characteristics of the ionospheric TEC, and then using a 1 × 1 convolutional layer for dimensionality reduction, the final hidden state is obtained, which determines the forecast results of the global ionospheric TEC. The global ionospheric TEC forecast results can be calculated from the following equation:


    X ^   t + 1   =  W  1 × 1   *  H t  l = 4    



(3)







The local spatial features of different regions of the ionospheric TEC are gradually extracted by the convolution operation in the ST-LSTM units. The LSTM structure in it gradually learns the time-varying characteristics of the ionospheric TEC. Together, these constitute the regional spatiotemporal signature of the ionospheric TEC. As the ST-LSTM units are continuously stacked, the different regional spatiotemporal features gradually converge into the top-layer ST-LSTM, which constitutes the global spatiotemporal properties of the ionospheric TEC on a global scale. Thus, the top-layer ST-LSTM unit at each moment contains the richest TEC global spatiotemporal properties. Through the newly added spatiotemporal memory module in the ST-LSTM unit, the global spatiotemporal properties of the top layer are transferred to the bottom-layer ST-LSTM unit at the next moment. This enables the transference of the spatiotemporal properties of the ionospheric TEC in different spatial and temporal dimensions.



In the process of learning the global ionospheric TEC spatiotemporal characteristics in the stacked ST-LSTM units, only the top-layer ST-LSTM unit contains a rich set of ionospheric TEC global spatiotemporal characteristics. The remaining layers of ST-LSTM units only contain different regional spatiotemporal characteristics of the ionospheric TEC; the spatiotemporal characteristics are incomplete. However, Equation (3) shows that the global ionospheric TEC forecast results are more dependent on the global spatiotemporal properties. Therefore, we hypothesized that each layer of the ST-LSTM unit contains rich global spatiotemporal characteristics of ionospheric TEC, which can further improve forecast accuracy.



Based on this idea, the smoothing algorithm [48] was borrowed to first estimate the state at each moment using a forward filter. A backward filter was then used to reuse some of the data on top of the forward filter to obtain a more accurate estimate of the state. We used the ST-LSTM unit to learn the spatiotemporal characteristics of the global ionospheric TEC. We also built two modules to extract the global spatiotemporal characteristics via forwarding spatiotemporal characteristics transfer and correct the regional spatiotemporal characteristics via reverse spatiotemporal characteristics transfer to construct a spatiotemporal network forecast model. The global spatiotemporal characteristics were extracted by the top layer ST-LSTM unit to compensate for the regional spatiotemporal characteristics of the previous layers of ST-LSTM units. This enabled the global spatiotemporal characteristics and regional spatiotemporal characteristics to complement each other, ensuring that each layer of ST-LSTM units contained rich global spatiotemporal characteristics of the global ionospheric TEC, which could be transferred to the next moment. The model’s performance in fitting non-linear relationships such as the spatiotemporal autocorrelation of global ionospheric TEC was improved, thus improving the accuracy of global ionospheric TEC forecasts.



Figure 4 depicts the structure of the spatiotemporal network model, with each moment consisting of four layers of stacked ST-LSTM units, each with 64 convolution kernels and a size of 5. The model consists of two modules: the extraction of global spatiotemporal characteristics of the ionospheric TEC, which were passed upwards layer by layer (red arrow pointing in Figure 4), and the correction of regional spatiotemporal characteristics of the global spatiotemporal characteristics, which were passed downwards layer by layer (blue arrow pointing in Figure 4). The final global ionospheric TEC forecasts are calculated from the global spatiotemporal characteristics of the fourth layer, as shown in Equation (3).



In the ionospheric TEC global spatiotemporal characteristics extraction module, the original ST-LSTM unit structure remains unchanged, and its internal structure and calculation formulae are shown in Figure 3 and Equation (2). However, it requires the input    C  t − 1  l  ,  H  t − 1  l    to correct part of the output     C ˜   t − 1  l  ,   H ˜   t − 1  l    using the regional spatiotemporal characteristics to ensure that each layer of the corrected ST-LSTM units provides a rich global spatiotemporal characteristic for the next moment. In addition, because the     H ˜   t − 1  l    transmitted to the next moment is affected by the output gate o, a small fraction of the global spatiotemporal characteristics is discarded, while the complete global spatiotemporal characteristics can better guarantee the forecast accuracy. Therefore, we added the transmission of the complete global spatiotemporal properties   M ˜   in the time domain. The problem of reducing the complexity of the spatiotemporal network model, and the fusion of the complete global spatiotemporal characteristics of the previous moment with the spatiotemporal characteristics of different regions at the current moment, was considered. The underlying ST-LSTM unit was used to connect the complete global spatiotemporal characteristics of the preceding and following moments. That is, when   l = 1  , the output     M ˜   t − 1   l = 1     from the regional spatiotemporal characteristics correction section at the previous moment was used as the input    M t  l − 1     to the underlying ST-LSTM unit in the global spatiotemporal characteristics extraction section at the current moment. The different regional spatiotemporal characteristics of the ionospheric TEC were extracted by stacking four layers of ST-LSTM units and fusing them with the historical global spatiotemporal characteristics. This gradually converges to the global spatiotemporal characteristics at the current moment in time.



In summary, in the ionospheric TEC global spatiotemporal characteristics extraction module, the underlying ST-LSTM unit is required to input the TEC observation data    X t    at the current moment. Additionally, the memory storage cell     C ˜   t − 1   l = 1    , the hidden state     H ˜   t − 1   l = 1     and the global spatiotemporal characteristics     M ˜   t − 1   l = 1     output are obtained using the underlying ST-LSTM unit of the regional spatiotemporal characteristics correction module at the previous moment. The remaining three layers of ST-LSTM units input the hidden states    H t  l − 1     and regional spatiotemporal properties    M t  l − 1     output with the previous layer of ST-LSTM units of the global spatiotemporal characteristics extraction module at the current moment, that is, the red arrows in Figure 4. In addition to the memory storage cell     C ˜   t − 1  l    and the hidden state     H ˜   t − 1  l    output with the same ST-LSTM unit layer of the regional spatiotemporal characteristics correction module at the previous moment. In addition, the outputs of each layer of the stacked ST-LSTM units are memory storage units    C t l   , hidden states    H t l   , and TEC spatiotemporal properties    M t l   .



In the ionospheric TEC regional spatiotemporal characteristics correction module, the global spatiotemporal characteristics of the ionospheric TEC are extracted from the top layer ST-LSTM unit using the global spatiotemporal characteristics extraction section. These are passed down layer by layer in the regional spatiotemporal characteristics correction section. The different regional spatiotemporal characteristics of each ST-LSTM unit layer are corrected to ensure that each ST-LSTM unit layer contains different regional spatiotemporal and global spatiotemporal characteristics. Enrichment of the ionospheric TEC spatiotemporal characteristics occurs for each layer of the ST-LSTM unit at the next point in time. The spatiotemporal information in the partially stacked ST-LSTM units of the regional spatiotemporal characteristics correction changes, and its structure, are shown in Figure 5, with the following equation:


     g t  = tanh (  W  x g   *  X t  +  W  h g   *  H t l  +  b g  )      i t  = σ (  W  x i   *  X t  +  W  h i   *  H t l  +  b i  )      f t  = σ (  W  x f   *  X t  +  W  h f   *  H t l  +  b f  )       C ˜  t l  =  f t  ⊙  C t l  +  i t  ⊙  g t       g t ’  = tanh (  W  x g  ’  *  X t  +  W  m g  ’  *   M ˜  t  l + 1   +  b g ’  )      i t ’  = σ (  W  x i  ’  *  X t  +  W  m i  ’  *   M ˜  t  l + 1   +  b i ’  )      f t ’  = σ (  W  x f  ’  *  X t  +  W  m f  ’  *   M ˜  t  l + 1   +  b f ’  )       M ˜  t l  =  f t ’  ⊙   M ˜  t  l + 1   +  i t ’  ⊙  g t ’       o t  = σ (  W  x o   *  X t  +  W  h o   *  H t l  +  W  c o   *   C ˜  t l  +  W  m o   *   M ˜  t l  +  b o  )       H ˜  t l  =  o t  ⊙ tanh (  W  1 × 1   *  [    C ˜  t l  ,   M ˜  t l   ]  )    



(4)







In the above equation,    C t l  ,  H t l    are the cell state and hidden state output from the global spatiotemporal characteristics extraction module to ensure the consistency of spatiotemporal information in the regional spatiotemporal features’ correction module, respectively.     M ˜  t  l + 1     represents the global spatiotemporal features that are passed from the global spatiotemporal features of the top-layer ST-LSTM unit while correcting the regional spatiotemporal features, layer by layer and downwards.     C ˜  t l  ,   M ˜  t l  ,   H ˜  t l    are the outputs of the regional spatiotemporal characteristics correction module. The remaining letters and symbols have the same meanings as the above ST-LSTM unit. In addition, the top ST-LSTM unit of the global spatiotemporal characteristics extraction module extracts the global spatiotemporal characteristics. The regional spatiotemporal characteristics correction module only needs to correct the remaining three ST-LSTM units. The global spatiotemporal characteristics, the cell state, and the hidden state of the module’s top layer ST-LSTM unit can be directly obtained from the global spatiotemporal characteristics extraction module. When   l = 3  , the    M t  l  = 4     ,    C t  l  = 4     ,    H t  l  = 4      of the global spatiotemporal characteristics extraction section are used as the     M ˜  t  l + 1   ,   C ˜  t  l + 1   ,   H ˜  t  l + 1     of the regional spatiotemporal characteristics correction part, respectively. In this process, the global spatiotemporal characteristics     M ˜  t  l + 1     are passed down layer by layer to correct the regional spatiotemporal characteristics of different ST-LSTM units in the lower layer. At the same time,     C ˜  t l  ,   H ˜  t l    are generated to provide rich ionospheric TEC spatiotemporal characteristics for each layer of ST-LSTM units at the next point in time.



In summary, in the ionospheric TEC region spatiotemporal characteristics correction module, the input of the top layer ST-LSTM unit is obtained directly from the top layer ST-LSTM unit of the global spatiotemporal characteristics extraction module. The remaining three layers of ST-LSTM units are required to input the hidden state     H ˜  t  l + 1     and the global spatiotemporal characteristics     M ˜  t  l + 1     output by the ST-LSTM unit on the previous layer of the regional spatiotemporal characteristics correction module at the current moment—that is, the blue arrow in Figure 4. In addition to the memory storage cell    C t l    and the hidden state    H t l   , output by the ST-LSTM unit occurs on the same layer of the global spatiotemporal characteristic extraction module. In addition, the outputs of each layer of the stacked ST-LSTM units are the memory storage cell     C ˜  t l   , the hidden state     H ˜  t l   , and the TEC’s global spatiotemporal properties     M ˜  t l   .



The spatiotemporal network model establishes two modules for global extraction by forwarding spatiotemporal characteristics transfer and regional spatiotemporal characteristics correction using reverse spatiotemporal characteristics transfer. This allows for the complementation of the global and regional spatiotemporal characteristics of TEC by compensating for the deficiencies in the spatiotemporal characteristics of the low-layer ST-LSTM units. This ensures that the global spatiotemporal characteristics of the global spatiotemporal characteristics of the global ionospheric TEC are simultaneously transferred to each other in the time and space domains. The performance of fitting non-linear relations, such as spatiotemporal autocorrelation to the global ionospheric TEC, is improved. The forecast accuracy of the global ionospheric TEC is thus improved.




3.2. Huber Loss Function


The L1 loss function with the L1 norm constraint and the L2 loss function with the L2 norm constraint are commonly used in deep learning model training. The L1 loss function has strong robustness but an unstable solution; the L2 loss function has a stable solution but poor robustness. For the non-linear, non-smooth, and highly noisy nature of global ionospheric TEC data, neither the L1 loss function nor the L2 loss function can better constrain the process of learning the spatiotemporal information of global ionospheric TEC using the spatiotemporal network model. The Huber loss function combines the advantages of the L1 loss function and the L2 loss function. It has a faster convergence and more stable solutions than the L1 loss function, and stronger robustness and insensitivity to outliers than the L2 loss function [49]. Therefore, it is more suitable for the learning of global ionospheric TEC spatiotemporal information using the constrained spatiotemporal network model. The Huber loss function is specified by the following equation [50]:


   L δ  ( y , f ( x ) ) =  {       1 2    ( y − f ( x ) )  2                       |  y − f ( x )  |  ≤ δ       δ  |  y − f ( x )  |  −  1 2   δ 2         |  y − f ( x )  |  > δ        



(5)







In the above equation,  δ  is a hyperparameter whose magnitude determines the focus of the Huber loss function on the L1 loss function and the L2 loss function. y denotes the true value and   f ( x )   In the above equation,  δ  is a hyperparameter whose magnitude determines the focus of the Huber loss function on the L1 loss function and the L2 loss function. y denotes the true value and   f ( x )   denotes the predicted value. The Huber loss function is essentially the L1 loss function, except that the error becomes the L2 loss function when it is lower than the threshold. We take   δ = 1   as the Huber loss function of the spatiotemporal network model.



The Huber loss function combines the benefits of both the L1 and L2 loss functions, reducing the problem of outlier sensitivity and realizing the derivability function. Therefore, we use the Huber loss function as the loss function for spatiotemporal network model training. Constraining the learning process of spatiotemporal information of global ionospheric TEC suppresses the influence of gross error and noise in the global ionospheric TEC data on the forecast results. It also speeds up the convergence of the network.





4. Results and Discussion


We used global ionospheric TEC data from various solar activity conditions and times of day to assess the performance of our proposed algorithm. The superiority of our proposed spatiotemporal network forecast model in modeling global ionospheric TEC was verified and compared with other spatiotemporal sequence forecast models (convLSTM model and PredRNN model). The accuracy of our algorithm is compared with the one-day forecast data provided by CODE. The robustness and generalization of the spatiotemporal network model under severe solar storm disturbance conditions was also assessed, following the spatiotemporal network model structure shown in Figure 4. The spatiotemporal network model was built in the PyTorch framework, using the adaptive moment estimation (ADAM) optimizer with the initial learning rate set to 0.001. A total of 6000 iterations were carried out and the learning rate was reduced by a factor of 10 every 2000 epochs. The spatiotemporal network model was trained using a pre-processed global ionospheric TEC training set. Two global ionospheric TEC test sets with different solar activity conditions were used to test the prediction performance of the model under different conditions. The convLSTM model and PredRNN model were also implemented in the PyTorch framework.



4.1. Accuracy Evaluation Indicators


We used the root mean square error (RMSE), mean absolute error (MAE), and peak signal to noise ratio (PSNR) as accuracy indicators. The calculation methods are shown in Equations (6)–(8), respectively.


  RMSE =    1  m n     ∑  i = 1  m       ∑  j = 1  n   (  X  ( i , j )   −   X ^   ( i , j )   )    2       



(6)






  MAE =  1  m n     ∑  i = 1  m     ∑  j = 1  n    |   X  ( i , j )   −   X ^   ( i , j )    |       



(7)






  PSNR = 10 ⋅   log   10    (      max  2     1  m n     ∑  i = 1  m     ∑  j = 1  n     (  X  ( i , j )   −   X ^   ( i , j )   )  2         )   



(8)







In Equations (6)–(8), m and n are the dimensions of the global ionospheric TEC map, respectively, and   m = n = 72   in our global ionospheric TEC dataset.    X  ( i , j )     and     X ^   ( i , j )     correspond to the TEC values at the corresponding locations in the IGS final global ionospheric TEC map and the forecast global ionospheric TEC map, respectively. The max in Equation (8) denotes the maximum value of TEC in the global ionospheric TEC map. The smaller the RMSE and MAE values, the higher the accuracy. The larger the PSNR value, the higher the accuracy. In addition, the experiment forecasts the global ionospheric TEC variation for one day, containing 13 global ionospheric TEC maps with a time interval of 2 h. We use their average values of RMSE, MAE and PSNR, denoted as     RMSE  ¯   ,     MAE  ¯    and     PSNR  ¯   , respectively, as the evaluation index for the final forecast performance.




4.2. Performance Comparison between Different Loss Functions


Due to the large amount of data in the global ionospheric TEC dataset, each training session for the spatiotemporal network model takes a long time. To quickly verify the performance of the Huber loss function, we built a small dataset of global ionospheric TEC data with 40 days of maximum solar activity and 40 days of minimum solar activity, which were randomly selected from the original global ionospheric TEC dataset. The Huber loss function, L1 loss function, and L2 loss function were used to train the spatiotemporal network model by iterating 200 epochs, respectively. The verification of the performance of the Huber loss function was obtained by suppressing gross error and noise in the global ionospheric TEC data. After demonstrating the advantages of the Huber loss function over the L1 and L2 loss functions, the Huber loss function was used in the complete global ionospheric TEC dataset to train the spatiotemporal network model.



For the global ionospheric TEC data, the Huber loss function performed better than the L1 and L2 loss functions, as shown in Figure 6. From the first to the last epoch, it had the smallest loss, followed by the L2 loss function, and the L1 loss function had a larger error. From the decreasing loss curves of the three loss functions, the Huber loss function converged faster, starting to converge around the 100th epoch. The L2 loss function started to converge around the 120th epoch. The L1 loss function showed larger fluctuations throughout the training process and did not converge.



According to the above experimental results, the Huber loss function outperformed the L1 and L2 loss functions that were commonly used in deep learning for the suppression of gross error and noise in global ionospheric TEC data. The forecast accuracy of global ionospheric TEC can be further improved. As a result, the Huber loss function was used to train the entire global ionospheric TEC dataset in our subsequent experiments to improve the model’s forecast performance.




4.3. Performance Comparison among Different Methods


We evaluated the performance of the spatiotemporal network model using the IGS final TEC as the internal accuracy validation data and the altimetric satellite VTEC as the external accuracy validation data, respectively. For the internal accuracy validation, we compared the one-day forecast results with those of other spatiotemporal series prediction models to verify our model’s superiority in modeling the global ionospheric TEC. We also compared the forecasts with those of CODE on the whole test set to validate the forecasting ability of our model. When conducting an external accuracy validation, the accuracy of the predictions was compared with the accuracy of the CODE forecasts and the accuracy of the IGS’ final TEC. We attempted to verify the overall performance of the spatiotemporal network model and the forecast performance when subjected to severe perturbations.



4.3.1. Comparison with IGS Final TEC Products


The final TEC product of the IGS combined had a higher accuracy than the final TEC product of the individual IAAC, and we used these as training data for the model. Therefore, we used the final TEC of the IGS, combined with internal validation data, to assess the fitting ability and forecast performance of the spatiotemporal network model.



The convLSTM model, the PredRNN model, and our proposed spatiotemporal network model were trained using the global ionospheric TEC training set that was prepared in advance. Two global ionospheric TEC test sets, for maximum and minimum solar activity, were used to test the results. We compared the global ionospheric TEC one-day forecast results of the convLSTM model, the PredRNN model, and our spatiotemporal network model. We examined the forecast accuracy of several algorithms for different solar activity conditions and different times. We demonstrated the superiority of our algorithm in modeling global ionospheric TEC compared to the other two spatiotemporal prediction algorithms.



CODE is one of the IAACs that publishes products containing global ionospheric TEC forecasts for the next day and following two days. The global ionospheric TEC maps predicted by CODE have a higher accuracy than the global ionospheric TEC maps predicted by other IAACs. Therefore, the one-day forecast data provided by CODE were used for comparison with our proposed algorithm to further validate the accuracy of the algorithm.



The quantitative evaluation results of the one-day forecasts of the four algorithms for the maximum and minimum solar activity periods are shown in Table 1 and Table 2, respectively. According to the tables, our proposed spatiotemporal network model has the best forecast accuracy among the four algorithms for both the maximum and minimum solar activity periods, with the PredRNN model coming in second and CODE being slightly less accurate. Compared to CODE’s traditional global ionospheric TEC forecasting algorithm, the three deep learning spatiotemporal sequence forecasting algorithms have better forecasting performance. They can learn the temporal variability and spatial characteristics of global ionospheric TEC at the same time, and can better fit non-linear relationships such as global ionospheric TEC’s spatiotemporal autocorrelation.



During the period of maximum solar activity, the     RMSE  ¯    of our spatiotemporal network model forecasts improved by 21.19% compared to the one-day forecasts of CODE, 15.75% compared to the convLSTM model, and 9.67% compared to the PredRNN model. The     MAE  ¯    of our spatiotemporal network model forecasts improved by 23.40% compared to the one-day forecasts from CODE, 13.65% compared to the convLSTM model, and 10.10% compared to the PredRNN model. The     PSNR  ¯    of our spatiotemporal network model forecasts improved by 2.0277 compared to the one-day forecasts from CODE, 1.5916 compared to the convLSTM model, and 0.9840 compared to the PredRNN model.



During the period of minimum solar activity, the     RMSE  ¯    of our spatiotemporal network model forecasts improved by 38.69% compared to the one-day forecasts of the CODE, 38.02% compared to the convLSTM, and 13.54% compared to the PredRNN model. The     MAE  ¯    of our spatiotemporal network model forecasts improved by 41.44% compared to the CODE one-day forecasts, 37.17% compared to the convLSTM model forecasts, and 12.84% compared to the PredRNN model forecasts. The     PSNR  ¯    of our spatiotemporal network model forecasts improved by 4.5726 compared to the one-day forecasts from CODE, 3.9451 compared to the convLSTM model, and 1.2527 compared to the PredRNN model.



Figure 7 shows the error distributions of the future global ionospheric TEC maps that were forecasted by the four algorithms during the maximum and minimum solar activity periods, respectively, and we compared the four algorithms two-by-two for comparison purposes. According to the statistics, during both the maximum and minimum solar activity periods, the PredRNN model forecasts are closer to the IGS TEC values than the CODE model. The forecasts of our spatiotemporal network model are closer to the IGS TEC values than the convLSTM model. Our spatiotemporal network model forecasts are also better than the PredRNN model.



During the maximum and minimum solar activity periods, Figure 8 depicts the normal distribution of the errors of the global ionospheric TEC maps forecasted by the four algorithms for the next day. The error distribution of our spatiotemporal network model was smaller and more concentrated during the maximum solar activity period. The error distribution of our spatiotemporal network model was closer to the mean value of zero during the minimum solar activity period. Overall, our algorithm has a more concentrated and smaller error distribution, as well as a higher forecast accuracy.



Figure 9 shows the global ionospheric TEC map for a randomly selected moment in time based on the four algorithms’ one-day forecast results for the period of maximum solar activity. From the subjective visualization, the global ionospheric TEC map predicted by our algorithm is most similar to the IGS’s final global ionospheric TEC map, and the TEC distribution is more consistent with the final TEC map of the IGS. In the part of the ionosphere with larger TEC values, the shape of the TEC distribution of CODE and our algorithm is more similar to the shape of the TEC distribution of the IGS. However, in terms of image brightness, the value of the TEC of our algorithm is more consistent with the value of the TEC of the IGS.



Figure 10 shows the residuals between the forecast global ionospheric TEC map presented in Figure 9 and the final global ionospheric TEC map from the IGS. It is clear from the figure that, in terms of the residual values, the differences between the global ionospheric TEC maps, the final global ionospheric TEC maps forecast by our algorithm and the final global ionospheric TEC maps from the IGS are minimal. Moreover, the magnitude of its residual values are more concentrated compared to several other algorithms and it has a higher forecast accuracy. Furthermore, when compared to several deep learning models, the CODE forecasts have larger residuals, indicating that the deep learning-based algorithm used for forecasting spatiotemporal sequences has better forecasting performance.



The global ionospheric TEC map for a randomly selected moment in time is shown in Figure 11, based on the one-day forecast results of the four algorithms for the minimum solar activity period. The global ionospheric TEC map predicted by our algorithm is the most similar to the IGS’s final global ionospheric TEC map from a subjective visual standpoint, and the TEC distribution is more consistent with the IGS’s final TEC map. The TEC values of the convLSTM model, the PredRNN model, and our proposed spatiotemporal network model are closer to the IGS TEC value in terms of image brightness. However, the shape of the TEC distribution of our algorithm is more similar to the IGS TEC distribution in the larger part of the ionospheric TEC values.



Figure 12 shows the residuals between the forecast global ionospheric TEC map presented in Figure 11 and the final global ionospheric TEC map from the IGS. It can be seen that the residuals between the forecasted global ionospheric TEC map of our proposed algorithm and the final global ionospheric TEC map of the IGS are closer to zero. Moreover, the magnitude of the residuals is more concentrated compared to the other algorithms, providing a higher forecast accuracy. In addition, as with the maximum solar activity period, the CODE forecasts for the minimum solar activity period have larger residuals compared to several deep learning models. This indicates that the deep-learning-based spatiotemporal sequence prediction algorithms have a better forecasting performance during both the maximum and minimum solar activity periods.



We further evaluated the forecast performance of the spatiotemporal network model for forecasting global ionospheric TEC changes at any point in time for a future day with a time interval of 2 h. During the maximum and minimum solar activity periods, Figure 13 shows the quantitative evaluation results for each moment of the global ionospheric TEC map for a future day with a time interval of 2 h, as forecasted by the four algorithms. During the period of maximum solar activity, our proposed algorithm has the best forecast accuracy for the first 12 h of the day, except for the second hour, which is suboptimal, and the accuracy for most of the second 12 h is suboptimal. However, it does not have the worst forecast accuracy in any case. During the minimum solar activity period, our proposed algorithm is sub-optimal for the 2nd, 4th, 16th, and 24th hours of the day, and has the best forecast accuracy for the rest of the day. Moreover, the forecast accuracy of our algorithm is higher than the one-day forecast accuracy of CODE at all times. One reason for this phenomenon may be that errors accumulate as the forecast length increases, and the spatiotemporal network model provides spurious historical time-varying properties and spatial features to the forecast results, which affects the forecast accuracy. Taken together, our algorithm shows better forecast performance with higher accuracy for the first 12 h of the day for global ionospheric TEC, during periods of both maximum and minimum solar activity.



In addition, we looked at statistics for the forecast performance of the spatiotemporal network model for 546 TEC maps on the maximum solar activity period test set, and for 546 TEC maps on the minimum solar activity period test set. As CODE, one of the IAACs provides long-term stable future day forecast data. We also compared the two full test sets with the forecast data provided by CODE to further validate the model’s accuracy, as shown in Figure 14. Over the range of two complete test sets, our method is more accurate overall, and in most cases, the forecast accuracy is better than that of CODE. In addition, the forecast accuracy of the minimum solar activity period is better than the forecast accuracy of the maximum solar activity period. The accuracy also remained relatively stable over the entire test set. At the same time, we calculated the average accuracy of the two test sets. On the maximum period solar activity test set, the average RMSE of our algorithm is 4.1407 and the average RMSE of CODE is 5.1316; the accuracy of our algorithm is improved by 19.31%. On the minimum solar activity test set, the average RMSE of our algorithm is 1.4334 and the average RMSE of CODE is 1.8115, showing an improvement of 20.87% in the accuracy of our algorithm.



In general, compared to CODE, one of the IAACs, the spatiotemporal network model can better learn the spatiotemporal characteristics of the global ionospheric TEC. It can further fit the non-linear relationships such as spatiotemporal autocorrelation. Compared to other spatiotemporal series prediction models (convLSTM and PredRNN models), the spatiotemporal network model can complement the global spatiotemporal characteristics of TEC and regional spatiotemporal characteristics. This ensures that the global spatiotemporal characteristics of global ionospheric TEC are transmitted to each other in both the temporal and spatial domains. This further suppresses the gross error and noise in the TEC data, thus effectively improving the forecast accuracy of the global ionospheric TEC.




4.3.2. Assessment Results using Altimetry Satellite VTEC


Altimeter satellites transmitting dual-frequency signals received by reflection from the ocean surface can be used to invert the VTEC in the signal propagation path [51]. This provides GNSS-independent reference data that are very useful for assessing the performance of global ionospheric TEC maps [52]. Observations from the JASON-2 and JASON-3 altimetry satellites are now commonly and internationally used to obtain VTEC. Furthermore, since the superiority of our model over other spatiotemporal series prediction models for ionospheric modeling has been verified in the previous subsection, in this subsection, we used the VTEC calculated by JASON-2/3 as external validation data. These were compared with those of CODE, which has the highest forecast accuracy in IAACs, to further validate the forecast performance of the spatiotemporal network model.



As shown in Figure 15, the bias and standard deviation (STD) of altimeter VTEC and forecast results are shown for a day that was randomly selected from the test set of maximum solar activity and minimum solar activity. Overall, during the period of maximum solar activity, the spatiotemporal network model forecasts are comparable, in terms of overall accuracy, to the one-day forecasts from CODE. For some moments, the spatiotemporal network model forecasts show better performance. During the minimum solar activity period, the accuracy of the spatiotemporal network model is slightly better than that of the one-day predictions of CODE, demonstrating good forecasting performance. The prediction performance during the period of minimum solar activity is better than that during the period of maximum solar activity, and the accuracy fluctuates less.



At the same time, as the training data for the spatiotemporal network model are the IGS final TEC, its bias and the STD from the altimeter VTEC, which should be very close to that of the IGS final TEC. Therefore, we also randomly selected nearly 1000 pieces of data to calculate the bias of the altimeter VTEC from the IGS final TEC. The bias of the IGS final TEC was compared to the similarity of the bias of the spatiotemporal network model and CODE, respectively, to assess the model fitting ability. As shown in Figure 16, the bias of the altimeter VTEC and IGS final TEC is more similar to that of the spatiotemporal network model, while the bias with CODE is significantly different. This further indicates that the forecast accuracy of the spatiotemporal network model basically meets the data accuracy of the IGS final TEC, and the model has a good fitting ability.



In addition, the most intense magnetic storm of the 24th solar cycle occurred on 17 March 2015 [53]. To verify the forecast performance of the spatiotemporal network model under severely perturbed conditions, and the generalization capability of the model, we used the spatiotemporal network model to forecast the ionospheric variability on 17 March 2015 outside the dataset. This was compared with the forecast data from CODE, which has the highest forecast accuracy in ICCAs. The bias and STD between them and the VTEC of Jason-2 were calculated separately, and the results are shown in Figure 17. Although severely affected by intense solar storms, our spatiotemporal network model still has a comparable forecast accuracy to that of CODE, is generally stable and showed some generalization ability.



Overall, compared to the altimeter VTEC data, we are limited by the accuracy of the IGS final TEC when using only the IGS final TEC as model training data. The spatiotemporal network model still achieves a forecast accuracy that is comparable to, or even slightly better than, that of CODE’s direct use of GNSS observations, effectively illustrating the forecast performance and superiority of our method. At the same time, the bias of the spatiotemporal network model is very similar to that of the final IGS TEC, indicating that the spatiotemporal network model has a good data-fitting ability. In addition, the spatiotemporal network model still shows a good forecasting performance with good robustness and some generalization ability under severe perturbation by solar storms.



In summary, our proposed spatiotemporal network model has an excellent forecasting performance when validating accuracy using in-house data (IGS final TEC). It showed an ability to significantly outperform CODE and other spatiotemporal sequence forecasting models (convLSTM model and PredRNN model), with some advantages. When using external data (altimeter VTEC) to verify accuracy, the spatiotemporal network model still performs well, achieving an accuracy close to that of the IGS final TEC. It also shows a better forecasting performance than CODE during the minimum solar activity period.






5. Conclusions


We used the ST-LSTM unit to learn the time-varying characteristics and spatial features of global ionospheric TEC. We also built two modules for global spatiotemporal characteristics extraction using the forwarding spatiotemporal characteristics transfer and regional spatiotemporal characteristics correction, via reverse spatiotemporal characteristics transfer, to construct a global ionospheric TEC spatiotemporal network model. This can compensate for the deficiencies in the spatiotemporal characteristics of the low-layer ST-LSTM units, and realize the complementarity of the TEC’s global spatiotemporal characteristics and regional spatiotemporal characteristics. This ensures that the global spatiotemporal characteristics of global ionospheric TEC are simultaneously transmitted to each other in the temporal and spatial domains. It can fit non-linear relations such as the spatiotemporal autocorrelation of TEC to forecast global ionospheric TEC. To address the non-linear, non-smooth, and highly noisy characteristics of global ionospheric TEC data, we used the Huber loss function to constrain the training process of the spatiotemporal network model, to suppress the gross error and noise in global ionospheric TEC data. This further improves the global ionospheric TEC forecast accuracy. Furthermore, our proposed algorithm can build a more accurate global ionospheric TEC forecast model using only the global ionospheric TEC map and without other parameters such as the geomagnetic index.



Our proposed algorithm was used to forecast the future one-day variation in global ionospheric TEC at various times and under various solar activity conditions. Its performance is assessed by comparing it to CODE’s one-day forecast data, the convLSTM model’s one-day forecast results, and the PredRNN model’s one-day forecast results. Under internal accuracy verification conditions, using the results of the quantitative analysis, the average RMSE, average MAE, and average PSNR of our algorithm all improved to different degrees. Compared with the CODE, convLSTM, and PredRNN models, the average RMSE of our algorithm improved by 21.19, 15.75, and 9.67%, respectively, during the maximum solar activity period. The average RMSE of our algorithm improved by 38.69, 38.02, and 13.54%, respectively, during the minimum solar activity period. From the visual analysis, our algorithm’s global ionospheric TEC distribution forecast was shown to be more consistent with the IGS’s final TEC distribution. Evaluating the global ionospheric TEC forecasts individually for each moment of the time interval of 2 h, our algorithm showed a higher forecast accuracy in the first 12 h of the day and is more suitable for short-term forecasts of up to 12 h than several other algorithms. For the whole dataset, our algorithm has a higher overall forecast accuracy than CODE. Under external accuracy verification conditions, the accuracy of our algorithm is very similar to that of the final IGS TEC. The forecast performance is similar to that of CODE during periods of maximum solar activity, and better than that of CODE during periods of minimum solar activity. Overall, our proposed method can further improve global ionospheric TEC forecast accuracy and be used to correct ionospheric delay error in satellite navigation positioning.



In addition, real-time data are crucial in satellite navigation positioning, but our algorithm uses the final TEC of the IGS for the study, which has a delay of about 11 days and lacks real-time data. The forecast performance of our algorithm is limited by the accuracy of the IGS final TEC. Therefore, in future work, we intend to realize the real-time forecasting of global ionospheric TEC, considering the use of GNSS real-time data to reduce accuracy constraints. Further studies on the spatial and temporal properties of global ionospheric TEC will be carried out to improve the forecast duration while maintaining forecast accuracy.
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The following abbreviations are commonly used in this manuscript.



	ARMA
	Autoregressive Moving Average



	CDDIS
	Crustal Dynamics Data Information System



	CNN
	Convolutional Neural Network



	CODE
	Center for Orbit Determination in Europe



	convLSTM
	convolutional Long Short-Term Memory



	ESA
	European Space Agency



	GNSS
	Global Navigation Satellite System



	IAACs
	Ionospheric Associate Analysis Centers



	IGS
	International GNSS Service



	IONEX
	IONospheric EXchange



	IRI
	International Reference Ionosphere



	LSTM
	Long Short-Term Memory



	MAE
	Mean Absolute Error



	RMSE
	Root Mean Square Error



	PredRNN
	Predictive Recurrent Neural Network



	PSNR
	Peak Signal to Noise Ratio



	RNN
	Recurrent Neural Network



	STD
	Standard Deviation



	ST-LSTM
	Spatiotemporal Long Short-Term Memory



	TEC
	Total Electron Content



	UPC
	Universitat Politècnica de Catalunya



	VTEC
	Vertical Total Electron Content
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Figure 1. The distribution of global IGS stations, the orange dots indicate IGS observatories at various locations around the world. 
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Figure 2. A standard global ionospheric TEC map. Shown here is the global distribution of ionospheric TEC at hour 8 on 3 January 2013. 
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Figure 3. The ST-LSTM unit’s internal structure. Superscript l indicates the number layer of the ST-LSTM unit in the stack, and subscript t indicates the current moment. Different letters indicate different parameters in the ST-LSTM unit. 
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Figure 4. Spatiotemporal Network Model structure. Letters without the ~ symbol indicate the output of the global spatiotemporal characteristics extraction part, and letters with the ~ symbol indicate the output of the regional spatiotemporal characteristics correction part. The red arrow shows the ionospheric global spatiotemporal characteristics extraction module. The blue arrow shows the ionospheric regional spatiotemporal characteristics correction module. 
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Figure 5. Structure of the ST-LSTM unit for the modified region spatiotemporal properties module. Different letters indicate different parameters in the ST-LSTM unit, superscript l indicates the number layer of the ST-LSTM unit in the stack and subscript t indicates the current moment. 
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Figure 6. The convergence performance of the spatiotemporal network model using Huber loss function, L1 loss function, and L2 loss function trained for 200 epochs, respectively. 
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Figure 7. Global ionospheric TEC map error distribution statistics for the maximum and minimum solar activity period forecasts. (a,b) are the error distribution statistics of the CODE and PredRNN models’ prediction results for the maximum and minimum solar activity periods, respectively. (c,d) are the error distribution statistics of the convLSTM and our models’ prediction results for the maximum and minimum solar activity periods, respectively. (e,f) are the error distribution statistics of the PredRNN models’ and our models’ prediction results for the maximum and minimum solar activity periods, respectively. 
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Figure 8. Normal distribution of errors in global ionospheric TEC maps for the maximum and minimum solar activity period forecasts. (a) is a plot of the normal distribution of errors in the results of four algorithms for forecasting periods of maximum solar activity. (b) is a plot of the normal distribution of errors in the results of four algorithms for forecasting periods of minimum solar activity. 
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Figure 9. Global ionospheric TEC map during periods of maximum solar activity. (a–d) are the global ionospheric TEC maps forecast by CODE, the convLSTM model, the PredRNN model, and our spatiotemporal network model, respectively. (e) is the final global ionospheric TEC map from the IGS. 
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[image: Remotesensing 14 01717 g009]







[image: Remotesensing 14 01717 g010 550] 





Figure 10. Global ionospheric TEC map residuals during periods of maximum solar activity. (a) is the residual of the global ionospheric TEC map forecast by CODE. (b) is the residual of the global ionospheric TEC map forecast by convLSTM model. (c) is the residual of the global ionospheric TEC map forecast by PredRNN model. (d) is the residual of the global ionospheric TEC map forecast by our spatiotemporal network model. 
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Figure 11. Global ionospheric TEC map during periods of minimum solar activity. (a–d) are the global ionospheric TEC maps forecast by CODE, the convLSTM model, the PredRNN model, and our spatiotemporal network model, respectively. (e) is the final global ionospheric TEC map from the IGS. 
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[image: Remotesensing 14 01717 g011]







[image: Remotesensing 14 01717 g012a 550][image: Remotesensing 14 01717 g012b 550] 





Figure 12. Global ionospheric TEC map residuals during periods of minimum solar activity. (a) is the residual of the global ionospheric TEC map forecast by CODE. (b) is the residual of the global ionospheric TEC map forecast by convLSTM model. (c) is the residual of the global ionospheric TEC map forecast by PredRNN model. (d) is the residual of the global ionospheric TEC map forecast by our spatiotemporal network model. 
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Figure 13. Accuracy assessment for each moment of the day during the maximum and minimum periods of solar activity. (a) is the average PSNR of the four algorithms during periods of maximum solar activity. (b) is the average PSNR of the four algorithms during periods of minimum solar activity. (c) is the average MAE of the four algorithms during periods of maximum solar activity. (d) is the average MAE of the four algorithms during periods of minimum solar activity. (e) is the average PSNR of the four algorithms during periods of maximum solar activity. (f) is the average PSNR of the four algorithms during periods of minimum solar activity. 
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Figure 14. Accuracy assessment of the maximum solar activity period test set and the minimum solar activity period test set. (a) shows the accuracy of 546 global ionospheric TEC maps from the maximum solar activity test set. (b) shows the accuracy of 546 global ionospheric TEC maps on the minimum solar activity test set. 
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Figure 15. The accuracy of the maximum solar activity and minimum solar activity test sets was assessed using Jason-2/3 VTEC. (a) is the bias between the altimeter VTEC and the forecast for the maximum solar activity. (b) is the STD of the difference between the altimeter VTEC and the forecast for the maximum solar activity. (c) is the bias between the altimeter VTEC and the forecast for the period of minimum solar activity. (d) is the STD of the difference between the altimeter VTEC and the forecast for the period of minimum solar activity. 
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Figure 16. The bias of the forecast data compared to the IGS final TEC bias. (a) is a comparison of the bias between the altimeter VTEC and CODE with the bias between the altimeter VTEC and the IGS final TEC. (b) is a comparison of the bias between the altimeter VTEC and our algorithm with the bias between the altimeter VTEC and the IGS final TEC. 
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Figure 17. Accuracy assessment under extreme magnetic storm conditions on 17 March 2015. (a) is the bias between the altimeter VTEC and the forecast results. (b) is the STD of the difference between the altimeter VTEC and the forecast results. 
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Table 1. Results of the precision evaluation of periods of maximum solar activity. TECU is a unit of ionospheric TEC, defined as containing 1016 electrons per square meter.
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	       R M S E   ¯  ( TECU )    
	       M A E   ¯  ( TECU )    
	       P S N R   ¯     





	CODE [20]
	4.9815
	3.6910
	26.1758



	convLSTM [40,41,42]
	4.6596
	3.2744
	26.6119



	PredRNN [43]
	4.3462
	3.1449
	27.2195



	Ours
	3.9259
	2.8274
	28.2035
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Table 2. Results of the precision evaluation of periods of minimum solar activity. TECU is a unit of ionospheric TEC, defined as containing 1016 electrons per square meter.
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	       R M S E   ¯  ( TECU )    
	       M A E   ¯  ( TECU )    
	       P S N R   ¯     





	CODE
	1.9524
	1.5073
	24.2228



	convLSTM
	1.9315
	1.4048
	24.8503



	PredRNN
	1.3845
	1.0126
	27.5427



	Ours
	1.1971
	0.8826
	28.7954
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