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Abstract

:

In autonomous driving, LiDAR (light detection and ranging) data are acquired over time. Most existing 3D object detection algorithms propose the object bounding box by processing each frame of data independently, which ignores the temporal sequence information. However, the temporal sequence information is usually helpful to detect the object with missing shape information due to long distance or occlusion. To address this problem, we propose a temporal sequence information fusion 3D point cloud object detection algorithm based on the Ada-GRU (adaptive gated recurrent unit). In this method, the feature of each frame for the LiDAR point cloud is extracted through the backbone network and is fed to the Ada-GRU together with the hidden features of the previous frames. Compared to the traditional GRU, the Ada-GRU can adjust the gating mechanism adaptively during the training process by introducing the adaptive activation function. The Ada-GRU outputs the temporal sequence fusion features to predict the 3D object in the current frame and transmits the hidden features of the current frame to the next frame. At the same time, the label uncertainty of the distant and occluded objects affects the training effect of the model. For this problem, this paper proposes a probability distribution model of 3D bounding box coordinates based on the Gaussian distribution function and designs the corresponding bounding box loss function to enable the model to learn and estimate the uncertainty of the positioning of the bounding box coordinates, so as to remove the bounding box with large positioning uncertainty in the post-processing stage to reduce the false positive rate. Finally, the experiments show that the methods proposed in this paper improve the accuracy of the object detection without significantly increasing the complexity of the algorithm.
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1. Introduction


In the field of autonomous driving, 3D point cloud object detection has garnered significant attention due to its potential to enhance the safety and efficiency of autonomous vehicles by effectively detecting traffic objects in complex environments. Although the data captured by the LiDAR sensors are continuous in time, and a publicly available LiDAR multi-frame sequence dataset [1,2] exists, most 3D object detection algorithms only consider frame-by-frame detection. Compared with only processing single-frame 3D point cloud data, the temporal 3D point cloud object detection algorithm can obtain more complete object structure and location information by using the motion state and historical trajectory of the object to detect the object more accurately.



To better leverage the temporal information of multi-frame point clouds and improve the performance of the 3D point cloud object detector, this paper proposes an algorithm that fuses temporal information through the GRU [3] (gated recurrent unit), as shown in Figure 1. The GRU is designed to fuse the object feature information extracted from the previous frames, with the fusion feature helping to improve object detection in the current frame. The temporal point cloud is taken as the input, and the GRU is used to combine the features of the current frame point cloud with the hidden features of the previous frames. This process enables object detection of the current frame while updating the hidden features of the next frame. In addition, the point cloud data in automatic driving scenarios typically exhibit complex geometric structures and temporal characteristics. In order to enhance the model’s adaptability to the point cloud data, this paper proposes an adaptive GRU model called the Ada-GRU. By introducing an adaptive activation function [4], the Ada-GRU can automatically adjust its gating mechanism to better capture the temporal and geometric information of the point cloud data. The experiments show that this approach can improve detection accuracy. Since we only transfer the high-scoring hidden features to the next frame (red in Figure 1), compared with the method of directly stitching the original point cloud to the adjacent frames [5,6], the proposed method in this paper can also achieve better memory efficiency.



LiDAR point cloud object detection datasets are typically labeled using manual or semi-automatic annotation, which includes information such as the object location and category. Due to the negligence of the annotators, the inaccuracy of semi-automated annotation tools, and other reasons, the point cloud datasets have fuzzy and inaccurate labels. As an example, consider the nuScenes [2] dataset, in which the labels of the two adjacent frames do not match (as shown in Figure 2a). Due to the complexity of the autonomous driving environment, the inherent properties of the LiDAR sensors may cause the acquired point cloud data to be unable to reflect the complete information of the object. When different people make labels, they need to estimate the shape and position of the object subjectively. However, incomplete LiDAR observations may have potential ground-truth bounding boxes of different sizes, shapes, and orientations (as shown in Figure 2b). As a result, label uncertainty is often present in the labels of the LIDAR point cloud datasets, particularly for distant and severely occluded labels. This uncertainty significantly affects the learning process of the 3D point cloud object detection model.



A large number of studies in the field of natural language processing and computer vision demonstrated a positive correlation between the quality of the labels and the robustness of the models [7,8,9]. At present, the state-of-the-art 3D object detectors are usually researched on the premise of a deterministic model, which ignores the impact of label uncertainty. To enhance the accuracy of detecting long-distance and heavily occluded objects, this paper proposes an algorithm that accounts for the uncertainty of bounding box localization by incorporating ideas from uncertainty in deep learning [10,11,12]. Firstly, assuming that the bounding box coordinates follow a Gaussian distribution, the Gaussian distribution function is used to establish the bounding box localization model, where the variance of the Gaussian distribution represents the uncertainty of the corresponding bounding box localization. The larger the Gaussian distribution variance of the coordinates, the higher the uncertainty of the corresponding coordinates, and the lower the confidence. Then, we design a bounding box loss function that enables the network to learn more discriminative features. A new comprehensive scoring rule is designed to remove the bounding box with relatively high localization uncertainty and make the detection results more accurate. Finally, the experimental results show that the detection accuracy of the model is improved under the premise of not significantly increasing the amount of calculations and network parameters.




2. Related Work


2.1. 3D Point Cloud Object Detection


At present, 3D point cloud object detection methods are mainly divided into two categories, point-based and voxel-based. The point-based method takes the original point cloud as the input of the detector, which can better retain the geometric and topological information in the point cloud. By iteratively sampling and grouping, the feature set of the point cloud is extracted, and object detection is then performed [13,14]. The main limitation of the representative point-based method is the grouping operation [15], where the nearest neighbor search operation following the farthest point sampling [16] greatly restricts the inference efficiency of these methods. Voxel-based methods divide the point cloud into a uniform grid for voxelization, and then the 3D convolutional neural network is used for feature extraction to achieve object detection [17]. The advanced voxel-based methods [18,19] use sparse 3D convolution instead of 3D convolution to solve the problem of memory consumption, and a large amount of computation is caused by empty voxels. However, voxelization inevitably leads to information loss and affects detection accuracy. In general, the point-based methods can better retain geometric and topological information, but the calculation speed is slow. Although the voxel-based methods ignore some details, their calculation speed is generally faster. Considering the requirement of real-time performance in practical applications, this paper selects the voxel-based PointPillars [20] object detection algorithm as the baseline.




2.2. Temporal 3D Point Cloud Information Fusion


The temporal 3D point cloud object detection algorithm refers to detecting and recognizing objects in a series of continuous 3D point cloud data. The temporal sequence information fusion is the key to temporal sequence 3D point cloud object detection. WYSIWYG [5] directly splices the original point cloud data of continuous frames and aligns them with point cloud registration methods such as Bayesian filtering to enhance the information of the current frame. MeteorNet [6] proposes direct grouping and chain grouping to aggregate the neighborhood information of each point in the temporal sequence and uses MLP (multi-layer perceptron) to learn the features of each point in the neighborhood. Starnet [21] divides the region of interest in the current frame by using the detection result of the previous frame as prior knowledge, and improves the detection of the current frame by using the selective context aggregation mechanism. FaF [22] proposed a late fusion method, which uses temporal 3D ConvNet (convolution network) for the fusion of point cloud sequences and reduces the sampling of features in the time domain. The above methods ignore the complex spatio-temporal dependence between the different frames of the automatic driving scenarios, which cannot process long-term sequences with multi-frame labels as it lacks the ability to capture complex time features. Additionally, the fusion mode is easily affected by environmental conditions, sensor noise, and other factors. RNNs (recurrent neural networks) and their variants (e.g., LSTM (long short-term memory), GRU, and GatedRNN) have shown good performance in 3D video object detection by leveraging recurrent structures [23,24,25] to acquire temporal features. At present, some studies use RNNs to process the temporal sequence information of point clouds and fuse feature levels. PointRNN [26] employs 3D CNN (convolutional neural network) to extract the local features of each point and send them into LSTM, which processes the multi-frame point cloud features and predicts the scene flow. PillarFlow [27] utilizes LSTM to model the trajectory of the object, predicts its position in the current frame based on the object position information of the previous several frames, and utilizes the motion information of the object to improve the detection performance.




2.3. Uncertainty Estimation


The traditional object detection methods usually assume that the labels are definite, which means that the labels in the training set are all correct. However, in practical applications, the labels are often uncertain due to the error of human labeling, noise in the dataset, and other factors. The uncertainty labels affect the model’s learning and may lead to the object detection algorithm giving the wrong bounding box coordinates. To solve this problem, some researchers try to introduce uncertainty estimation into deep learning for object detection algorithms. The common modeling methods of uncertainty estimation include Bayesian deep learning [28], the Gaussian process [29], and so on. Feng et al. [12] used the Monte Carlo dropout technique to obtain an a posteriori distribution of the model output by sampling the model multiple times and were able to capture the uncertainty of the model. Timm et al. [30] introduced heteroscedastic aleatoric uncertainties to optimize the mean and variance of the network during training so that the model could adapt to different scenarios. The above methods can obtain the estimated value of the uncertainty by modeling so as to improve the accuracy and robustness of the object detection model. Meanwhile, the uncertainty estimation results can also be applied to conduct sample screening, model selection, and other operations, so as to improve the performance of the object detection model.





3. Approach


In this work, the 3D point cloud object detection algorithm that utilizes temporal information fusion and uncertainty estimation is proposed. The overall framework of the algorithm is introduced in Section 3.1. To improve the detection accuracy, the algorithm uses a temporal sequence information fusion method based on the Ada-GRU, as explained in Section 3.2. We also propose a probability distribution model that considers the uncertainty of the bounding box coordinate positioning, which is described in Section 3.3. Additionally, Section 3.4 introduces the corresponding object composite score, and Section 3.5 introduces a new loss function.



3.1. Framework


The framework of the method is shown in Figure 3. Firstly, the backbone extracts the feature of the current frame point cloud data    x t   , which are represented by    x t ′   . Then, the current frame’s feature    x t ′    and the previous frames’ hidden feature    h  t − 1     are jointly voxelized [31] to compensate for the inter-frame ego-motion. This means that the hidden feature    h  t − 1     of the previous frames is converted to the coordinate system of the current frame and is denoted as    h  t − 1  ′   . Both    h  t − 1  ′    and    x t ′    are input into the Ada-GRU for inter-frame feature screening and processing, and the hidden feature    h t    of the current frame is output. The hidden feature is input into the object detection head to generate the 3D object proposal of the current frame. At the same time, the uncertainty of the bounding box coordinate position is estimated. The Gaussian distribution function is used to establish a probability distribution model of the bounding box coordinates. The model predicts the Gaussian distribution mean and variance of each coordinate component of the bounding box. The mean represents the predicted value of the coordinate component, while the variance represents the localization uncertainty of each coordinate component. Finally, a new method for computing the object’s comprehensive score is proposed. The corresponding loss function is designed to optimize both the location uncertainty and the predicted value of the bounding box localization at the same time so as to improve the accuracy of the algorithm’s prediction of the bounding box localization.




3.2. Temporal Information Fusion


The GRU is an improvement on LSTM and is one of the variants of the RNN (recurrent neural network). The RNN is a type of neural network that can handle sequential data. In the traditional RNN model, the current input and the previous time step’s state are combined through a recurrent unit to generate a new state. However, this structure is prone to the issues of vanishing and exploding gradients, which limits the long-term dependency capability of RNNs. LSTM, on the other hand, addresses these problems by introducing memory cells and gate mechanisms, enabling a better handling of long sequential data. In comparison to the LSTM model, the GRU removes one gate unit, resulting in fewer model parameters and a lighter model overall. This makes the GRU more practical in certain application scenarios, such as autonomous driving. The main idea of the GRU is the introduction of the gating mechanism, which controls the flow of information and selectively forgets past information while updating the information at the current time. The GRU model includes two key parts, which are the reset gate and the update gate. The reset gate controls the degree of influence for the information in the past to the present moment. Additionally, the update gate controls the degree of update for the new information in the present moment and the information in the past moment. In addition, the GRU also introduces a hidden state to save information from previous moments, which can be reused in future moments. The traditional GRU typically uses the sigmoid and tanh functions as the activation functions for the gating mechanism, and their parameters are fixed. However, when dealing with point cloud data with complex distributions, these fixed-parameter activation functions may not fully adapt to the data’s characteristics. To address this issue, this article proposes the Ada-GRU. In the Ada-GRU, the activation function’s parameters are learned through training, enabling the model to adaptively adjust the gating mechanism based on the input data’s characteristics. This adaptability allows the model to better capture the temporal and geometric information within the point cloud data.



Ada-GRU: The Ada-GRU model is used to fuse the characteristics of the temporal sequence of the LiDAR point cloud frames, and the model structure and basic notation are shown in Figure 4. In the figure,    h  t − 1  ′    represents the hidden features of the previous frames, accumulating the historical information over the temporal sequence. By utilizing the historical information,    h  t − 1  ′    can provide a more comprehensive understanding of the point cloud frame at the current moment, enabling the model to better capture the dynamic changes and motion characteristics of the object.    r t    is the parameter of the reset gate, which has a value in the range of    (  0 ,   1  )    and serves as a scaling factor that controls how much information is retained by the hidden feature    h  t − 1  ′    of the previous frames. The calculation method is as follows:


   r t  = σ  (   W r  ⋅  [   h  t − 1  ′  ,  x t ′   ]  +  b r   )   



(1)




where    W r    represents the weight matrix of the reset gate,    [   h  t − 1  ′  ,  x t ′   ]    represents the concatenation of the hidden feature    h  t − 1  ′    of the previous frames and the feature    x t ′    of the current frame based on the feature dimension, “ ⋅ ” represents the matrix multiplication operation, and    b r    represents the bias vector of the reset gate.  σ  represents the following adaptive sigmoid function:


  σ  ( x )  =  1  1 +  e  − α x      



(2)




which restricts the reset gate parameter    r t    within the range of    (  0 ,   1  )   . In comparison to the traditional sigmoid function, the adaptive sigmoid function introduces a trainable parameter  α , which can learn to adjust the slope of the sigmoid function. Figure 5 (left) shows the variations in the slope when different values of  α  are used. When  α  is larger, the sigmoid function exhibits a steeper change curve, making the gating unit easier to “open” or “close”. Conversely, when  α  is small, the change curve of the sigmoid function becomes gentler, resulting in smoother responses of the gated units to the sequence features. By introducing the adaptive sigmoid function, the model can automatically adjust the gating mechanism according to the characteristics of the data, thereby enhancing the fusion performance of the temporal sequence information in the point cloud data. After obtaining the reset gate parameter    r t   , it is multiplied with the previous frames’ hidden feature    h  t − 1  ′    to retain the relevant information for the current frame. Then, it is concatenated with    x t ′    based on the feature dimension, and the candidate hidden feature   h ′   is calculated as follows:


   h ′  = t h  (   W h  ⋅  [   r t  ∗  h  t − 1  ′  ,  x t ′   ]  +  b h   )   



(3)




where    W h    is the weight matrix of the candidate hidden feature, “ ∗ ” represents the element-wise multiplication operation,    b h    represents the bias vector, and   t h   represents the following adaptive hyperbolic tangent function:


  t h  ( x )  =    e  β x   −  e  − β x      e  β x   +  e  − β x      



(4)




of which its effect is to perform a nonlinear transformation and restrict the candidate hidden feature   h ′   within the range of    (  − 1 ,   1  )   . Similar to the adaptive sigmoid function, the slope of the hyperbolic tangent function is adjusted by introducing the trainable parameter  β . Figure 5 (right) shows the variations in the slope when different values of  β  are used. The main purpose of the hidden feature   h ′   is to incorporate both the feature    x t ′    of the current frame and the hidden feature    h  t − 1  ′    of the previous frames into the current frame. The candidate hidden feature   h ′   can be seen as a way to remember the “state” of the point cloud feature in the current frame.



Finally, during the “update memory” phase of the Ada-GRU, the update gate parameter    z t    is calculated as follows:


   z t  = σ  (   W z  ⋅  [   h  t − 1  ′  ,  x t ′   ]  +  b z   )   



(5)




where    W z    represents the weight matrix of the update gate, and    b z    represents the bias vector. The update gate parameter    z t    is used to control the influence of the previous frames’ hiding feature    h  t − 1  ′    and the current frame’s candidate hidden feature   h ′   on the current frame’s hidden feature    h t   . The hidden feature    h t    of the current frame is the output of the Ada-GRU model, and its calculation method is as follows:


   h t  =  (  1 −  z t   )  ∗  h  t − 1  ′  +  z t  ∗  h ′   



(6)




where    (  1 −  z t   )  ∗  h  t − 1  ′    represents the influence of the previous frames’ hidden features on the current frame, and    z t  ∗  h ′    represents the influence of the current frame’s candidate hidden features on the current frame. By using the update gate parameter    z t    to control the weighted sum of the previous frames’ hidden features and the current frame’s hidden features, the Ada-GRU model can flexibly regulate the influence of the previous frames’ hidden features on the current frame. This enables the model to effectively capture the temporal feature information of the point cloud.




3.3. Localization Uncertainty


After fusing the temporal features of the point cloud, the detection head is used to generate 3D object proposals for the current frame. The SSD detection head [20] is commonly used, which can predict the center location    (  i . e . ,    b x  ,    b y  ,    and     b z   )   , the size    (  i . e . ,    b w  ,    b l  ,    and     b h   )   , the orientation    b θ   , the category score    (  i . e . ,    P 1  ,    P 2  …  P C   )   , and the direction scores    (  i . e . ,   d i  r 1     and    d i  r 2   )    for the bounding box (shown in Figure 6a). However, the SSD detection head does not provide the prediction for the scores of the bounding box coordinates, so the uncertainty for the bounding box coordinates’ localization cannot be obtained.



In order to obtain the uncertainty of the 3D bounding box coordinates’ localization, it is necessary for the detection head to predict both the bounding box coordinates and the probability distribution of those coordinates. In this paper, the Gaussian distribution function is used to re-model the bounding box coordinates, where each bounding box coordinate predicted by the detection head is modeled as the mean and variance, the mean value represents the predicted bounding box coordinates, and the variance represents the uncertainty of the coordinate positioning. As shown in Figure 6b, the output of the detection head consists of seven coordinate components (i.e.,    b x   ,     b y   ,     b z   ,     b w   ,     b l   ,     b h   , and    b θ   ) of the bounding box and the corresponding localization uncertainty scores (i.e.,      σ ^    b x   2   ,      σ ^    b y   2   ,      σ ^    b z   2   ,      σ ^    b w   2   ,      σ ^    b l   2   ,      σ ^    b h   2   , and     σ ^    b θ   2   ), where    b x   ,    b y   , and    b z    represent the coordinates of the center point of the 3D bounding box;    b w   ,     b l   , and    b h    represent the size of the bounding box; and    b θ    represents the orientation of the bounding box. According to the structure of the SSD detection head’s output layer, the bounding box coordinates and the corresponding localization uncertainty score are transformed as follows:


   μ   b x    = sigmoid  (   b x   )  ,    μ   b y    = sigmoid  (   b y   )  ,  μ   b z    = sigmoid  (   b z   )  ,  μ   b θ    = sigmoid  (   b θ   )   



(7)






   μ   b w    =  b w  ,  μ   b l    =  b l  ,  μ   b h    =  b h   



(8)






   σ   b x   2  = sigmoid  (    σ ^    b x   2   )  ,  σ   b y   2  = sigmoid  (    σ ^    b y   2   )  ,  σ   b z   2  = sigmoid  (    σ ^    b z   2   )  ,  σ   b θ   2  = sigmoid  (    σ ^    b θ   2   )   



(9)






   σ   b w   2  =  e    σ ^    b w   2    ,  σ   b l   2  =  e    σ ^    b l   2    ,  σ   b h   2  =  e    σ ^    b h   2     



(10)







The purpose of using the sigmoid function in Formula (7) is normalization, which maps the center point and orientation to the range of    (  0 ,   1  )   . This ensures a consistent scale and enables the adaptation to the Gaussian distribution modeling. Meanwhile, in Formula (9), the variances of the center point and orientation are also mapped to the range of (0, 1). Since the size of the predicted bounding box can be any value between    (  − ∞ , + ∞  )   , in order to retain the flexibility of the size prediction of the bounding box, it is not normalized in Formula (8). Meanwhile, in Formula (10), the uncertainty score of the bounding box size is mapped to the range of    (  0 , + ∞  )    using a natural exponential function to ensure that the uncertainty score is positive.



The Gaussian probability density function for predicting the bounding box coordinates is as follows:


  P  (  α ∣ μ ,  σ 2   )  =  1    2 π  σ 2       e  −     ( α − μ )  2    2  σ 2       



(11)




where  μ  is the mean value,    σ 2    is the variance, and  α  is the possible value of each coordinate component of the bounding box. The seven coordinate components (i.e.,    μ   b x     ,     μ   b y     ,     μ   b z     ,     μ   b w     ,     μ   b l     ,     μ   b h     , and    μ   b θ     ) of the transformed coordinates and the corresponding variances of the Gaussian distribution (i.e.,    σ   b x   2   ,     σ   b y   2   ,     σ   b z   2   ,     σ   b w   2   ,     σ   b l   2   ,     σ   b h   2   , and    σ   b θ   2   ) are substituted into the above formula, respectively, to obtain the probability distribution of the seven coordinate components. Figure 7 illustrates an example of the model’s prediction for the bounding box coordinate component. The horizontal axis represents the value of the coordinate component, and the vertical axis represents the probability density. L1 and L2 are the two Gaussian probability density function curves predicted by the detection head. Each curve represents the probability density when the coordinate component takes any value of  α . When  α  is equal to the predicted value  μ  (L3) of the coordinate component, the probability density reaches its maximum. In addition, when  α  is ground-truth, its probability density value can reflect the prediction error. For example, the predicted values of L1 and L2 are both 0.3, while the variance of the L1 prediction is relatively large, and the uncertainty of the L1 prediction coordinates is relatively large. When the ground-truth value is 0.4 (L4), there is a significant difference with the predicted value, indicating a higher level of uncertainty, and it is evident that the prediction error of L1 should be smaller than that of L2 in the calculation. By calculating the error between the predicted value and the ground-truth (both 0.1), it is impossible to distinguish whether L1 or L2 is better. However, the probability density can distinguish between them. This property of the probability density function can be utilized in the calculation of the loss, as discussed in Section 3.5.




3.4. Object Comprehensive Score


After obtaining the Gaussian distribution variances representing the positioning uncertainty of the seven coordinate components for the prediction bounding box, the localization uncertainty    U  b o x     of the prediction bounding box is calculated by the positioning uncertainties of each coordinate component as follows:


   U  b o x   =    σ   b x   2  ×  σ   b y   2  ×  σ   b z   2  ×  σ   b w   2  ×  σ   b l   2  ×  σ   b h   2  ×  σ   b θ   2   δ   



(12)







The bounding box localization score    S  b o x     is calculated based on the bounding box localization uncertainty. The    S  b o x     is negatively correlated with the    U  b o x     as follows:


   S  b o x   =  e  −  U  b o x      



(13)







In Formula (12),  δ  is a hyperparameter used to adjust the uncertainty of the bounding box positioning. In the experimental part, when testing the trained model, it is found that the value range of    σ   b x   2  ×  σ   b y   2  ×  σ   b z   2  ×  σ   b w   2  ×  σ   b l   2  ×  σ   b h   2  ×  σ   b θ   2    is mainly distributed in the range of    (  − ∞ ,   10   − 7    )   . Therefore, we set the value of the hyperparameter  δ  to be     10   − 8    , distributing the value of the    U  b o x     in the range of    (  0 ,   10  )    as much as possible; this can effectively avoid the exponential function overflow of Formula (13) so as to ensure the stability of the    S  b o x    . In the post-processing stage of the point cloud object detection, the bounding box localization score    S  b o x     and the object classification score    S  o b j     are used to calculate the comprehensive score  S  of the object as follows:


  S =  S  b o x   ×  S  o b j    



(14)







In the post-processing stage of the 3D point cloud object detection, a threshold is generally set. The bounding box with scores lower than the threshold are filtered out. If the candidate boxes are only screened based on the classification score, it may lead to a false positive because some candidate boxes may have a high classification score    S  o b j    , but their positions and sizes differ greatly from the actual object box. Therefore, the proposed bounding box localization score    S  b o x     can reduce the comprehensive score  S  of objects with a high bounding box localization uncertainty, causing it to be lower than the threshold, and thus, filtered out. This helps to reduce false positives and improve the detection accuracy.




3.5. Loss-Function


Applying the Gaussian distribution function to model the bounding box coordinates requires the redesign of the bounding box loss function. This allows the model to simultaneously optimize both the predicted value of the 3D bounding box coordinates and the localization uncertainty during the training process. By substituting the ground-truth coordinate into Formula (11), the corresponding probability density value can be obtained. This value can then be used to assess the accuracy of the prediction result. The higher the probability density value, the more accurate the prediction result is considered to be. Therefore, this paper adopts the negative logarithmic likelihood loss design method [11]. The total localization loss    ℒ  l o c     is calculated for the predicted values of the bounding box coordinate components. The calculated method is as follows:


   ℒ  l o c   =   ∑   c ∈  (  x , y , z , w , l , h , θ  )    − λ × ln  (  tanh  (  P  (   g   b c    |  μ   b c    ,  σ   b c   2   )  + ε  )   )  ×  I  o b j    



(15)




where    g   b c      is the label value (ground-truth) of each coordinate component of the bounding box. Because the Gaussian probability density value may be greater than one, the hyperbolic tangent function is used to ensure a non-negative loss value for the bounding box. This helps to improve the stability of the network.  ε  is an error limit that is set to     10   − 7     to prevent infinite loss values.    I  o b j     indicates whether the anchor box at the corresponding position is responsible for detecting the current object. It takes a value of 1 if it is responsible for detecting the current object, and a value of 0 otherwise. In order to increase the loss weight for smaller objects, the following coefficient  λ  is introduced:


  λ = 2 −  g w  ×  g l  ×  g h   



(16)




where    g w   ,    g l   , and    g h    represent the width, length, and height, respectively, of the ground-truth bounding box after normalization with respect to the original point cloud. For the predicted discretized direction loss    ℒ  d i r     and object classification loss, the calculation is the same as that obtained using PointPillars [20]. Therefore, the total loss is obtained by using the following equation:


  ℒ =  1   N  p o s      (   β  l o c    ℒ  l o c   +  β  c l s    ℒ  c l s   +  β  d i r    ℒ  d i r    )   



(17)




where    N  p o s     is the number of positive anchors. For the hyperparameters, we follow the common settings of    β  l o c   = 2  ,    β  c l s   = 1  , and    β  d i r   = 0.2   of the 3D point cloud object detection algorithm [18,20].





4. Experimental Results


4.1. Datasets


The nuScenes dataset is a large-scale autonomous driving dataset designed for 3D object detection in urban scenes. It contains 1000 driving sequences, each lasting 20 s. The dataset is divided into 700 training scenarios, 150 verification scenarios, and 150 test scenarios. The nuScenes dataset consists of LiDAR point cloud data collected at a frequency of 20 Hz. The LiDAR sensor used in the dataset is a 32-channel LiDAR, which captures around 30,000 points per frame. The dataset provides annotations for 10 classes of objects, and the annotations include 3D bounding box information for each object. The main evaluation metrics of the dataset are the mAP (mean average precision) [32] and NDS (nuScenes detection score) [2]. These metrics are used to evaluate the performance of the proposed temporal sequence 3D object detection method in this paper on the nuScenes validation set. The mAP is calculated based on the AP (average precision) of the different object classes, where a match is determined by thresholding the 2D center distanced on the ground plane. The NDS is the weighted average of the mAP and other attribute measures, including location, size, orientation, velocity, and others.




4.2. Implementation Details


Baseline. PointPillars [20] efficiently processes the point cloud data by using the voxel-based vertical division and 2D convolutional neural network. This approach is well suited for real-time requirements in autonomous driving scenarios. However, the official codebase (https://github.com/nutonomy/second.pytorch, accessed on 25 November 2022) only supports the KITTI dataset, which lacks continuous frames. In order to reproduce PointPillars using the nuScenes dataset, this paper uses another codebase (https://github.com/traveller59/second.pytorch, accessed on 25 November 2022) recommended by the authors of PointPillars and adopts it as the baseline for the experiments.



Training. The training includes two stages. In the first stage, the same architecture as PointPillars is employed to jointly train the VFE (voxel feature encoding), backbone, and detection head of the single-frame detector. The detection ranges for the X-axis and the Y-axis are set to (−51.2 m, 51.2 m), while the detection range for the Z-axis is (−5 m, 3 m), and the voxel size is (0.2 m, 0.2 m, 8 m). Using the one-cycle policy [33] to train the model with 20 epochs, the maximum learning rate is set to 3 × 10−3. In the second stage, on the basis of the single-frame detector, the temporal sequence information fusion module is added to train the multi-frame detector. To achieve a good balance between the performance and the complexity, the number of frames for the temporal fusion is set to four. Firstly, the model is initialized with the weights obtained from the first training stage. The feature extraction backbone is then frozen, and the temporal sequence information fusion module is trained. The training process consists of 20 epochs using the one-cycle strategy, with a maximum learning rate of 1 × 10−3. Then, the backbone is unfrozen to fine-tune the entire network. This fine-tuning process involves training for 10 epochs with the same learning rate scheduling strategy, where the maximum learning rate is set to 1 × 10−4. The training was conducted over a span of five days using two NVIDIA Quadro RTX 6000 GPUs. The AdamW [34] optimizer was used with a batch size of eight (four frames per GPU).




4.3. Quantitative Evaluation


Ablation experiment A. The improvement of the baseline detection accuracy by the two methods proposed in this paper are shown in Table 1. In the table, the method based on the Ada-GRU for the temporal sequence information fusion is denoted by “T”, and the detection head with the localization uncertainty estimation is denoted by “U”. The last two columns of Table 1 show that both methods proposed in this paper lead to improvements in the baseline detection accuracy (both the mAP and NDS improved). In order to better understand the work in this paper, we divided the objects in the nuScenes validation set into the following three subsets based on their distances from the sensor: (<15 m), (15–30 m), and (>30 m). The accuracy assessment on the different subsets are shown in columns 4–6 of Table 1. By comparing the data in the second and third rows of Table 1, it can be seen that the temporal sequence information fusion method based on the Ada-GRU significantly improves the detection accuracy of objects within the range of (15~30 m) and (>30 m). The method achieves gains of 6.1% and 6.3%, respectively. It indicates that the temporal sequence information fusion is helpful for detecting objects at medium and long distances. The main reason is that the shape information of objects at medium and long distances is relatively blurry. The reset gate and update gate mechanisms of the Ada-GRU can effectively utilize the cumulative effect of the multi-frame point cloud data to acquire rich object motion information, thereby enhancing the object detection performance. By comparing the data in the second and fourth rows of Table 1, it can be observed that the detection accuracy of the objects in the range of (>30 m) is significantly improved when using the detection head with the localization uncertainty estimation, achieving a gain of 4.3%. This result indicates that as the distance increases, the uncertainty of the bounding box also increases, and the role of the positioning uncertainty estimation in the detection head becomes more significant. The main reason is that the detection head containing the localization uncertainty estimation can provide a probability distribution for each bounding box and provide the localization uncertainty score. By fusing the localization uncertainty score and the object classification score, the bounding boxes with greater uncertainty can be filtered out in the post-processing stage, and more accurate object detection results can be obtained. By comparing the second and fifth rows of Table 1, it can be seen that the algorithm achieves the highest detection accuracy when the two methods are used together, indicating their compatibility.



Table 2 shows the improvement in the baseline performance of the proposed method in the nuScenes dataset, including the AP for each category. The results indicate that the model proposed in this paper has a better detection effect on objects with larger sizes, such as cars and buses, for two reasons. First, objects with larger sizes usually exhibit more stable motion patterns and shape features in the time series data, whereas objects with smaller sizes experience relatively larger changes in position and shape between successive frames, which introduce additional challenges. Second, the larger the object size, the greater the uncertainty in the bounding box coordinates and dimensions, thereby amplifying the benefits of the uncertainty modeling.



Ablation experiment B. Table 3 shows the performance improvement achieved by the proposed detection head with the localization uncertainty estimation on the baseline, as well as a comparison with other commonly used single-frame detection algorithms. Among the comparison methods, the same as the baseline, SECOND [18] and CenterPoint [19] are both voxel-based single-frame detection methods that exhibit a higher detection accuracy but also a higher algorithm complexity compared to the baseline. To evaluate the performance, we measured the MACs (multiply accumulate operations) and latency of the algorithm during a single inference on a single RTX 6000 GPU, which provides an indication of the algorithm’s complexity. Compared with the baseline, the proposed method achieves an improvement of 3.1% in the mAP and 4.9% in the NDS, with an increase of approximately 2.1% in the MACs and about 4.4% in the latency. Compared with SECOND, the detection efficiency and accuracy of the proposed algorithm are higher. Compared with CenterPoint, the detection accuracy of the proposed algorithm is slightly lower, but the latency is only 0.4 times that of CenterPoint. The results show that the detection head, which includes the localization uncertainty, does not significantly increase the calculation workload of the detection time. It effectively improves the detection accuracy while maintaining computational efficiency.



Table 4 shows the performance comparison between the proposed algorithm and the state-of-the-art algorithm of the past two years. Compared with Focals Conv and VoxelNeXt, the proposed method exhibits a lower detection accuracy, but it clearly has a lower latency. When compared with CenterPoint, the detection accuracy of the proposed method is close to that of CenterPoint (with a 0.6% lower mAP and a 1.7% higher NDS), but it has a lower latency. Therefore, the advantage of the proposed algorithm is that it achieves a good balance between the detection accuracy and latency.



Ablation experiment C. Table 5 shows the performance improvement achieved by the proposed temporal sequence information fusion method based on the Ada-GRU compared to the baseline. In order to further study the effectiveness of the proposed temporal sequence fusion method, late-fusion models (LFM) in FaF [22] and ConvLSTM in CLN [35] are used for comparison. In these comparisons, the temporal fusion part is replaced, while the other parts are unchanged. Compared to the baseline, the temporal fusion method in this paper (the sixth row of Table 5) achieved an increase of 4.7% in the mAP, and an increase of 4.5% in the NDS. However, this improvement came at the cost of approximately 3% more MACs and approximately 7.1% more latency. The LFM temporal fusion method is inferior to the Ada-GRU method in terms of the accuracy gain and computational complexity. The gain in the detection accuracy of the ConvLSTM temporal fusion method is close to the proposed Ada-GRU method, but the algorithm complexity is slightly higher. Compared to the traditional GRU model, the Ada-GRU achieves higher detection accuracy gains without increasing the algorithm complexity. The experimental results show that the proposed temporal fusion method based on the Ada-GRU achieves a better balance between the algorithm complexity and detection accuracy. This is due to the efficient gating mechanism of the Ada-GRU, and the use of the adaptive activation function instead of the traditional activation function does not add additional computational overhead in the inference phase. The last row of Table 5 shows the effect of using the Ada-GRU in combination with the detection head containing the localization uncertainty estimation. The detection accuracy is the highest among all the comparison methods, and the latency is only 40.3 ms.
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Table 4. Comparison with other methods on nuScenes validation split.
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Type

	
Method

	
mAP

	
NDS

	
Latency (ms)






	
Single-frame

	
Baseline

	
52.3

	
61.3

	
34.4




	
Focals Conv [36]

	
61.2

	
68.1

	
159.0




	
VoxelNeXt [37]

	
60.0

	
67.1

	
66.0




	
CenterPoint (voxel size = 0.1) [19]

	
56.0

	
64.5

	
60.5




	
Ours

	
55.4

	
66.2

	
37.1










4.4. Qualitative Results


The visualization result of the 3D point cloud object detection is shown in Figure 8, which shows the impact of our proposed method on the baseline. It can be seen that the 3D point cloud object detection algorithm proposed in this paper has more precise detection results, which is based on the temporal information fusion and location uncertainty estimation. The yellow circles mark the missed detection objects. Comparing our method with the baseline, it is evident that our approach has fewer missed detections. This improvement can be attributed to the utilization of the temporal sequence information fusion, which leverages the object motion state information such as the trajectory and speed to enhance the detection performance. The red circles mark the false positive objects. The main reason for the significant reduction in false positives in our method is the incorporation of the localization uncertainty estimation. This enables the removal of the surrounding boxes with a high localization uncertainty during the post-processing stage, resulting in an improved localization accuracy.




4.5. Additional Experiments


Furthermore, to verify the generalization power of the methods presented in this paper, we conducted experiments on the Waymo dataset [1] by following the default setting in the OpenPCDet (https://github.com/open-mmlab/OpenPCDet, accessed on 20 January 2023) codebase and using 20% of the training data. The performance of the proposed algorithm was comprehensively evaluated at different difficulty levels using the “AP LEVEL 1” and “AP LEVEL 2” evaluation metrics from the Waymo dataset. Table 6 shows the improvement of the baseline method’s detection performance achieved by the proposed algorithm and compares it with the state-of-the-art algorithm from the past two years. The proposed algorithm demonstrates the advantages in terms of a higher detection accuracy and a lower inference latency. Figure 9 shows the visual results, clearly showing the more accurate detection outcomes achieved by the proposed algorithm.



To further evaluate the performance of this paper’s algorithm, we tested it on the NVIDIA Jetson AGX Xavier edge computing device and deployed the model using TensorRT. In order to reduce the contingency, we started to count the performance data from frame 20 and calculated the average value. Table 7 shows the resource utilization and power consumption of the algorithm during operation, while Table 8 shows the inference delay of each module of the algorithm. According to the test results, the total inference delay of the proposed algorithm on the Jetson Xavier AGX is 73 ms. When the frame rate of the LiDAR sensor is 10 Hz, our algorithm can achieve real-time operation, which is suitable for use in autonomous driving scenarios.





5. Conclusions


Autonomous vehicles have high precision and real-time requirements for the 3D point cloud object detection algorithm. To meet these requirements, this paper studies the 3D point cloud object detection algorithm based on the temporal information fusion and uncertainty estimation. First of all, this paper proposes the Ada-GRU, an adaptive GRU model designed for the temporal information fusion. The Ada-GRU runs in a stream and controls the point cloud features of previous frames to be forgotten or retained by the adaptive gating mechanism, and the retained features assist the current frame in the object detection. The experiments show that the proposed temporal fusion method can effectively improve the model’s detection accuracy for medium- and long-distance objects. Additionally, through the deep research of the point cloud data, it is found that the label of the point cloud data has serious positioning uncertainty, and there may be multiple potential ground-truth bounding boxes for each object. Therefore, based on the uncertainty idea in deep learning, this paper proposes to establish the probability distribution model of the 3D bounding box coordinates through the Gaussian distribution function. This model can predict the coordinates of the bounding box and provide the uncertainty score of the coordinates. The corresponding object comprehensive score and the loss function are designed so that the model can learn and estimate the uncertainty of the bounding box coordinates. The experiment shows that the proposed method can remove the bounding box with large positioning uncertainty in the post-processing stage so as to reduce the false positive rate. Finally, the ablation experiments prove that the two methods proposed in this paper can improve the detection accuracy without significantly increasing the complexity of the baseline algorithm, and the real-time performance is good. In our future work, we plan to extend the temporal fusion method and the idea of positioning uncertainty proposed in this paper to other object detection algorithms so as to further improve the comprehensive performance of 3D point cloud object detection algorithms.
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Figure 1. The GRU fuses the temporal feature process. At time  t , the current frame point cloud    x t    and the hidden feature    h  t − 1     of the previous frames are simultaneously input into the GRU. The GRU extracts the features of the current frame and combines them with the hidden features of the previous frames to predict the 3D objects    y  t − 1     in the current frame (green in the figure), and outputs the hidden features    h t    of the current frame (red in the figure) to the next GRU. 
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Figure 2. The nuScenes point cloud dataset label visualization result. In the figure, gray dots represent original point clouds, blue boxes represent annotated bounding boxes, and green boxes represent potentially plausible ground-truth bounding boxes. (a) shows the case of label mismatch between two adjacent frames in the nuScenes dataset (object in the red box area is labeled in the previous frame and is not labeled in the current frame). (b) shows that each point cloud object may have multiple potential ground-truth bounding boxes with different sizes, shapes, and orientations, especially objects with very few points due to long distance and serious occlusion (the lower right position in the figure). 
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Figure 3. The 3D point cloud object detection framework based on temporal information fusion and uncertainty estimation. The Ada-GRU module runs in the stream and is responsible for temporal information fusion. It receives the point cloud features of the current frame and the hidden features of the previous frames, filters and processes them through the adaptive gating mechanism, and outputs the hidden features of the current frame. The detection head is a key component in localization uncertainty estimation. It receives the hidden features of the current frame, and not only outputs the coordinate information of the bounding box, but also provides the probability distribution for evaluating the uncertainty of the bounding box coordinate localization. 
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Figure 4. The structure of the Ada-GRU. 
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Figure 5. The sigmoid (left) and hyperbolic tangent (right) functions when the parameters take different values. 
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Figure 6. (a) Output of SSD detection head. (b) Output of improved SSD detection head. 
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Figure 7. Examples of Gaussian probability density functions for predicted bounding box coordinate components. 
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Figure 8. Comparison between our method and the baseline (take car class as an example) on the nuScenes dataset. The blue boxes represent the ground-truth. The green boxes indicate the test results. The red circles show the areas of false positives. The yellow circles show the areas of the missing detection. 
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Figure 9. Comparison between our method and the baseline (take car class as an example) on the Waymo dataset. The blue boxes represent the ground-truth. The green boxes indicate the test results. The red circles show the areas of false positives. The yellow circles show the areas of the missing detection. 
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Table 1. The improvement of the proposed method on the baseline detection accuracy (“√” represents that a method is used; “×” represents that a method is not used; “↑” represents improvement).
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Method

	
T

	
U

	
mAP (<15 m)

	
mAP (15~30 m)

	
mAP (>30 m)

	
mAP

	
NDS






	
Baseline

	
×

	
×

	
70.4

	
53.2

	
24.0

	
52.3

	
61.3




	
Ours

	
√

	
×

	
73.3 ↑ (2.9)

	
59.3 ↑ (6.1)

	
30.3 ↑ (6.3)

	
57.0 ↑ (4.7)

	
65.8 ↑ (4.5)




	
×

	
√

	
71.0 ↑ (0.6)

	
56.4 ↑ (3.2)

	
28.3 ↑ (4.3)

	
55.4 ↑ (3.1)

	
66.2 ↑ (4.9)




	
√

	
√

	
74.9 ↑ (4.5)

	
60.3 ↑ (7.1)

	
37.2 ↑ (13.2)

	
60.8 ↑ (8.5)

	
67.7 ↑ (6.4)
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Table 2. The improvement of the proposed method on the baseline detection accuracy (including AP and total mAP for each category. C.V, Ped, Mot, and T.C represent construction vehicle, pedestrian, motorcycle, and traffic cone, respectively. “↑” represents improvement).






Table 2. The improvement of the proposed method on the baseline detection accuracy (including AP and total mAP for each category. C.V, Ped, Mot, and T.C represent construction vehicle, pedestrian, motorcycle, and traffic cone, respectively. “↑” represents improvement).





	Method
	Car
	Truck
	Bus
	Trailer
	C.V
	Ped
	Mot
	Bicycle
	T.C
	Barrier
	mAP





	Baseline
	73.6
	44.8
	46.5
	50.2
	14.7
	76.1
	52.2
	29.4
	68.1
	66.9
	52.3



	Ours
	87.3
	54.7
	61.7
	60.3
	21.1
	83.4
	60.0
	34.6
	74.3
	70.4
	60.8



	↑
	13.7
	9.9
	15.2
	10.1
	6.4
	7.3
	7.8
	5.2
	6.2
	3.5
	8.5
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Table 3. Performance comparison of single-frame 3D point cloud object detectors (“√” represents that a method is used; “×” represents that a method is not used; “↑” represents improvement).






Table 3. Performance comparison of single-frame 3D point cloud object detectors (“√” represents that a method is used; “×” represents that a method is not used; “↑” represents improvement).





	
Type

	
Method

	
U

	
mAP

	
NDS

	
MACs (G)

	
Latency (ms)






	
Single-frame

	
Baseline

	
×

	
52.3

	
61.3

	
65.5

	
34.4




	
SECOND [18]

	
×

	
52.6

	
63.0

	
85.0

	
69.8




	
CenterPoint [19]

	
×

	
59.6

	
66.8

	
153.5

	
80.7




	
Ours

	
√

	
55.4 ↑ (3.1)

	
66.2 ↑ (4.9)

	
66.9 ↑ (1.4)

	
37.1 ↑ (2.7)
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Table 5. Performance comparison of multi-frame temporal information fusion methods (“√” represents that a method is used; “×” represents that a method is not used; “↑” represents improvement).






Table 5. Performance comparison of multi-frame temporal information fusion methods (“√” represents that a method is used; “×” represents that a method is not used; “↑” represents improvement).





	
Type

	
Method

	
T

	
U

	
mAP

	
NDS

	
MACs (G)

	
Latency (ms)






	
Single-frame

	
Baseline

	
×

	
×

	
52.3

	
61.3

	
65.5

	
36.3




	
Multi-frame

	
Baseline

	
LFM [23]

	
×

	
54.6 ↑ (2.3)

	
63.1 ↑ (1.8)

	
106.0 ↑ (40.5)

	
54.4 ↑ (18.1)




	
Baseline

	
ConvLSTM [35]

	
×

	
56.3 ↑ (4.0)

	
65.2 ↑ (3.9)

	
78.1 ↑ (12.6)

	
45.0 ↑ (8.7)




	
Ours

	
GRU

	
×

	
56.1 ↑ (3.8)

	
65.5 ↑ (4.2)

	
67.4 ↑ (1.9)

	
38.9 ↑ (2.6)




	
Ours

	
Ada-GRU

	
×

	
57.0 ↑ (4.7)

	
65.8 ↑ (4.5)

	
67.4 ↑ (1.9)

	
38.9 ↑ (2.6)




	
Ours

	
Ada-GRU

	
√

	
60.8 ↑ (8.5)

	
67.7 ↑ (6.4)

	
68.8 ↑ (3.3)

	
40.3 ↑ (4.0)
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Table 6. Performance comparison of 3D point cloud object detectors on Waymo 20%.






Table 6. Performance comparison of 3D point cloud object detectors on Waymo 20%.





	
Method

	
AP LEVEL 1

	
AP LEVEL 2

	
Latency (ms)




	
Vec

	
Ped

	
Cyc

	
Vec

	
Ped

	
Cyc






	
Baseline

	
70.4

	
66.2

	
55.3

	
62.2

	
58.2

	
53.2

	
38.7




	
CenterPoint [19]

	
70.9

	
71.5

	
69.1

	
62.8

	
63.5

	
66.5

	
88.4




	
Focals Conv [36]

	
72.2

	
72.6

	
71.1

	
64.1

	
64.6

	
68.5

	
174.6




	
Ours

	
72.9

	
70.3

	
68.0

	
65.3

	
61.7

	
63.1

	
43.5
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Table 7. Resource utilization and power consumption. The table provides average values with standard deviations.






Table 7. Resource utilization and power consumption. The table provides average values with standard deviations.





	Resource
	Usage





	CPU (%)
	25.4 ± 7.7



	Memory (%)
	20.5 ± 0.3



	GPU (%)
	71.8 ± 29.3



	Power (W)
	23.7 ± 0.2
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Table 8. Algorithmic inference delay. The table provides the delay for each module.






Table 8. Algorithmic inference delay. The table provides the delay for each module.





	Module
	Latency (ms)





	Pre-process
	7



	Backbone
	58



	Ada-GRU
	4



	Detection head
	3



	Post-process
	1



	Total
	73
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