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Abstract: Air–sea heat flux is one of the most important factors that affects ocean circulation, weather,
and climate. Satellite remote sensing could serve as an important supplement to the sparse in situ
observations for heat flux estimations. In this study, we analyze the uncertainty of the turbulent
heat fluxes derived from wind speed measured by the Cyclone Global Navigation Satellite System
(CYGNSS) over the global tropical oceans at different time scales. In terms of spatial distribution,
there is large uncertainty (approximately 50 to 85 W·m−2 in the RMSE) near the equator in the western
Pacific Ocean, the Arabian Sea, the Bay of Bengal, and near the Gulf of Guinea. The turbulent heat
fluxes are in agreement with the buoys in representing the intraseasonal and seasonal variability, but
more specific regional validations are needed for revealing the synoptic and sub-synoptic phenomena
and the diurnal cycle. The uncertainty of the CYGNSS wind speed contributes approximately 50–57%
to the uncertainty of the estimation of turbulent heat fluxes at the frequency band with a typical
period of 3–7 days. In addition, the input sea surface temperature, rather than the wind speed, results
in differences in the estimation of the monthly mean turbulent heat fluxes in the tropical Atlantic
Ocean based on the COARE 3.5 algorithm. In conclusion, although the CYGNSS-derived turbulent
heat fluxes are basically in good agreement with the in situ observations, our analysis highlights
the importance of considering the limitations of these datasets, particularly in high wind speed
conditions and for higher-frequency variations, including at synoptic, sub-synoptic, and diurnal
time scales.

Keywords: air–sea heat flux; CYGNSS; sea surface wind speed; latent heat flux; sensible heat flux;
tropical ocean

1. Introduction

The air–sea heat flux is fundamentally important for understanding the interaction
and energy exchange between the atmosphere and ocean. By definition, the air–sea heat
flux consists of the solar shortwave and infrared longwave radiative fluxes and the surface
latent and sensible heat fluxes [1–3]. The surface latent heat flux (LHF) represents the
amount of heat extracted from the ocean during seawater evaporation, while the surface
sensible heat flux (SHF) represents the amount of heat extracted from the ocean due to the
temperature difference between the air and sea. The LHF and SHF are also referred to as
turbulent heat fluxes because both of them are induced by turbulent mixing.

The LHF and SHF are typically estimated by a “bulk flux algorithm” based on the
observed state variables of the ocean and atmosphere, i.e., the wind speed, relative humidity
(RH), air temperature and density, sea level pressure (SLP), and sea surface temperature
(SST) [4–7]. Of these state variables, they can be directly measured by in situ platforms, such
as ships, flux towers, moored buoys, drifting buoys, wave gliders, and unmanned vessels,
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or retrieved by satellite sensors, such as microwave scatterometer and radiometer, doppler
lidar, Synthetic Aperture Radar (SAR), Global Navigation Satellite System-Reflectometry
(GNSS-R) sensors, altimeter, infrared radiometer, etc. [7].

However, turbulent heat fluxes obtained from in situ observations are limited in
spatial and temporal coverage. In comparison, satellite-derived turbulent heat fluxes
could provide more information to benefit broader coverage and real-time transmission
of the data. However, their accuracy should be validated against in situ observations
to ensure their reliability. Bentamy et al. [8] assessed the accuracy of the LHF and SHF
derived from microwave radiometry, scatterometry, and infrared radiometry, suggesting
that they matched well with those from moored buoys, as shown in scatter diagrams.
Other LHF and SHF products based on satellite observations combined with numerical
models (e.g., IFREMER, GSSTF, NCEP-NCAR, OAFLUX, HOAPS, J-OFURO2, J-OFURO3,
MERRA, and GSFC) have also been validated in good agreement with in situ observations
in scatter diagrams [8–18]. In terms of temporal and spatial variations, however, these
products are less accurate under either high or low wind speed conditions. In addition, the
limitations of remote sensing instruments, i.e., infrequent coverage and signals attenuated
by precipitation and cloud, also result in deficiencies of LHF and SHF products [8,19,20].
Nevertheless, satellite remote sensing has an advantage in its operational application due
to its high efficiency and low cost, and thus, importantly contributes to monitoring the
variables of the atmosphere and ocean [21,22].

The Cyclone Global Navigation Satellite System (CYGNSS) satellite constellation,
launched by NASA at the end of 2016, consists of eight microsatellites, each of which can
receive four reflections simultaneously within one second, allowing for a total of thirty-two
wind speed measurements per second globally, with a spatial resolution of 25 km on the
specular point [23]. Therefore, the CYGNSS platform has the advantage of monitoring
tropical cyclones by allowing for the unprecedented detection of the surface wind speed
in the inner core of tropical cyclones, with refined spatial and temporal resolution. The
wind speed products of the CYGNSS are continuously updated and developed, and have
been used as important supplements to in situ observation data [24–31]. The CYGNSS
provides improved estimations of the LHF and SHF over the tropical and subtropical
oceans using its high temporal and spatial sampling of the sea surface wind speed [26,28].
Crespo et al. (2019) proposed an estimate of CYGNSS heat fluxes by employing the Coupled
Ocean-Atmosphere Response Experiment (COARE) 3.5 algorithm based on the CYGNSS
surface wind speed combined with the temperature and humidity from the MERRA-2
reanalysis data. They validated the CYGNSS heat fluxes by comparing them with buoy
observations, showing overall consistency and root mean square errors (RMSEs) of around
40 W/m2 and 10 W/m2 for the LHF and SHF, respectively. Later, they released two versions
of the CYGNSS heat flux products. CDR V1.0 and CDR V1.1 were evaluated, showing
overall averaged RMSEs of 33.60 W/m2 and 6.77 W/m2 for the LHF and SHF, respectively,
for CDR V1.1, slightly better than those for CDR V1.0 [28]. Previously, an assessment
of CYGNSS heat fluxes also suggested that their uncertainties may be associated with
the inputs from the MERRA-2 and different versions of wind speed products [26,28]. In
summary, the existing studies have tended to assess the mean state of CYGNSS heat fluxes.
The uncertainties of CYGNSS heat fluxes in representing the variations at different time
scales, i.e., diurnal, sub-synoptic, synoptic, intraseasonal, and seasonal, however, have not
been revealed. The contribution of input variables, i.e., the CYGNSS wind speed, as well as
the MERRA-2 temperature and humidity, to the uncertainties of estimating heat fluxes at
different time scales have not been quantitatively provided.

In this study, we try to reveal the uncertainties of CYGNSS heat fluxes at different
time scales based on wavelet coherence analysis and to provide a quantitative estimation
of contributions to the uncertainty based on the ensemble empirical mode decomposition
(EEMD) method. The sensitivity of different input variables for the CYGNSS heat flux
calculation and the uncertainties of CYGNSS heat fluxes in different ocean basins are also
discussed.
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2. Data and Methods
2.1. Turbulent Heat Flux Calculation

The COARE algorithm and bulk aerodynamic formulas are widely employed to cal-
culate turbulent heat fluxes [3,7,32]. The conventional Monin–Obukhov similarity theory
(MOST) was used to develop the COARE algorithm, which was based on the Liu–Katsaros–
Businger methodology, and was later updated by Fairall et al. [33]. For wind speeds of
0–10 m/s and 10–20 m/s, COARE 3.0 achieves accuracies within 5% and 10%, respec-
tively. The COARE algorithm exhibited the fewest problems, according to a study by
Brunke et al. [34], which examined 12 bulk aerodynamic algorithms for computing turbu-
lent heat fluxes. After four outfield experiments, COARE 3.5 enhanced the parameterization
of the surface roughness and drag coefficients and offered greater accuracy for heat flux
predictions at wind speeds up to 25 m/s [6]. Therefore, we employed the COARE 3.5 to
calculate the LHF and SHF, based on the input variables of wind speed, air temperature
and density, air specific humidity, and SST.

The bulk aerodynamic formulas for estimating LHF and SHF are as follows [4]:

LHF = ρaLvCDEU(qs − qa) (1)

SHF = ρaCpCDHU(Ts − Ta) (2)

where ρa is the density of the atmosphere within the sea surface boundary layer; U, qa,
and Ta are the wind speed, specific humidity, and air temperature at 10 m; qs is the air
specific humidity at the sea surface and Ts is the SST; Lν is the latent heat of evaporation
or condensation, cp is the specific heat at a constant pressure; and CDE and CDH are the
latent and sensible heat exchange coefficients, which are parameterized in COARE 3.5 as a
function of gust, surface roughness, and atmospheric stability [6].

2.2. CYGNSS Wind Product

The improved secondary Climate Data Record (CDR) v1.1 wind speed product of
CYGNSS (as opposed to CDR v1.0) is principally used in this paper. The data utilized are
accessible at the NASA website (https://podaac-tools.jpl.nasa.gov/drive/files/allData/
cygnss, accessed on 30 September 2022) and cover the period from 1 August 2018 (the
earliest data available in CDR v1.1) to 31 December 2021. The accuracy of the heat fluxes
obtained in this work utilizing the COARE 3.5 algorithm, CYGNSS wind speeds, and other
inputs from MERRA-2 was also verified using a corresponding CYGNSS CDR v1.1 heat
flux product. On the aforementioned website, the heat flux product is also accessible. The
CYGNSS wind speed data used in this study have been quality-controlled by filtering out
the low-quality samples according to their sample flags.

2.3. MERRA-2 Reanalysis Data

NASA developed the Second Modern Retrospective Analysis for Research and Ap-
plications (MERRA-2) atmospheric reanalysis dataset using an improved Goddard Earth
Observing System Model (GEOS-5) data assimilation system [35]. The 10-m eastward
and northward wind, surface skin temperature and humidity, air temperature, humidity
and density, and sea level pressure from the MERRA-2 reanalysis were employed for this
research [36,37]. The specific data collections and variables used in this study are presented
in Table 1. These data can be obtained from the website of the NASA Office of Global Mod-
eling and Assimilation (https://gmao.gsfc.nasa.gov/reanalysis/MERRA-2/data_access/,
accessed on 30 September 2022).

https://podaac-tools.jpl.nasa.gov/drive/files/allData/cygnss
https://podaac-tools.jpl.nasa.gov/drive/files/allData/cygnss
https://gmao.gsfc.nasa.gov/reanalysis/MERRA-2/data_access/
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Table 1. MERRA-2 data selection. The M2T1NXSLV only provided surface skin temperature, which
was adopted as sea surface temperature following previous investigations [26,28].

Data Collection Variable Spatial Res Temporal Res Spatial Coverage Time Span

M2T1NXFLX ρa, qs
0.625◦ × 0.5◦ 1 h from

00:30 UTC
40◦S~40◦N

1 August 2018~31
December 2021M2T1NXSLV qa, SLP, Ts, Ta, U

2.4. GTMBA Buoy Array Data

An international project called the Global Tropical Moored Buoy Array (GTMBA)
aims to gather information for use in climate research and forecasting. Components of the
global array include the Tropical Atmosphere Ocean/Triangle Trans-Ocean Buoy Network
(TAO/TRITON) in the Pacific, the Prediction and Research Moored Array in the Tropical
Atlantic (PIRATA), and the Research Moored Array for African–Asian–Australian Monsoon
Analysis and Prediction (RAMA) in the Indian Ocean. For this study, we used all available
related data from the GTMBA from 1 August 2018 to 31 December 2021, totaling 93 buoys.

Figure 1 displays the arrangement of the buoys that were used to collect data on the
sea temperature, sea level pressure, wind speed at a 4 m height, and temperature and
relative humidity at a 3 m altitude. In standard buoy measurements, the sea temperature
is typically recorded at a depth ranging from 0.2 m to 1 m. In this study, we utilized
these measurements as the sea surface temperature values, following the methodology
employed in previous studies [6,33]. All data were preprocessed to an hourly resolution
before being utilized for the formal analysis. Despite the fact that a large number of buoys
had missing sea-level pressure measurements, our validation shows that adopting the
MERRA-2 sea-level pressure hardly had an effect on the heat flux computation when the
other input variables were held constant. Thus, the missing buoy sea-level pressure data
were replaced with those of MERRA-2.
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Figure 1. Locations of buoys selected from the Global Tropical Moored Buoy Array. Dark green solid
circles represent RAMA buoys with complete input variables, and dark green hollow circles represent
RAMA buoys with only missing SLP data. The red solid and hollow circles are the corresponding
TAO buoys, and the orange solid and hollow circles are the corresponding PIRATA buoys.

Equations (3) and (5) were used to obtain the saturation water vapor pressure (es) and
air specific humidity at the sea surface (qs), and Equations (4) and (6) were used to translate
the relative humidity (RH) into the air specific humidity at the buoy observation height (qo).

es = 6.1078 × exp
17.2693882(TS−273.16)

TS−35.86 (3)

e = RH·es (4)
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qs =
0.622es

p − 0.378es
(5)

qo =
0.622e

p − 0.378e
(6)

where es is the saturation vapor pressure; e is the vapor pressure, and p is the SLP.
Equations (7)–(9) were used to obtain the 10 m wind speed (U), 10 m air temperature

(Ta), and 10 m air specific humidity (qa).

U = Us +
U∗
κ

(
ln
(

10
zo

)
− ϕ(

10
L
)

)
(7)

Ta = To +
T∗
κ

(
ln
(

10
zoT

)
− φ(

10
L
)

)
(8)

qa = qo +
q∗
κ

(
ln
(

10
zoq

)
− φ(

10
L
)

)
(9)

where Us is the velocity of the ocean surface current, set as 0; κ is the von Kármán constant,
set as 0.4; To is the air temperature at the buoy observation height; zo, zoT, and zoq are the
roughness length for the wind, air temperature, and humidity; ϕ and φ are the empirical
functions describing the stability dependence of the shear profiles for the wind speed and
temperature and humidity; L is the Monin–Obukhov length; and U*, T*, q* are the MOST
scaling factors, determined iteratively by the COARE 3.5 bulk algorithm.

2.5. The Design of Sensitivity Experiments

To evaluate the biases of the LHF and SHF associated with a 10 m wind speed (U)
versus the other input variables (i.e., ρa, qs, qa, Ts, and Ta) derived from the CYGNSS
and MERRA-2 reanalysis products, we designed two classes of sensitivity experiments
with input variables from the CYGNSS, buoy, and MERRA-2 datasets for calculating the
LHF and SHF using the COARE3.5 algorithm (Table 2). The biases of the outputted LHF
and SHF between experiments A1 and A0 and between A2 and A0 are attributed to the
difference in the 10 m wind speed of the CYGNSS and MERRA-2 products. The biases of
the outputted LHF and SHF between experiments B0 and A0, B1 and A1, and B2 and A2
are attributed to the differences in the other input variables.

Table 2. Description of experiments and variables.

Experiments
Output Variables

Input Variables

Description Symbol Wind Speed Other Variables

Buoy Original A0 LHFA0
SHFA0

UBuoy Ta Buoy
Ts Buoy
qa Buoy
qs Buoy
ρa Buoy

CYGNSS Wind +
Buoy Variable A1 LHFA1

SHFA1
UCYGNSS

MERRA-2 Wind + Buoy
Variable A2 LHFA2

SHFA2
UMERRA2

Buoy Wind +
MERRA-2 Variable B0 LHFB0

SHFB0
UBuoy Ta MERRA2

Ts MERRA2
qa MERRA2
qs MERRA2
ρa

MERRA2

CYGNSS Wind +
MERRA-2 Variable B1 LHFB1

SHFB1
UCYGNSS

MERRA-2 Wind +
MERRA-2 Variable B2 LHFB2

SHFB2
UMERRA2
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Figure 2 provides an illustration of the technical procedure. Prior to conducting the
experiments, it was necessary to ensure consistent spatial and temporal alignment of each
input variable, with the location of the buoys serving as a benchmark for matching with the
other data sources. The CYGNSS observations were matched with the buoy stations with
distance and time intervals of less than 50 km and 0.5 h, respectively. The MERRA-2 data
were matched with the buoy station based on the nearest neighbor method. All variables
were averaged into hourly time intervals. The statistical metrics and differences in the LHF
and SHF derived from the sensitivity experiments at hourly, daily, and monthly time scales
were then analyzed.
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2.6. Major Evaluation Indicators

The statistical metrics of the root mean square error (RMSE), standard deviation (σ),
mean bias (µ), and correlation coefficient (r) were employed to evaluate the biases of the
LHF and SHF derived from different input variables and calculated as follows:

RMSE =

√
∑N

i=1(xi − yi)
2

N
(10)

σ =

√
∑N

i=1(xi −
−
x)2

N
(11)

µ =
1
N

N

∑
i=1

(xi − yi) (12)

r =
∑N

i=1

(
xi −

−
x
)
(yi −

−
y
)

√
∑N

i=1

(
xi −

−
x
)2
√

∑N
i=1

(
yi −

−
y
)2

(13)
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where x and y refer to the output variables of each group of experiments, and N is the
sample number.

3. Results
3.1. Statistical Metrics of the Heat Fluxes Derived from Different Datasets

We compared the LHF and SHF estimates from A0 and from A1 and A2, and those
from B0 and from B1 and B2. The corresponding statistical metrics are given in Figure 3.
Each panel has the same time span from 1 August 2018 to 31 December 2021. It can be
seen that the RMSEs of the A1- and A0-matched LHF and SHF were 37.79 W·m−2 and
3.66 W·m−2, respectively (Figure 3a,b). The RMSEs of the A2- and A0-matched LHF and
SHF were 34.96 W·m−2 and 3.59 W·m−2, respectively (Figure 3c,d). We applied the same
time–space matching criteria to both A1 and A2 with respect to A0, yielding an identical
matched quantity of 51,677. This time–space selection was derived from the matching
process between A1 and A0. The highest scatterplot density of the LHF occurred between
50 and 150 W·m−2, and that of the SHF occurred between −5 and 5 W·m−2. There were
outliers in A1 when the LHF was larger than 400 W·m−2 (Figure 3a).

The RMSEs of the matched LHF and SHF for B1 and B0 were 35.58 W·m−2 and
2.26 W·m−2, respectively (Figure 3e,f), while the corresponding values for B2 and B0 were
33.77 W·m−2 and 2.3 W·m−2 (Figure 3g,h). As shown in Figure 3, the RMSEs of the LHF
for B1 and B2 were reduced by only 5.8% and 3.4% compared to those of A1 and A2,
respectively. However, the RMSEs of the SHF were reduced by 38% and 36%. Note that
the sample number is the same for B1 and B2, based on the same explanation for A1 and
A2. The outliers were still present in B1 when compared to A1, as displayed in Figure 3e.
Additionally, the SHF values above 50 W·m−2 also exhibit outliers in Figure 3f.

The LHFs derived from the different experiments generally fell in a range of approxi-
mately −25 to 300 W·m−2, and roughly 38~43% were within 75~125 W·m−2 (Figure 4a–d).
The LHFs of A1 and A2 fit well with that of A0 at the range of −25 to 175 W·m−2, as evi-
denced by significant correlation coefficients greater than 0.28 and an RMSE smaller than
40 W·m−2 (25% of the mean value), respectively (Figure 4a,b). While the LHFs were greater
than 225 W·m−2, they fit poorly with each other, with correlation coefficients smaller than
0.2 and an RMSE greater than 85 W·m−2 (35% of the mean value). The linear relationships
of the LHFs for B1 and B2 with B0 were similar to those of A1 and A2 with A0, except
that the LHFs of class B were generally smaller than 250 W·m−2 (Figure 4c,d). The SHFs
derived from the different experiments generally fell in a range of approximately −24 to
36 W·m−2, and roughly 64~69% were within 0~12 W·m−2 (Figure 4e,f). The SHFs of A1
and A2 fit well with A0 with a range of −12 to 24 W·m−2, as evidenced by significant
correlation coefficients greater than 0.48 and an RMSE smaller than 5.2 W·m−2 (25% of
the mean value), respectively (Figure 4e,f). While the SHFs were smaller than −12 W·m−2

and greater than 24 W·m−2, they fit poorly with each other, with correlation coefficients
smaller than 0.3 and an RMSE greater than 7.9 W·m−2 (30% of the mean value). The linear
relationships for the SHFs of B1 and B2 with B0 were similar to those of A1 and A2 with
A0, except that the SHFs of class B were generally smaller than 30 W·m−2 (Figure 4g,h).
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3.2. Sensitivities of Different Input Wind Speed Datasets for the Heat Flux Calculation

Figure 5 shows the area-averaged LHF and SHF over the period of 1 August 2018 to
31 December 2021 in the tropical Pacific, Indian, and Atlantic Oceans. There were signifi-
cant differences in the LHF derived from different combinations of the input wind speed
and state variables in the tropical oceans, with consistently higher estimates observed in
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the Indian Ocean. Among the experiments conducted in the Pacific Ocean, Indian Ocean,
and Atlantic Ocean, experiment A2 had the smallest LHF, and experiments A0, B0, and
B1 had the largest LHF. The experiments closest to A0 (buoy values) were B2, B0, and B1,
respectively, in the same order for all three oceans. Based on the same other input variables
from the buoys (A1 and A2), the LHFs estimated by the CYGNSS wind and MERRA-2
wind were lower than those of the buoy wind by about 6~9 W·m−2 and 10~13 W·m−2,
respectively. The LHFs estimated by the other MERRA-2 inputs were greater than the LHFs
estimated by the other buoy inputs for the Pacific, Indian, and Atlantic Oceans by around
15, 5, and 5 W·m−2, correspondingly, based on the identical wind input from CYGNSS
(A1 and B1).
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The SHFs lacked distinguishing characteristics, with only minor variations across the
experiments and typically low heat flux levels. Based on the same other inputs from the
buoys (A1 and A2), the SHFs estimated by the CYGNSS wind and MERRA-2 wind were
lower than those of the buoy wind by about 0~2 W·m−2 and 1~3 W·m−2, respectively. It is
noteworthy that in the estimation of the SHF for the Atlantic Ocean, the class B experiments
commonly displayed lower values than the class A experiments.

3.3. Spatial Distribution of Mean Bias and RMSE in the Heat Fluxes

Figure 6 shows the spatial distribution of the biases and RMSEs of the LHF and SHF
derived from experiments A1 and A2 with respect to A0 in the tropical oceans. The biases
in the LHF were generally between −12 and 10 W·m−2, except for those in the Arabian Sea
(65◦E, 15◦N) and the southwest Atlantic (34◦W, 19◦S), where the LHFs were overestimated
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by up to 40 and 28 W·m−2, respectively, and those in the southeastern tropical Indian
Ocean (95◦E, 5◦S), the central equatorial Pacific Ocean (155◦W, 0◦N), and the off-equatorial
north Atlantic Ocean (38◦W, 4◦N), where the LHFs were underestimated by approximately
20 W·m−2 (Figure 6a,b). The biases in the SHF were also larger in the Arabian Sea (65◦E,
15◦N), with underestimations of approximately −2 and −2.3 W·m−2 in experiments A1 and
A2, respectively (Figure 6c,d). In addition, there were largely overestimated biases in the
SHF in the equatorial eastern Pacific Ocean (95◦W, 0◦N) and the equatorial eastern Atlantic
Ocean (10◦W, 0◦) (Figure 6c,d). In terms of the RMSE, those of the LHF were relatively
large in the Indian Ocean, particularly in the Bay of Bengal, with a maximum value of
approximately 85 W·m−2 at (90◦E, 12◦N) (Figure 6e). Large RMSEs were also observed in
the Indo-Pacific warm pool near the equator, while the RMSEs were significantly smaller
over the equatorial cold tongues of the Pacific and Atlantic Oceans (Figure 6e,f). The overall
RMSEs of the SHF were small, with the largest RMSE occurring at the site (110◦W, 2◦N)
in the eastern equator of the Pacific Ocean (Figure 6g), and two sites with large RMSEs
existing on the eastern side of the tropical Atlantic Ocean (Figure 6g,h). The site (65◦E,
15◦N) with a large bias and RMSE in the Arabian Sea had only 11 matching sizes between
A1 and A0, and 162 matching sizes between A2 and A0. With respect to the other sites, the
matching size was relatively small, and the bias and RMSE of the site may have a lower
reliable reference. The RMSEs of the LHF and SHF derived from the CYGNSS wind and
MERRA-2 wind in the sites located in other areas (e.g., the Bay of Bengal, the Western
Pacific Warm Pool, and the Gulf of Guinea) were greater than 50/4 W·m−2 and could reach
a maximum value of 85/8.7 W·m−2, respectively.

In comparison to Figure 6, Figure A1 demonstrates a similar spatial distribution of
bias and RMSE, including the distribution of larger biases and RMSEs. However, some
differences exist, such as the absence of higher bias and RMSE values in the SHF of the
Atlantic Ocean. Moreover, the maximum RMSE of the SHF at the eastern equatorial site
(110◦W, 2◦N) in the Pacific Ocean, observed in Figure 6g, is absent from Figure A1g.

3.4. Wavelet Coherence Analysis of the Hourly Heat Fluxes

In this section, we analyze the consistency and dispersion of the LHFs and SHFs based
on different wind speeds and other variables, i.e., the different outputs of the experiments in
Table 2. Here, we employed wavelet coherence (WTC) to investigate the common spectral
features of the LHFs and SHFs between these sequences (Figure 7). Wavelet coherence is
a method used to find a localized correlation coefficient of two time series in a frequency
space [38]. In the diagram, the rightward and leftward arrows indicate that the time series
are in phase and out of phase, respectively, whereas the upward and downward arrows
indicate the time series are in half-phase lag.

As shown in Figure 7, the LHFs derived from different input variables were gen-
erally simultaneous with each other at a low-frequency band with typical periods of
approximately 5–90 days and greater than 6 months for experiments A1 and A2 with A0
(Figure 7a,b), and 10–90 days between experiment classes A and B (Figure 7c–e). On the
contrary, the LHFs did not show significant coherence with each other at a high-frequency
band with typical periods smaller than 5 days (including the diurnal cycle) throughout the
observation period. These results suggest that the LHFs derived from the CYGNSS and
MERRA-2 reanalysis are reliable for investigations and applications at the intraseasonal
and seasonal time scales. However, for the synoptic, sub-synoptic, and diurnal time scales,
the LHFs not only derived from the CYGNSS but also other input variables should be
further validated before application. A similar WTC analysis was conducted for the SHFs
(Figure 8). The results also suggest that the CYGNSS SHFs are reliable at the intraseasonal
and seasonal time scales, but need further validation at the synoptic, sub-synoptic, and
diurnal time scales.
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Figure 7. Wavelet coherence of LHF between (a) A1 and A0, (b) A2 and A0, (c) B0 and A0, (d) B1 and
A1, and (e) B2 and A2. The horizontal axis is time and the vertical axis is period. The yellow shadings
are above the 95% significance level. The rightward and leftward arrows indicate that the time series
are in phase and out of phase, respectively, whereas the upward and downward arrows indicate that
the time series are in half-phase lag.
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3.5. Contributions of Wind Speed and Other Variables to Heat Fluxes Calculation

In this section, we evaluate the contributions of the wind speed and other input
variables for the estimation of the LHF and SHF based on the COARE 3.5 algorithm at
different time scales. First, the ensemble empirical mode decomposition (EEMD) was
employed to decompose the time series into intrinsic mode functions (IMFs) with different
typical periods [39]. Second, the IMFs of the biases between A1 and A0, A2 and A0, and B0
and A0 were analyzed to quantitatively evaluate the contributions of the wind speed and
other input variables.
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The EEMD analysis of the turbulent heat flux differences in the global tropical oceans
between A1 and A0 are presented in Table 3 (a) and Figure A2. The table displays the
average period and contribution to the original signal of each IMF. It can be seen that the
periods of each mode for both the LHF and SHF are comparable, and the contributions of
the CYGNSS wind speed to the turbulent heat flux differences were mainly in IMF1 and
IMF2, which had periods of approximately 3 and 7 days, respectively.

Table 3. Mean period (unit in days), variance (unit in W2·m−4), and contributions of the IMFs
based on the differences in the LHF and SHF derived from different inputs of wind speed and other
variables using the COARE 3.5 algorithm.

(a) A1–A0 Turbulent Heat Fluxes, EEMD

IMF
LHF SHF

Mean Period IMFs Variance Contribution Mean Period IMFs Variance Contribution

1 2.9562 39.8189 31.48% 2.9667 0.9454 40.69%

2 6.9197 23.3616 18.47% 6.3887 0.3762 16.19%

3 13.2169 11.3026 8.93% 14.3563 0.2314 9.96%

4 27.4505 8.2958 6.56% 26.0208 0.1382 5.95%

5 65.7368 9.389 7.42% 55.5111 0.1017 4.37%

6 124.9 1.8314 1.45% 113.5455 0.0469 2.02%

7 416.3333 1.6232 1.28% 356.8571 0.0816 3.51%

8 624.5 3.4955 2.76% 624.5 0.0581 0.25%

(b) A2–A0 Turbulent Heat Fluxes, EEMD

IMF
LHF SHF

Mean Period IMFs Variance Contribution Mean Period IMFs Variance Contribution

1 3.2868 9.7569 10.22% 3.1701 0.0987 17.85%

2 7.8801 8.9691 9.4% 7.0765 0.057 10.31%

3 15.2317 6.7156 7.04% 14.6941 0.0421 7.62%

4 38.4308 17.6207 18.46% 30.4634 0.0511 9.24%

5 71.3714 9.2526 9.69% 62.45 0.0446 8.06%

6 146.9412 3.969 4.16% 156.125 0.0531 0.96%

7 416.3333 2.3369 2.45% 312.25 0.0396 7.16%

8 624.5 1.8754 1.96% 624.5 0.0748 13.53%

(c) B0–A0 Turbulent Heat Fluxes, EEMD

IMF
LHF SHF

Mean Period IMFs Variance Contribution Mean Period IMFs Variance Contribution

1 3.3086 11.4619 8.92% 3.313 0.3726 10.85%

2 7.7337 10.0341 7.81% 7.6391 0.2825 8.23%

3 16.8784 9.4895 7.39% 15.5155 0.2504 7.29%

4 35.1831 9.1559 7.13% 35.1831 0.4092 11.92%

5 75.697 11.0604 8.61% 69.3889 0.3671 10.69%

6 192.1538 29.6947 23.11% 208.1667 0.2131 6.21%

7 499.6 18.1702 14.14% 356.8571 0.5524 16.09%

8 624.5 1.2988 1.01% 624.5 0.1915 5.58%
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Table 3 (b) and Figure A3 present the EEMD results for the turbulent heat flux differ-
ence between A2 and A0, indicating a more scattered contribution of the MERRA-2 wind
speed to the difference. The contributions of the LHF difference were concentrated in IMF1
to IMF5, with periods of approximately 3, 8, 15, 40, and 71 days, respectively. Regarding
the SHF differences, in addition to the IMF1 and IMF2, IMF8 also made a relatively greater
contribution, with a period of about 625 days. These results suggest that different wind
speed sets had varying effects on the LHF and SHF differences at various time scales. The
variance contribution to the heat flux from the MERRA-2 wind speed was not as prominent
as that of the CYGNSS wind speed in IMF1 and IMF2 (Table 3 (b)). This confirms that
existing reanalysis products, including MERRA-2, underestimate the impact of the wind
speed on the heat flux on time scales shorter than one week, as reported in [40].

3.6. Uncertainty of the Heat Fluxes in Different Ocean Basins

Figure 9 shows the monthly time series of the LHF derived from the experiments listed
in Table 2 in the tropical oceans. It can be seen that the LHF of experiments A1 and A2
were generally underestimated compared to that of A0 (Figure 9). In the tropical Pacific
Ocean, there was an overall overestimation for the class B experiments compared to the
class A experiments, while in the Indian Ocean, there was no substantial overestimation or
underestimation for the class B experiments. In the Atlantic Ocean, there was a lower degree
of agreement between the variability of the class B and A experiments during the study
period. Using A0 as the benchmark, the LHF variation in the Pacific Ocean did not show
any obvious seasonal or annual variation characteristics. In contrast, in the Indian Ocean,
there was a roughly annual cycle of the LHF variation, which gradually increased from
January to August, reaching a yearly maximum in August, and then gradually decreased to
a minimum near January. In a previous study [28], a maximum value was found in August
each year using one buoy of RAMA and the CYGNSS LHF data. Here, the same finding
was found using a total of 20 sites from RAMA in the Indian Ocean. Based on A0, the LHF
in the Atlantic Ocean varied drastically, with fluctuation of up to 80 W·m−2 and a relatively
weak annual cycle of variation, from near September of each year to a smaller value near
September of the following year. Figure 9d–f shows the standard deviation of the LHF for
each site in the corresponding month for the ocean. The large standard deviations of the
LHF in the Atlantic Ocean for A0 until May 2021 indicate that the LHF in different spatial
sites of the Atlantic Ocean varied considerably during that time period.

The monthly mean SHF derived from the different experiments generally showed
similar variations in the tropical Pacific Ocean (Figure 10a). In the Indian Ocean, the SHF
time series of class A and class B were not matched with each other, although they were in
good agreement in class A and class B (Figure 10b). Nevertheless, the amplitudes of the
SHF were within the same range of 0 to 10 W·m−2 in the Pacific and Indian Oceans. In
comparison, the Atlantic SHFs derived from class A showed amplitudes up to 15 W·m−2,
roughly three times those of class B. The spatial standard deviation of the SHF in the three
oceans are given in Figure 10d–f, showing a flat variation for class B, but a fluctuated
variation for class A, respectively. Therefore, in terms of capturing the spatial and temporal
variations, it is better to employ other variables from buoy observations for the estimation
of the LHF and SHF based on the COARE 3.5 algorithm, particularly in the tropical
Atlantic Ocean.
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Figure 11 shows the statistical metrics (i.e., RMSE, µ, and r) between the LHF and
SHF derived from the six experiments. In the tropical Pacific Ocean, the biases of each
pair for the LHF within class A (i.e., between A1 and A0, A2 and A0, and A2 and A1)
were from −10 to −4 W m−2, with RMSEs of 5 to 13 W m−2 and correlation coefficients
greater than 0.79 (above the 95% significance level). The biases and RMSEs within class B
were smaller than those of class A. The biases and RMSEs between class B and A, however,
had values greater than 9.5 and 14.4 W m−2 (Figure 11a). These results suggest that the
Pacific LHF derived from different input wind speeds with other input variables from
buoy observations led to uncertainties smaller than that with the same input wind speeds
but different other variables. In comparison, the Pacific LHF derived from different input
wind speeds with other input variables from MERRA-2 shows the smallest biases and
RMSEs. Similar results can be derived from Figure 11b–f. In the tropical Indian Ocean,
the differences in wind speed, rather than other variables, contributed to larger biases and
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RMSEs for the estimation of the LHF (Figure 11b). In the tropical Atlantic Ocean, both the
wind speed and other variables may have induced biases and RMSEs for the estimation of
the LHF (Figure 11c). In terms of the SHFs, the biases were generally approximately 10% of
the mean values in the tropical Pacific, Indian, and Atlantic Oceans (Figure 11d,f). However,
the RMSEs between class B and class A were greater than 3.37 W m−2 with correlation
coefficients below the 95% significance level, suggesting that the Atlantic SHF estimation
was more sensitive to the input of other variables compared to the wind speed (Figure 11f).
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Figure 11. Statistical metrics of different pairs of the LHF and SHF derived from the experiments
listed in Table 2 in the tropical Pacific, Indian, and Atlantic Oceans. Triangles, circles, and squares
represent those within class A (marked as blue numerals 0, 1, and 2), within class B (marked as blue
numerals 3, 4, and 5), and between A and B (marked as blue numerals 6, 7, and 8), respectively. The
pairs are classified as: 0 (A1–A0), 1 (A2–A0), 2 (A2–A1), 3 (B1–B0), 4 (B2–B0), 5 (B2–B1), 6 (B0–A0),
7 (B1–A1), and 8 (B2–A2).

4. Discussion and Conclusions

In Section 3.3, we present the spatial distribution of the biases and RMSEs of the LHF
and SHF derived from the CYGNSS and MERRA-2 wind speeds, highlighting areas with
relatively large uncertainty. In fact, there have been few studies dedicated to the regional
uncertainty evaluation of the CYGNSS and MERRA-2 wind speeds during the study period.
Our preliminary speculations are that (1) the large measuring error of the wind speed in
these areas has contributed to the biases and RMSEs for deriving the LHF and SHF, and
(2) the minor measuring error of the wind speed in these areas may have also contributed
to the biases and RMSEs of the LHF and SHF in non-linear computation. Future work
could study the uncertainty of the CYGNSS and MERRA-2 wind speeds in these regions
and their specific effects on the derivation of turbulent heat fluxes.
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In the previous section, we briefly analyzed the performance of the LHF and SHF
for the A0 to B2 experiments in three tropical oceans. Here, we specifically calculate
the difference between the heat fluxes calculated by the CYGNSS wind speed and the
MERRA-2 wind speed and the heat flux calculated by the buoy wind speed within the
three tropical oceans, with respect to the buoy wind speed (Figure 12). Each line in the
figure was fitted by matching sample points for the corresponding heat flux differences
among the experiments. The results of the quadratic fit without background matching
data are presented. All the fitting results show that the LHF and SHF calculated by the
two wind speed sets had positive deviations compared to the buoy when the wind speed
was less than about 5 m/s. The deviations turned negative when the wind speed exceeded
this range, and the deviations increased gradually with the increase in the buoy wind
speed. This indicates that the heat fluxes calculated by the CYGNSS and MERRA-2 wind
speeds were biased less than the heat fluxes calculated by the buoy wind speed in the high
wind speed conditions of the buoy. Previous studies using the CYGNSS wind speed have
obtained similar conclusions [26,27]. This is related to the underestimation of the wind
speed by CYGNSS in the high wind speed interval. The anomaly of CYGNSS wind retrieval
at high wind speeds [29] is also reflected in the calculation of the heat flux. At higher wind
speeds, the sensitivity of the ocean surface scattering cross-section to wind speed variations
decreases, as does the influence of the hardware parameters. This leads to an increase in
errors in the CYGNSS wind retrieval [41,42]. With a sufficient number of matched samples,
this trend is more pronounced for A1–A0 and A2–A0 in the Atlantic Ocean, where the
differences in the turbulent heat fluxes increased significantly with an increasing buoy
wind speed. This indicates that the wind speed differences in the CYGNSS and MERRA-
2 compared to those of buoy observations are most pronounced in the Atlantic Ocean.
The heat flux differences calculated by B1 and B2 minus B0 were comparatively smaller
compared to those calculated by A1 and A2 minus A0. The relatively small differences in
the heat fluxes suggest that other state variables are likely to neutralize some of the heat
flux differences due to wind speed.

In the Atlantic monthly time series, the class B experiments exhibited more prominent
deviations from A0 in the estimation of the LHF and SHF (Figures 9 and 10). Using A0 as
a reference, extremes of both the Atlantic LHF and SHF were observed in March and
August 2019 and February 2021. This consideration is from the viewpoint of the SST,
which affects both the SHF and LHF. However, in the Indian Ocean, extremes appeared
only in the LHF, while corresponding extremes did not appear in the SHF, indicating that
the SST was not the main cause in the Indian Ocean. It is important to note that the SST
is introduced in the calculation of the specific humidity, which is a vital variable in the
estimation of the LHF. Although the variability of the SST in the tropical Atlantic has
weakened since the turn of the century compared to the last two decades of the previous
century, the tropical Atlantic still exhibits a large sea surface temperature anomaly (SSTA)
in comparison to other global tropical oceans [43], and the LHF has a strong response
to the SSTA [44]. Additionally, larger temperature differences lead to greater humidity
differences between the air and sea [45]. Interestingly, the site (34◦W, 19◦S) with a large
LHF deviation in Figure 6 corresponds exactly to the region in [45] where the LHF was
the largest in the Atlantic Ocean, suggesting that the LHF derived from the CYGNSS and
MERRA-2 wind speeds in this region is biased. It is plausible that the MERRA-2 data may
not adequately capture sudden fluctuations in the air temperature, as observed in the case
of NCEP reanalysis data. In that particular instance, a rapid decrease in the air temperature
during a precipitation event resulted in a significant underestimation of the SHF [46]. The
underestimation of the SHF in the Atlantic Ocean, as depicted in Figure 5, could also be
attributed to the discrepancies in the sea surface temperature depths between the buoy
measurements and the reanalysis data. In this study, both the sea temperature recorded by
the buoy (typically at a depth ranging from approximately 0.2 m to 1 m) and the surface
skin temperature provided by the reanalysis were utilized as the sea surface temperature
indicators. Furthermore, differences in the SST may also be the reason for the significant
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differences in the LHF and SHF at sites in the Atlantic Ocean (Figures 9f and 10f). Further
investigation is necessary to determine the precise impact of the sea and air temperature on
the aforementioned issues.
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5. Summary

In this study, a set of heat fluxes were calculated based on different combinations of
the surface wind, temperature, and humidity by employing the COARE3.5 algorithm. The
consistency and differences among the heat fluxes were analyzed based on wavelet coher-
ence analysis and the EEMD method. In addition to the existing studies that have focused
on the averaged biases of the CYGNSS heat fluxes in comparison to buoy observations, the
new findings of our investigation are as follows:

(1) The turbulent heat fluxes derived from the CYGNSS and MERRA-2 wind speeds show
overall consistency with those calculated from buoy wind speed, especially in the
high-density matching regions. However, the CYGNSS wind speed had limitations in
calculating heat fluxes at high wind speeds, particularly in latent heat flux estimation.

(2) The heat fluxes calculated from the CYGNSS and MERRA-2 wind speeds had differ-
ences in the biases and RMSEs when compared to those calculated from buoy winds,
mainly at sites located near the equator in the western Pacific Ocean, the Arabian Sea,
and the Bay of Bengal, and near the Gulf of Guinea.

(3) The LHF and SHF derived from the CYGNSS showed uncertainty at the synop-
tic, sub-synoptic and diurnal time scales, and thus, should be further validated
before application.

(4) The EEMD results show that the contribution of the CYGNSS wind speed to the
LHF and SHF differences can reach a total of 50% and 57% at the high-frequency
band, with typical periods of 3–7 days. The MERRA-2 specific humidity had the most
significant contribution to the LHF difference in the periods of 192 and 500 days, while
its temperature had the largest contribution (16%) to the difference in the SHF in the
period of about 1 year.

(5) The monthly LHF and SHF time series in the Pacific and Indian Oceans were generally
consistent with each other. However, significant differences were found in the Atlantic
Ocean, which may be attributed to the differences in the input SST, rather than the
input wind speed.
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