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Abstract: In recent years, MIMO high-frequency surface wave radar (MIMO-HFSWR) plays an
increasingly important role in sea surveillance because of its wide-area surveillance capabilities. In
signal processing, the coherent targets with the same distance and speed can only be distinguished
in the angle dimension. However, HF radar’s angular resolution is poor because of the restrictions
of the aperture, which causes aliasing of targets on the range–angle (RA) spectrum. Traditional
super-resolution algorithms, such as MUSIC, are also inapplicable because of the targets’ coherence.
Therefore, the spatial smoothing algorithm is usually used to realize the decoherence of echo at the
cost of array aperture. The loss of array aperture makes the algorithm fail when there are too many
targets in the echo. Aiming at this problem, this paper proposes an iterative calculation method
(iterative calculation via weight vector orthogonal decomposition, IC-WORD) to estimate the angle
of multiple coherent targets. Through the verification of simulation, it is proved that IC-WORD has
better performance than the traditional spatial smoothing algorithm. More specifically, IC-WORD
can correct spectral peak shift, improve angle measurement accuracy, and still operate stably under
the condition of multiple coherent targets. This paper also uses the measured data from one of the
most advanced HFSWR stations in China to validate the algorithm, which makes the paper have
strong practical significance.

Keywords: MIMO-HFSWR; DOA estimation; multiple coherent sources; orthogonal decomposition

1. Introduction
1.1. Development of MIMO HF-Radar

High-frequency surface wave radar (HFSWR), which operates in the 3–30 MHz fre-
quency band, can detect targets over the horizon. However, the antenna array on HFSWR
is quite massive, resulting in an overly large footprint and insufficient flexibility. multiple
input multiple output (MIMO) technology was first applied to radar at the beginning of
the 21st century. It can be combined with HFSWR by using the orthogonality of the trans-
mit signals, allowing radar systems to achieve larger virtual array apertures with smaller
array sizes. Time-division, frequency-division, and code-division multiplexing are the
most common approaches for achieving transmit signal orthogonality. The time-division
multiplexing MIMO (TDM-MIMO) radar system is the most commonly used because it is
simple to operate and has a low design cost.

So far, multiple countries have conducted varying degrees of research in the field of
MIMO-HFSWR. In 2014, Germany’s WERA constructed a centralized MIMO-HFSWR ex-
perimental system [1,2], demonstrating the significant application value of MIMO-HFSWR.
France conducted an experiment with an MIMO-HFSWR system in 2015 [3], demonstrating
simultaneous receipt of four FMCW signals and a virtual aperture beam width of 1◦. In
2017, Wuhan University of China tested a MIMO radar system of sky and earth waves,
emitting signals of various frequencies and receiving echoes simultaneously across multi-
ple channels, accomplishing the function of simultaneous sea-state detection of multiple
frequencies [4].
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MIMO technology for HFSWR is now mostly theoretical, with little research combined
with actual systems. This paper uses the measured data collected by one of the most
advanced HFSWR stations in China, which gives the paper strong practical significance.

1.2. Development of Multi-Coherent-Targets DOA Estimation

Conventional beam forming (CBF) [5], minimum variance distortionless response
(MVDR), also known as Capon’s method [6], multiple signal classification (MUSIC), estima-
tion of signal parameters via rotational invariance techniques (ESPRIT) [7], and weighted
subspace fitting (WSF) [8,9] are early mainstream DOA estimation algorithms. According to
whether subspace decomposition is required, current decoherence methods can be divided
into two classes: subspace decomposition algorithms and non-subspace decomposition
algorithms, as illustrated in Figure 1:
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Subspace decomposition algorithm is generally based on MUSIC, ESPRIT improve-
ment algorithm, and can be split into spatial smoothing algorithm and matrix reconstruction
algorithm depending on the ways to decoherence. Although the above two types of algo-
rithms have different ideas, the end result is signal decoherence at the cost of array aperture
benefit. The representative algorithms have frequency or polarization or other transform
domain smoothing algorithms [10–13], improved rotation subspace invariant method [14],
Toeplitz approximation method [15–17], virtual array transformation method [18], and
so on. Non-subspace decomposition decoherence algorithms primarily include subspace
fitting algorithms and compressed sensing-theory-based sparse reconstruction algorithms.
WSF, maximum likelihood (ML) method [19–21], and its improved algorithm are the pri-
mary subspace fitting algorithms. This type of algorithm has a higher utilization rate of
array elements and better measurement performance, but it requires multidimensional
nonlinear search and optimization, which need to be optimized using the alternating pro-
jection (AP) method [22], multi-level Wiener filtering method [23], or others during the
iterative update procedure. The process mentioned above makes this type of algorithm
have extremely high computational demand and it is difficult to apply in practice. Sparse
reconstruction algorithms introduce compressed sensing (CS) into DOA estimation and
generally need to construct an overcomplete basis matrix through grid processing. The grid
mismatch problem [24] will occur if the DOA value of the real target is not on the grid points
of the overcomplete base matrix, which will result in failure, and the orthogonal matching
pursuit (OMP) algorithm [25] must be introduced to overcome the mismatch problem,
which has an impact on the accuracy of such algorithms. In recent years, DOA estimation
method is often combined with the related techniques of clutter suppression [26,27] and
gradually developed into a composite technique.

In the DOA estimation process of the IC-WORD algorithm proposed in this paper, the
orthogonal decomposition is needed to minimize the interaction between different signals
and make the echoes in each direction tend to be independent to counter the influence of
the coherence between targets on DOA estimation. The specific advantages will be shown
in Section 4.

1.3. Origin of the IC-WORD Algorithm

In 2018, X. Zhang proposed an arbitrary array pattern synthesis method based on
weight vector orthogonal decomposition (WORD algorithm) [28,29] that can design the
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weight vector to make the array pattern meet specific requirements with low computational
complexity and high degrees of freedom.

This paper proposes a spatial spectrum iterative calculation algorithm based on WORD
(IC-WORD algorithm) that can be used in high-frequency TDM-MIMO radar for DOA
estimation of coherent targets. To demonstrate its effectiveness, this paper compares DOA
estimation using IC-WORD with DOA results obtained using algorithms such as spatially
smoothed MUSIC (Smooth-MUSIC). It is shown that the algorithm developed in this paper
can achieve higher angle measurement accuracy and the ability to detect more targets.

2. Signal Model

MIMO radar system uses arrays to transmit orthogonal signals, and the multiple
signals are kept independent in space before being received. Compared to single-input
multiple-output (SIMO) radar systems, MIMO radar systems can obtain signals with
the same number of channels using fewer antennas. Using the MIMO radar with two
transmitting antennas and four receiving antennas (T2R4) as an example, the arrays are
arranged on the same line and the distance between transmitting antennas is four times
that of receiving antennas, as shown in the following figure.

As shown in Figures 2 and 3, MIMO radar achieves the same performance as SIMO
radar with fewer array elements and smaller array size. However, MIMO radar requires the
transmit signal to be orthogonal, which can be accomplished in three ways: time-division
multiplexing, frequency-division multiplexing, and code-division multiplexing. In this
paper, time-division multiplexing is used because it does not require waveform modulation
or encoding and only requires signal orthogonality in the time dimension, which can be
achieved through transmitting the same signal waveform in different time.
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In Figures 2 and 3, TX is the transmitting array and RX is the receiving array and the
T2R4-MIMO array can be equated to the following T1R8-SIMO array. ”d” represents the
distance between receiving antennas. And the distance between transmitting antennas is
four times that of receiving antennas.
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Assuming the radar transmits a linear frequency modulation (LFM) signal, the TDM-
MIMO transmit signal of T2R4 is schematically depicted in the figure below.

In Figure 4, black line represents the signal transmitted by TR1, red represents TR2, Ts
represents the FM period, and the structure of the T2R4-TDM-MIMO radar system can be
represented by Figure 5.
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As shown in Figure 5, T2R4-MIMO radar can obtain eight independent channels after
channel separation. Then, the signal from all channels will be entered into the IC-WORD
algorithm for subsequent processing. The brief process of the IC-WORD algorithm is
shown in the Figure 6.

As shown in the figure above, the IC-WORD algorithm carries out multiple weighted
summations of the eight-channel signals (from 1© to 8©) to obtain the spatial spectrum,
which is the first iteration process discussed in Section 3.2.1.

Using the spatial spectrum obtained in the first iteration, the weights are redesigned by
WORD algorithm (Section 3.1) and the spatial spectrum is recalculated with new weights,
which is the process of the second iteration (Section 3.2.2). The third iteration uses the
spatial spectrum obtained in the second iteration to redesign the weights and calculate a
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new spatial spectrum, and so on. After each iteration, it is necessary to determine whether
to terminate the algorithm according to Section 3.2.3.
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The above is only a brief description of the IC-WORD algorithm. Section 3 will provide
a detailed introduction to the algorithm.

When considering the more general TDM-MIMO radar system of N1 transmitting
arrays and N2 receiving arrays, there will be a total of N1 times N2 channels of signal,
where the signal transmitted by the n1-th antenna and received by the n2-th antenna can
be expressed as:

sn1n2(t) = A · rect
(

t− tr

τ

)
exp

(
j2π

(
( f0 − fd)(t− tr) +

1
2

µ(t− tr)
2
)
+ φn1n2

)
(1)

where rect(t/τ) represents a square pulse signal of length τ, f0 represents the center
frequency of the transmit signal, µ represents the FM slope, tr represents the time difference
between transmitting and receiving signals, fd represents the Doppler shift due to the target
movement, and φn1n2 represents the relative phase shift of the received signal.

Assuming that the targets are stationary, the echo in this case can be expressed as:

sn1n2(t) = A · rect
(

t− tr

τ

)
exp

(
j2π

(
f0(t− tr) +

1
2

µ(t− tr)
2
)
+ φn1n2

)
(2)

At this point, the total number of channels is N1 × N2 and we can calculate the phase
difference from the relative phase matrix Φ = [φ1, . . . , φn1n2 , . . . , φN1 N2 ] of multiple channels
to obtain the angle of the target relative to the receiving array.
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3. Theory and Analysis
3.1. Pattern Synthesis via Weight Vector Orthogonal Decomposition (WORD Algorithm)

Consider an arbitrary structured array with a total number of virtual elements of N.
When the signal direction of a far-field target is θ, the array steering vector of this signal
can be expressed as:

a(θ) =
[

g1(θ)e−jωτ1(θ), . . . , gN(θ)e−jωτN(θ)
]T

(3)

where gn(θ) represents the amplitude change caused by the antenna itself and τn(θ) rep-
resents the phase difference of signal from different channels. Now, use a weight vector
w = [w1, . . . , wN ]

T to weight this array and the beam pattern of this array after weighting
can be expressed as:

P(θ) =
N

∑
n=1

wn
∗gn(θ)e−jωτn(θ) = wHa(θ) (4)

where (·)∗ and (·)H denote the transposition and conjugate transposition operations and
P(θ) is the array response at θ (θ ∈ [−π, π]), whose power is defined as:

|P(θ)|2 =

∣∣∣∣∣ N

∑
n=1

wn
∗gn(θ)e−jωτn(θ)

∣∣∣∣∣
2

=
∣∣∣wHa(θ)

∣∣∣2 (5)

Assuming that the desired array pattern is Pd(θ), the general beamforming problem
can be described as finding a suitable weight vector w such that the array pattern P(θ)
satisfies the desired pattern Pd(θ). The general idea of Pd(θ) is to maximize the array
response in every look direction (θ) and minimize the responses from sidelobe directions,
so that, if a target is present in the look direction, its response will not be affected by those
of other targets present in other directions. Subsequent iterations include array-response
information from all targets, as will be shown in the development in this paper. The above
problem can be expressed using Formula (6):

f ind w ∈ CN

s.t. P(θ) ≈ Pd(θ), θ ∈ [−90o, 90o]
(6)

As shown above, the main problem of beamforming is to find or design a suitable
weight w so that the array pattern P(θ) can be consistent with the desired pattern Pd(θ),
and WORD algorithm is precisely used to solve this problem.

The WORD algorithm realizes the overall shape design of the pattern through multiple
single-point adjustments of the pattern [28]. It will first obtain the desired main lobe
direction and generate the initial weight according to it and then adjust the weight’s beam
pattern point by point according to the desired pattern. Finally, a weight vector is obtained
whose beam pattern perfectly matches the desired pattern. In summary, the function of the
WORD algorithm is to obtain a weight vector that satisfies the desired pattern. The whole
process of WORD algorithm is shown in the Figure 7.

As shown in Figure 7, by adjusting each point (the red circle in the beam pattern
indicates the position of the point to be adjusted), WORD can obtain the weight whose
beam pattern consistent with the desired pattern.

The mathematical process of WORD is to decompose the weight vector into two or-
thogonal vectors: one of them is parallel to the array steering vector a(θk+1) corresponding
to the angle θk+1 that needs to be controlled at the k + 1 step of the iteration, while the other
vector is orthogonal to a(θk+1), as shown in the following figure.
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As shown in Figure 8, when weight vector iteration of step k results in wk, weight
wk+1 of step k + 1 can be represented by two orthogonal vectors (wk,⊥ and wk,‖):

wk+1 = [wk,⊥ wk,‖][1 βk+1]
T (7)

where βk+1 is a coefficient to be found and the expressions of the other two orthogonal
vectors are:

wk,⊥ = P⊥[a(θk+1)]
wk

wk,‖ = P[a(θk+1)]
wk

(8)

where P[a(θk+1)]
and P⊥[a(θk+1)]

are the orthogonal projection matrix and the orthogonal pro-
jection complement matrix determined by a(θk+1), which is also the orthogonal projection
matrix to the column space of a(θk+1) and the orthogonal subspace of its column space,
respectively, expressed in the following form:

P[a(θk+1)]
=

a(θk+1)aH(θk+1)

a(θk+1)
2
2

P⊥[a(θk+1)]
= I− P[a(θk+1)]

(9)
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The WORD algorithm gives two solutions for βk+1 as:

βk+1,a =
−Re(B(1,2))+d

B(2,2)

βk+1,b = −Re(B(1,2))−d
B(2,2)

(10)

where Re(·) denotes the real part of complex numbers, and the construction expression of
matrix B is:

B =

 −ρk+1

∣∣∣wH
k,⊥a(θ0)

∣∣∣2 −ρk+1wH
k,⊥a(θ0)aH(θ0)wk,‖

−ρk+1wH
k,‖a(θ0)aH(θ0)wk,⊥

∣∣∣wH
k,‖a(θk+1)

∣∣∣2 − ρk+1

∣∣∣wH
k,‖a(θ0)

∣∣∣2
 (11)

where ρk+1 = |P(θk+1)|2/|P(θ0)|2 =
∣∣∣wH

k+1a(θk+1)
∣∣∣2/
∣∣∣wH

k+1a(θ0)
∣∣∣2 , which represents the

level corresponding to the angle that needs to be adjusted in step k + 1.
The expression of the constant d is:

d =

√
[Re(B(1, 2))]2 − B(1, 1)B(2, 2) (12)

After that, the coefficient that minimizes the difference between the pattern of the
current step and the previous step among the two solutions of βk+1 is selected as the
final coefficient, i.e., the βk+1 with the smallest F(β) is selected as the final result, and the
expression of F(β) is as follows:

F(β) =

∥∥∥∥P⊥[w(k) ]

wk+1

‖wk+1‖2

∥∥∥∥
2

(13)

The above is the mathematical process of array-response adjustment by WORD. After
each iteration of this adjustment process, the array response in every angular look direction
P(θk+1) of P(θ) can become closer to that of the desired response Pd(θk+1). The response
adjustment at each look-direction point in θ can make P(θ) as a whole meet the requirements
of Pd(θ) by iterating. Regarding the selection of the angle θk for adjustment, the principle
can be expressed as follows:

θk = argmax
θ∈Ω

(|Pd(θ)− Pk−1(θ)|) (14)

where θk is the angle to be adjusted in the k step, Pd(θ) is the desired pattern, Pk−1(θ) is the
temporary pattern obtained after the last k− 1 step, and Ω is the set of adjustable angles.
In brief, the angle points in Pk−1(θ) with the largest difference from Pd(θ) are selected for
adjustment in step k.
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After the above adjustment, the desired weight vector w is obtained whose array
response P(θ) can substantially match the desired pattern Pd(θ).

3.2. Spatial Spectrum Iterative Calculation Method Based on Weight Vector Orthogonal
Decomposition (IC-WORD)

Using the WORD algorithm, we can obtain the weights w corresponding to the desired
pattern Pd(θ). This optimization using WORD is meant to shape the array pattern of the
scan vector a(θ) as θ is scanned across the field of view by applying weights to its elements
so as to minimize responses from sidelobes and maximize response in the look direction at
each value of theta in the field of view.

The IC-WORD method requires multiple designs of the weight vector w and multiple
rounds of iteration to obtain the spatial spectrum in order to achieve the highest goniometric
accuracy. WORD algorithm is a tool used by IC-WORD algorithm to design weights
according to the desired pattern. The core of the WORD algorithm is how to obtain weights
based on requirements, while the core of the IC-WORD algorithm is how to propose
requirements to achieve better spatial spectral result. The desired pattern requirements are
obtained from the previous iteration of array weights, which are used to obtain an array
response pattern at every look direction in the presence of all target echoes. Thus, the array
response of the next iteration can be further optimized to have a maximum for the current
look direction and minimal responses from other directions, including those of targets not
at the look direction.

3.2.1. The First Iteration

Before the iteration begins, the angle region that needs to be calculated from −90 de-
gree to 90 degree is divided evenly into M regions. For example, [−90◦, 90◦] is divided
evenly into 180 regions at 1-degree intervals, which means M = 180. Then, each iteration re-
quires the design of 180 weight vectors, each of which is applied to calculate the echo power
of its corresponding angle region. These 180 points make up the entire spatial spectrum.

In practical applications, it is usually not necessary to divide the angle region at 1-
degree intervals, often at intervals of 3 degrees. This can accelerate the calculation speed,
as each iteration only needs to design 60 weight vectors. In order to maximize the details of
the spatial spectrum, this article divides 180 regions at one-degree intervals. The schematic
diagram is shown in Figure 9.
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As shown above, when calculating the received power in the m− th region, we need
to design the weights as wm to minimize the impact of other directions and there are a total
of M weights. The weight matrix of the first iteration is defined as:

w1st = [w1, . . . , wm, . . . , wM] (15)

The matrix of the set of desired patterns is defined as:

Pd−1st(θ) = [Pd1(θ), . . . , Pdm(θ), . . . , PdM(θ)] (16)

Design guidelines for Pd−1st(θ): taking the m− th angular region as an example, wm
of w1st is used for calculating the power of the echo in that direction, and its corresponding
array response is Pm(θ). In order to avoid the influence of other regions, the desired pattern
Pdm(θ) is in the form of the main lobe pointing to the angular center θm of the m− th region
and the sidelobe suppressed to Asidelobe; since no information about the echo is obtained
at this time, the sidelobe level here cannot be designed to a complex shape, and a certain
value should be chosen according to the specific situation, for example, −30 dB. The lower
the sidelobe level we desired, the wider the main lobe will be and the longer the time the
algorithm will use. The mathematical representation of the above process is as follows:

f ind wm ∈ CN

s.t. Pm(θ) ≈ Pdm(θ)
s.t. Pdm(θm) = 0
s.t. Pdm(θel) = Asidelobe

(17)

where Pm(θ) is the array pattern corresponding to wm, Pdm(θ) is the desired pattern of
the m region, θm is the angular center position of this region, θel is the angular range
except for the main lobe pointing to θm, and the weight wm corresponding to the m region
can be obtained from the above calculation process. The first iteration’s final result is
w1st = [w1, . . . , wm, . . . , wM].

Assuming that the received signal of the MIMO radar is Sr, its spatial spectrum SP1st
can be expressed as:

SP1st = w1st
HSr =

w1
H

...
wM

H

Sr =

 SP1st(θ1)
...

SP1st(θM)

 (18)

where SP1st(θ1) is the power of the first region, SP1st(θM) is the power of the M regions, and
SP1st is the spatial spectrum calculated in the first iteration. Note that wm

HSr represents a
one-time weighted summation of multiple signals, whose power needs to be calculated to
obtain SP1st(θm).

The process of the first iteration can be summarized as the process shown in Figure 10.
As shown above, in the first iteration process, the main lobes of the patterns of M

weights point towards the center of their own angle regions. That is to say, in the first
iteration of this article, the main lobes of w1 point towards 89.5◦, w2 point towards 88.5◦,
and so on. Due to the lack of prior information, the sidelobes of the weights’ patterns
do not require complex design. In Section 4, they are uniformly lowered to −30 dB. If a
radar is used with a larger array aperture than that of this article, the sidelobes can be
pressed lower.
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3.2.2. The Second Iteration

The second iteration’s spectrum needs to be calculated on the basis of the first iteration,
defining the second iteration weight matrix as:

w2nd =
[
w12 , . . . , wm2 , . . . , wM2

]
(19)

The matrix of desired pattern composition for the second iteration is defined as:

Pd−2nd(θ) =
[
Pd12(θ), . . . , Pdm2(θ), . . . , PdM2(θ)

]
(20)

Design guidelines for Pd−2nd(θ): after obtaining the spatial spectrum SP1st calculated
in the first iteration, the inversion of SP1st is taken and compressed to RA range (RA
reference range is displayed in Table 1) as the sidelobe level guideline of the second
iteration weight. The process is shown in the figure below.

Table 1. RA reference range.

Antenna Array 8 Elements 12 Elements 16 Elements

RA (dB) [−37, −6.4] [−41.5, −6.5] [−46, −8]

As shown in Figure 11, after obtaining the spatial spectrum in the first iteration, the
reciprocal of this spatial power spectrum is taken and compressed to the range RA. The
result will serve as the sidelobe benchmark for the next iteration’s weights. Based on this
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benchmark, the next iteration will redesign the M sets of weights to obtain a new spatial
spectrum.
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Figure 11. The process of designing the sidelobe of the second iteration according to the spatial
spectrum of the first iteration.

RA may vary depending on the size of the array. In the process of weight design,
insufficient suppression of sidelobes can result in less improvement; excessive pressure
on the sidelobes can cause the main lobe to widen, leading to a significant decrease in
angular resolution. To ensure the good performance of the IC-WORD algorithm, the upper
limit of RA should be consistent with the first sidelobe level of digital beamforming under
the same array condition and the lower limit should be at least three times the minimum
sidelobe peak of digital beamforming. According to the test, some reference values for RA
are given below.

This design can greatly reduce the impact of targets located at other directions when
calculating the echo power in the current angle region, i.e., the look direction of the receiving
array. The spatial spectrum of the second iteration will be better than that of the first.

The weight matrix w2nd of the second iteration is defined as:

w2nd =
[
w12 , . . . , wm2 , . . . , wM2

]
(21)

In addition, the weight design process of the second iteration can be expressed as:

f ind wm2 ∈ CN

s.t. Pm2(θ) ≈ Pdm2(θ)
s.t. Pdm2(θm) = 0
s.t. Pdm2(θel) = R(SP1st(θel))

(22)

where wm2 is the weight corresponding to the m− th angular region in the second iteration,
R(·) represents inversion and compression, and R(SP1st(θel)) is the desired sidelobe level.

The second iteration process is almost the same as the first, and the second itera-
tion weight matrix wm2 also contains M weights, which can be used to recalculate the
spatial spectrum:
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SP2nd = w2nd
HSr =

w12
H

...
wM2

H

Sr =

 SP2nd(θ1)
...

SP2nd(θM)

 (23)

The result SP2nd of the second iteration will have higher angular resolution and angle
measurement accuracy than SP1st, which is verified in Section 4.1.

The process of the first iteration and the second can be summarized as the process
shown in the Figure 12.
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Figure 12. The first and the second iteration of IC-WORD.

As shown above, in the second iteration, the main lobes of the weights’ pattern still
point towards the center of their angle regions, but the sidelobes require a special design.
The reciprocal of the spatial spectrum obtained in the first iteration is taken and compressed
into the RA region.

According to the process of two iterations above, more iterations can be repeated
to obtain a higher performance. In subsequent iterations of the scan-vector weights, the
“desired” array response is the spatial spectrum’s inversion, obtained by scanning and
processing the target echoes in the field of view using the weights obtained for the scan
vector in the previous iteration. It now contains information from all the targets, so its
weights can be optimized to minimize their effect on targets not at the current look direction,
when computing the spatial spectrum in the next iteration.

3.2.3. Algorithm Termination Condition

However, due to the aperture limitation of the physical array, the angle resolution
and accuracy cannot be improved infinitely, and too many iterations will only increase
computational complexity but not obtain significant improvement.

Therefore, two thresholds are defined as the divergence threshold THd and the con-
vergence threshold TH to terminate the algorithm at a suitable moment.

When the difference between the weights of the two iterations is less than the conver-
gence threshold TH, it can be considered that the performance improvement brought by
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iteration is too small to continue calculating and the current iteration will be the end of
the algorithm.

The divergence threshold THd is a protection of the algorithm, which is defined
as the difference of the weights between the first iteration and the second. Because the
difference between the weights of the first and second round of the iteration is often the
largest, the adjustment in subsequent iterations is relatively small. When the subsequent
difference between weights is larger than the difference between the first two rounds, it can
be considered that there is a problem during the weight design process. For example, the
divergence threshold THd of the first angle region can be expressed as:

THd =
∥∥w12 −w1

∥∥ (24)

The following explains why these two thresholds are required as termination condi-
tions: as the iteration proceeds, the angle resolution and accuracy of the spatial spectrum
will gradually improve; at this time, the depression between the two targets will become
lower and sharper. When the sharpness of the depression reaches a certain level, the re-
quirements will be too strict for physical arrays, which will lead to the failure of the weights
to reach the desired pattern within a limited number of adjustments. In this case, the spatial
spectrum calculated using failed weights of this round will be distorted and the weights
fluctuate significantly with respect to the previous round. The failure of multiple weights
will result in the failure of the entire algorithm. Therefore, it is necessary to compare the
difference between the weights of adjacent rounds with the divergence threshold THd
after each round. When most of the weights in a round change more than THd, this round
of iteration is considered a failure; then, the iteration is terminated and the result of the
previous round is selected as the final result.

There is no need to decide whether to stop iteration for the first two iterations, because
THd requires the difference between the weights of the first two rounds. The third and
subsequent iterations need to determine whether to stop or not. That is because the first
iteration of the response-shaping weights does not contain any information about the target
locations, and the second iteration is the first one which does contain target information.
Subsequent iterations just contain better target information.

Each iteration has M weights, corresponding to M angle regions. Compare the M
weights of the previous iteration with the weights of the next iteration; if the difference
between a set of corresponding weight vectors is less than TH, it is considered that the
weight of this angle region converges. If it is greater than THd, the weight of this angle
region is considered to diverge. When 10% of these M regions are considered convergent
or divergent, the entire algorithm stops.

The entire algorithm process is shown in Algorithm 1.

Algorithm 1. IC-WORD algorithm

Input: original signal Sr, sidelobe level Asidelobe
the convergence threshold TH
Output: spatial spectrum SP
(1) Calculated the weight of the first iteration w1st according to the set sidelobe level Asidelobe
(2) Calculate SP1st by w1st and Sr
(3) Design the weight of the next iteration w2nd according to SP1st
(4) Calculate SP2nd by w2nd and Sr
(5) Confirm the divergence threshold THd
(6) Calculate the next generation of wNth and SPNth
(7) If the difference between generations is less than TH enter (8);

Else if more than THd, enter (9);
Otherwise return to (6);

(8) Output SPNth
(9) Output SP(N−1)th
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4. Simulations and Verification
4.1. 1~4 Iterations of IC-WORD under Multi-Coherent Source Conditions

TDM-MIMO mode is set to T3R4. There is a total of three transmitting elements spaced
twice the wavelength, and four receiving elements spaced half the wavelength; the array
arrangement diagram is shown below.

Figure 13 shows the spatial position of the antennas, with blue circles representing the
transmitting array and red triangles representing the receiving array. Transmitting array
elements take turns to transmit LFM signal. The number of signal sampling points within
a single cycle is 128, totaling 512 cycles; LFM signal’s starting frequency is set to 10 Mhz,
bandwidth 300 kHz, and Gaussian white noise is added with a signal-to-noise ratio of
10 dB. Moreover, six simulated targets are set in different directions at a distance of 80 km
from the radar, with speeds of 0. The specific parameters are shown in Table 2.
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Table 2. Simulation parameters.

Radar Parameters

MIMO T3R4
Cycle number 512

Number of samples within a cycle 128
Starting frequency 10 MHz

Bandwidth 300 kHz

Target Parameters

Quantity 6
Distance Both are 80 km

Speed 0
Angle −60◦, −20◦, −10◦, 0◦, 30◦, 60◦

Signal-to-noise ratio 10 dB

The scanning range (−90◦~90◦) is divided into 180 regions at 1◦ intervals, and M is
180. The IC-WORD algorithm iterates four rounds in total and obtains four sets of weights:
w1stw2ndw3rdw4th, where the spatial power spectrum calculated by the first three sets of
weights (w1stw2ndw3rd) is shown in the following figure.

The comparison of the spatial spectrum estimation of 1~3 iterations is shown in
Figure 14 and the details of them are displayed as the lower four panels (Figure 15).
The green line is the spatial spectrum obtained from the first iteration of the IC-WORD
algorithm (IC-WORD-1st), the red line is the spatial spectrum obtained from the second
iteration (IC-WORD-2nd), and the blue line is the spatial spectrum obtained from the
second iteration(IC-WORD-3rd). The dotted red lines represent the direction of the targets.
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Figure 15. Details of the spatial spectrum: (a) −35◦~−5◦, (b) −5◦~20◦, (c) −70◦~−40◦, (d) 20◦~80◦.

In the process of spatial spectrum estimation, there is a common problem: when there
are interferences or other targets in the vicinity of a single target, the spectral peak of that
target will be affected by the spectral peaks of others, resulting in an unexpected shift,
while the IC-WORD algorithm can largely mitigate this effect as the iteration progresses.
The above comparison shows that, as the number of iterations increases, the spectral peaks
of the targets that are affected and caused are shifted gradually correct back to their true
directions (Figure 15a,b), and become sharper (Figure 15c); at the same time, the depressions
between different targets deepen (Figure 15d), which means higher angular resolution and
higher measurement accuracy are achieved.

The divergence problem of the algorithm is shown in the process of the fourth iteration,
and the comparison of the spatial spectrum calculated in the third and fourth iterations is
shown in the following figure.

As shown Figure 16, the spatial spectrum obtained from the fourth iteration shows
extremely unstable jumps compared to the third, and the spectral peaks of targets appear
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split and spiked. The appearance of this phenomenon indicates that some designs in the
fourth set of weights w4th failed, i.e., the criteria of the desired pattern were not met within
a finite number of cycles. The angular regions corresponding to the failed weights are the
regions where spikes appear, and the power calculated using the pattern distortion weights
in these regions is abnormal, resulting in abrupt changes and splits in the spatial spectrum.
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Figure 16. (a) IC-WORD algorithm 3rd and 4th iterations of spatial spectrum estimation. (b) Details
of –25◦~5◦. (c) Details of 50◦~80◦.

If 10% of the weight design fails in one iteration, it is considered that the whole
iteration is failed, which means the algorithm should be terminated, and the failure ratio of
weights used to determine whether the algorithm needs to be terminated can be adjusted
according to the actual situation.

Using the weights w611w612w613w614 corresponding to the −30◦ angle region in the
four sets as an example, their array patterns are shown below.

Array patterns corresponding to the weights of the −30◦ regions (61st of the set for
each of the four iterations) generated in the four iterations are compared in Figure 17
(Figure 17a: w611 , Figure 17b: w612 , Figure 17c: w613 , Figure 17d: w614), where P0, Pdm is
the initial and desired pattern, and Pm is the result under this requirement.
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Figure 17. Array patterns corresponding to w611 w612 w613 w614 generated by the IC-WORD algorithm:
(a) w611 , (b) w612 , (c) w613 , (d) w614 .



Remote Sens. 2023, 15, 4073 18 of 24

The array pattern corresponding to the weight represents the response characteristics
of the array to different directions after being weighted. With no information in the first
iteration, there is no fluctuation in the sidelobe of w611 ’s pattern; w612 ’s pattern of the
second iteration forms a certain width of zero trap in multiple directions, where SP1st has
peaks on the basis of the first iteration to ensure that the current angular power is calculated
with minimal influence from the other directions to achieve higher angular accuracy and
angular resolution; the third iteration is not much different from the second, and it can be
found that the patterns of the first three iterations fit well with the desired ones, i.e., the
weights are successfully designed. Compared to the previous, weight design of the fourth
iteration is not so successful because the sidelobe of the desired pattern is so high and so
sharp that the weights cannot reach and a distorted sidelobe with a width of about 20◦ and
an amplitude of −4 dB is formed in the 15◦ direction, resulting in a large gap with Pdm.
Finally, the fourth design fails and cannot be used to calculate the spatial spectrum.

To show the comparison of the weight adjustment process with the divergence thresh-
old THd and convergence threshold TH, scatter plots of the weights in the complex co-
ordinate system are drawn, and the results are shown in the following figure.

Figure 18a shows the comparison of the first three weights w611w612w613 , where the
blue scatter is w611 , the red is w612 , and the yellow is w613 , and single weight values
generated in different iterations of the same channel are connected by a line. It can be
observed that the difference between w611 of blue scatter and w612 of red scatter is much
larger than the difference between w612 and w613 . The convergence threshold TH is set
to 5 × 10−2, and the difference between w612 and w613 has already met the algorithm
termination condition.
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Adding the fourth weight to the figure, w611w612w613w614 of four iterations are com-
pared as shown in the following figure.

As shown in Figure 19, the first three weights are still blue, red, and yellow, with
added purple points of weights w614 from the fourth iterations. It can be observed that the
purple scatter of the fourth weights w614 deviates severely from the third weights w613 , and
the difference is greater than the difference between w611 and w612 , namely the divergence
threshold THd, which can be considered a failed design. In the fourth round, there are
multiple failed weights such as w614 , so the fourth iteration is considered invalid.
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Figure 19. Scatter plots of w611 w612 w613 w614 : (a) whole, (b) detail.

4.2. Comparison of the Spatial Spectrum Estimation between Smooth-MUSIC and IC-WORD
under Multi-Coherent Source Conditions

Simulation parameters still follow the parameters set in Section 4.1. Firstly, the target
located at −10◦ is removed, and the algorithm comparison between Smooth-MUSIC and
IC-WORD is carried out under the five-target condition, as shown in the left figure below.

In Figure 20, the green line is the spatial spectrum obtained from the first iteration of
the IC-WORD algorithm (IC-WORD-1st), the red line is the spatial spectrum obtained from
the second iteration (IC-WORD-2nd), and the blue line is calculated by the Smooth-MUSIC
algorithm. The dotted red lines represent the direction of the targets.It’s obvious that both
algorithms can detect five peaks in the spatial spectrum under the five-targets condition.
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Figure 20. Comparison between smooth-MUSIC method and IC-WORD method under the five-
targets (−60◦, −20◦, 0◦, 30◦, and 60◦) condition.

To show the difference, the target located at −10◦ is added back to the simulation and
the comparison of the two algorithms observed under the conditions of six targets. The
simulation results are shown in Figure 21.
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In Figure 21, the green line is the spatial spectrum obtained from the first iteration of
the IC-WORD algorithm (IC-WORD-1st), the red line is the spatial spectrum obtained from
the second iteration (IC-WORD-2nd), and the blue line is calculated by the Smooth-MUSIC
algorithm. The dotted red lines represent the direction of the targets. Since the mode of
TDM-MIMO is set to T3R4, the virtual aperture of the array is 12 elements, and Smooth-
MUSIC obtains, at most, five peaks under this condition. Figure 14 show the comparison
between the proposed IC-WORD algorithm and Smooth-MUSIC algorithm under the
conditions of six coherent targets, respectively. When there are five targets in the same
distance unit, both the IC-WORD algorithm and Smooth-MUSIC algorithm can successfully
detect five peaks; however, when the number of targets increases to six, No matter how the
number of elements in the sub-array is adjusted, the Smooth-MUSIC algorithm fails but
IC-WORD can still detect six targets (the red dotted circle in Figure 21 shows the difference),
which proves that IC-WORD breaks the limit of the maximum detectable targets of the
general spatial smoothing algorithm. Moreover, compared to Smooth-MUSIC, the spectral
peaks’ direction of IC-WORD is closer to the true target angle, indicating that the algorithm
has higher DOA estimation accuracy.

4.3. Verification of Measured Data

The measured data come from a high-frequency surface wave radar station in southern
China, which was obtained in May 2022. The Range–Doppler (RD) spectrum is shown below.

As shown in the Figure 22, since the distance and speed between multiple coherent
targets in these data are basically the same, they overlap to a point in RD spectrum and can
only be resolved by angle dimension, i.e., distinguished through range–angle (RA) spectrum
or angle–Doppler (AD) spectrum. The following Figure 23 is a comparison of the processing
results of measured data between traditional methods and the IC-WORD algorithm.

The RA spectrum and AD spectrum is shown in the figure above. Compared with the
conventional algorithm, the measured data of HFSWR are used to verify the advantages
of IC-WORD algorithm, which has lower sidelobe and narrower main lobe. This article
focuses on the three targets with the same distance and speed in the data, among which the
two targets at 0◦ and 20◦ have stronger echoes and the other one around −30◦ has weaker
echo. The data processing mode of the three images on the top is the conventional method,
while, on the bottom, is IC-WORD. The three images from left to right are, respectively,
the AD spectrum, RA spectrum, and the target schematic diagram after the threshold
judgment. It can be observed that, in the same threshold range, the conventional method
in RA spectrum is capable of detecting two targets located at about 0◦ and 20◦. However,
due to low angular resolution, the peaks of Target1 and Target2 are mixed and the sidelobe
of strong targets (Target1, 2) overwhelm the weak target (Target3). Meanwhile, the angle
resolution of IC-WORD is higher, so the two peaks are completely separated and the



Remote Sens. 2023, 15, 4073 21 of 24

sidelobe of IC-WORD is lower, so the target at −30◦ is successfully extracted from the
sidelobe of strong targets. Finally, the three targets were all detected successfully.
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4.4. Algorithm Performance Comparison

The radar parameters are the same as those set in Section 4.1 and the target is set
as five targets (−60◦, −20◦, 0◦, 30◦, and 60◦). At this time, both algorithms are effective.
The signal-to-noise ratio (SNR) is gradually improved, the average value of the difference
between the peaks’ angles of five targets and the actual target angles is calculated, and
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repeated experiments are conducted to calculate the DOA estimation’s root mean squared
error (RMSE). The results are shown in the Figure 24:
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Figure 24. Comparison of angular RMSE changes with SNR between Smooth-MUSIC and IC-WORD.

As shown above, the blue line is the RMSE in DOA estimation of the MUISC algorithm
that fails under the coherence condition, the red is the RMSE of Smooth-MUSIC used for
decoherence, and the yellow/purple/green are the accuracy of the first three iterations of
the IC-WORD algorithm, respectively, and it can be observed that IC-WORD is better than
the Smooth-MUSIC algorithm after the second iteration with the same SNR.

By controlling the number of transmitting and receiving array elements the maximum
number of detectable coherent targets can be compared between two algorithms in different
MIMO modes.

Detailed process: place targets at the same interval within the detectable range
[−90◦, 90◦] to ensure maximum distinguishability. Gradually increase the number of
targets until there are targets that cannot be distinguished from the spatial spectrum results.
Based on the results, determine the maximum detectable targets.

As for the problem of changing the MIMO mode, the process of the experiment is to
select several channels of a large MIMO array for processing and change the number of
channels selected which can change the corresponding MIMO mode of the experiment.

The results are in Figure 25.
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The proposed IC-WORD algorithm outperforms the Smooth-MUSIC algorithm in the
above MIMO modes in terms of the maximum number of detectable coherent targets.

In summary, the IC-WORD algorithm proposed in this paper has obvious advantages
and improvements over the conventional spatial smoothing algorithm in DOA estimation
of multi-coherent sources in the high-frequency TDM-MIMO radar regime.

5. Conclusions

The main contribution of this work is a DOA estimation method of multi-coherent
target based on weight vector orthogonal decomposition (IC-WORD) for MIMO-HFSWR.
Firstly, the accurate control of the pattern is realized based on the weight vector orthogo-
nal decomposition algorithm (WORD). Secondly, on the basis of WORD, the IC-WORD
algorithm is proposed to accurately estimate the direction of multiple coherent targets. By
analyzing the echo, sidelobes are designed to have specific shapes as the iteration goes on,
which minimize the impact of coherent signals or interference in other directions when
estimating the target in the current direction, and the angle can be obtained very accurately.

This work not only carries out simulation analysis, but also uses measured data to
verify the feasibility of IC-WORD. The results all indicate that, when there are multiple
coherent targets that overlap to a point in RD spectrum, the IC-WORD algorithm has the
following advantages:

1. Eliminating the peak shift caused by nearby targets or interference by iteration.
2. Gradually achieving high DOA estimation accuracy through iteration.
3. Still valid when the traditional spatial smoothing algorithm fails due to an excessive

number of coherent objects.
As for future direction, it would be worthwhile to add control over the main lobe of

the pattern and attempt to suppress main-lobe interference.
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