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Abstract: Accurate prediction of future chlorophyll-a (Chl-a) concentrations is of great importance for
effective management and early warning of marine ecological systems. However, previous studies
primarily focused on chlorophyll-a inversion and reconstruction, while methods for predicting Chl-a
concentrations remain limited. To address this issue, we adopted four deep learning approaches,
including Convolutional LSTM Network (ConvLSTM), Convolutional Neural Network-Long Short-
Term Memory (CNN-LSTM), Eidetic 3D LSTM (E3D-LSTM), and Self-Attention ConvLSTM (SA-
ConvLSTM) models, to predict Chl-a over the Yellow Sea and Bohai Sea (YBS) in China. Furthermore,
14 environmental variables obtained from the remote sensing data of Moderate-resolution Imaging
Spectroradiometer (MODIS) and ECMWF Reanalysis v5 (ERA5) were utilized to predict the Chl-a
concentrations in the study area. The results showed that all four models performed satisfactorily in
predicting Chl-a concentrations in the YBS, with SA-ConvLSTM exhibiting a closer approximation to
true values. Furthermore, we analyzed the impact of the Self-Attention Memory Module (SAM) on the
prediction results. Compared to the ConvLSTM model, the SA-ConvLSTM model integrated with the
SAM module better captured subtle large-scale variations within the study area. The SA-ConvLSTM
model exhibited the highest prediction accuracy, and the one-month Pearson correlation coefficient
reached 0.887. Our study provides an available approach for anticipating Chl-a concentrations over a
large area of sea.

Keywords: chlorophyll-a; remote sensing; RNNs; SA-ConvLSTM model; Yellow Sea and Bohai Sea

1. Introduction

The ocean is a critical ecosystem, and good water quality is essential for its sustain-
able development [1]. Unfortunately, in recent years, water pollution has emerged as a
prevalent and pressing global environmental problem [2]. The eutrophication of water
bodies is a rising concern, particularly in coastal regions where the proliferation of vari-
ous harmful algal species is becoming increasingly common. Chlorophyll-a (Chl-a) is a
photosynthetic pigment required for phytoplankton survival. This biochemical marker
has gained significance as an indicator of water eutrophication due to its abundance in
most algal species [2–6]. Due to the low water exchange capacity of the Yellow Sea and
Bohai Sea (YBS), red tides occur frequently, disturbing the natural balance of the local
ecosystem [6–8]. It is thus crucial to monitor Chl-a concentrations in the YBS, particularly
near their coasts. Developing accurate long-term Chl-a prediction strategies is vital to
address coastal seawater pollution and provide timely red tide warnings.

Traditional Chl-a measurement methods using fixed-point profiles have limitations as
they only target small areas, like rivers and lakes, or survey Chl-a relationships within a
narrow temporal window [9–12]. Since the successful launch of the Coastal Zone Color

Remote Sens. 2023, 15, 4486. https://doi.org/10.3390/rs15184486 https://www.mdpi.com/journal/remotesensing

https://doi.org/10.3390/rs15184486
https://doi.org/10.3390/rs15184486
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com
https://orcid.org/0000-0002-2894-9627
https://orcid.org/0000-0002-7387-1603
https://orcid.org/0000-0002-5972-5474
https://doi.org/10.3390/rs15184486
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com/article/10.3390/rs15184486?type=check_update&version=1


Remote Sens. 2023, 15, 4486 2 of 20

Scanner (CZCS), satellite remote sensing technology has played a significant role in observ-
ing global environmental changes [13]. Satellite-based remote sensing provides larger-scale
and higher-resolution data, creating novel opportunities for predicting and estimating
sea surface Chl-a concentrations [14]. Many remote sensing data are open-source and
readily available, reducing the cost of scientific investigation. The utilization of satellite
data enables the close monitoring of Chl-a concentrations, red tides, and other related
phenomena, facilitating timely warning and response [15].

The dynamics of algal biomass are nonlinear and nonstationary due to complex interac-
tions among physical, chemical, and biological parameters [11,16]. Vollenweider et al. [17]
developed a basic mass balance and export model to represent the eutrophication of lakes.
However, this model failed to account for other relevant environmental factors. In contrast,
Jørgensen et al. [18] established a eutrophication model based on water body properties,
but determining the optimal water quality parameters remained challenging. Scholars
attempt to employ the autoregressive integrated moving average (ARIMA) model in order
to address the forecasting challenges associated with discrete time series [19]. However,
ARIMA is best suited for linear, seasonal, or stable data, which has great limitations. With
the development of the big data era, the field of remote sensing has also used computer
technology to solve problems [1]. Machine learning can solve complex problems that are
difficult with traditional methods. Deep learning is a special machine learning, which has
been applied to the marine field in recent years, such as predicting sea surface tempera-
ture [20], wave height [21], and sea surface Chl-a concentrations [12,22–24]. Many current
research efforts have successfully predicted Chl-a using machine learning models, includ-
ing Random Forest (RF) [12], Support Vector Regression (SVR) [23], Convolutional Neural
Networks (CNN) [24,25], and Recurrent Neural Networks (RNN) [26]. Especially, RNN
can produce higher accuracy for temporal data prediction and obtain the temporal and
spatial characteristics of the data, so RNN and its variant Long Short-Term Memory Neural
Network (LSTM) are more widely applied to the prediction of temporal data [9,10,20,24,26].

With the development of computer technology, there are many improved models
for time series data prediction. The internal structure of Convolutional LSTM Network
(ConvLSTM) [27] takes spatial features into account; Recurrent Neural Networks for Pre-
dictive Learning (PredRNN) [28] and PredRNN++ [29] models enhance the long-term
and short-term memory of data. Eidetic 3D LSTM (E3D-LSTM) [30] and Self-Attention
ConvLSTM (SA-ConvLSTM) [31] introduce the idea of attention mechanism; they focus
on the spatial and temporal characteristics of the data. These models have achieved good
results in video prediction and can be more widely used in other time series data prediction
fields [20,21,32–35]. Liu et al. [22] used Convolutional Neural Network-Long Short-Term
Memory (CNN-LSTM) for an effective three-year long-term prediction of Chl-a concen-
trations in the South China Sea. Ahmed et al. [26] used multiple deep learning models
for the estimation of optically active parameters. The results show that the LSTM model
takes into account the temporal dependence of the data and solves the problem of gradient
disappearance compared to the traditional RNN. Most previous studies have relied on
historical data of Chl-a to predict the future Chl-a, with insufficient consideration given
to the impact of environmental variables [22,24]. Furthermore, prior research on Chl-a
prediction suffers from the problems of single research data and imprecise spatial scales as
it relies on decreasing the resolution of the data by resampling to achieve predictions for
large areas of the sea.

This study takes advantage of the high frequency and wide coverage of satellite
observations and the ability of deep learning to reveal nonlinear relationships among data
to estimate and predict Chl-a concentrations for one month in the YBS. A variety of deep
learning models, including ConvLSTM, CNN-LSTM, E3D-LSTM, and SA-ConvLSTM, are
trained to predict the Chl-a concentrations while maintaining the original spatial resolution
of the sea surface in the YBS. Furthermore, 19 years of Moderate-resolution Imaging
Spectroradiometer (MODIS) satellite remote sensing data and the ECMWF Reanalysis v5
(ERA5) dataset from 2003 to 2021, including sea surface temperature (SST), sea waves, wind,



Remote Sens. 2023, 15, 4486 3 of 20

particulate organic carbon (POC), surface pressure (SP), and other variables, are used to
predict the Chl-a concentrations. Furthermore, the influence of the Self-Attention Memory
Module (SAM) on the predictive performance of the SA-ConvLSTM model is analyzed.

2. Materials and Methods
2.1. Study Area

The study area is located in the YBS, in the northern part of China, a semi-enclosed sea
area (Figure 1). Map data are derived from the Natural Earth [36] and OceanColor [37]. This
geography allows for long water renewal times, slow circulation of harmful algae and other
pollutants, and long retention times in the YBS [6,7]. The dataset covers the area bounded by
32–45◦N and 114–127◦E, as shown in blue on the map. The YBS have a complex biochemical
environment and large-scale phytoplankton distribution. As many rivers flowing into the
YBS pass through industrial and agricultural areas, they carry a variety of nutrients. The
aquaculture industry in the YBS is flourishing, and the eutrophication of the offshore
waters has been serious in recent decades because of the influence of human activities, with
frequent outbreaks of harmful algal blooms [2,3,38]. It is important to monitor and predict
the sea surface Chl-a for the ecological development of the YBS [39].
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Figure 1. The location of the study area. The chlorophyll-a data shown in the figure represent the
data for May 2021, with the white areas indicating missing values.

2.2. Dataset

Phytoplankton growth is influenced by a multifaceted interplay of physical, chemical,
and biological factors [11,16]. There is a robust correlation between SST and Chl-a concen-
trations [40]. The interaction between POC, particulate inorganic carbon (PIC), and Chl-a
reflects the productivity and carbon cycle process of marine ecosystems [41,42]. Photosyn-
thetically available radiation (PAR) exhibits a strong positive correlation with Chl-a [42].
The distribution of phytoplankton can be influenced by ocean physical processes, such as
wind-induced upwelling [43]. Therefore, the 10 m zonal and meridional winds (U10 and
V10) can serve as predictors for Chl-a estimation. In oligotrophic or eutrophic water bodies,
phosphorus has a stronger influence on Chl-a levels [44]. Xing et al. [3] reconstructed daily
MODIS Chl-a concentrations in the northwestern Pacific using SST, T2M, MSL, U10, V10,
and other parameters. This study attempted to consider as many environmental factors in
the YBS as possible using all available data. This work used a wide range of environmental
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factors, including physical, chemical, and biological parameters, such as 2 m temperature
(T2M), U10, V10, SP, total precipitation (TP), mean sea level pressure (MSL), significant
height of combined wind waves and swell (SWH), mean wave direction (MWD), and mean
wave period (MWP). Detailed parameters are shown in Table 1.

Table 1. Training, validation, and testing datasets used to develop the model of Chl-a prediction.

Parameter Description Unit Spatial
Resolution

Temporal
Resolution

Data
Source

Chl-a Chlorophyll-a Concentrations mg/m3

4 km × 4 km Monthly OceanColor

PIC Particulate Inorganic Carbon mol/m3

POC Particulate Organic Carbon mol/m3

SST Sea Surface Temperature degree_C
PAR Photosynthetically Available Radiation einstein/m2/day

NFLH Normalised Fluorescence Line Height W/m2/um/sr

U10 10 Metre U Wind Component m/s

0.25◦ × 0.25◦ Monthly ERA5
V10 10 Metre V Wind Component m/s
T2M 2 Metre Temperature K
SP Surface Pressure Pa
TP Total Precipitation m

MSL Mean Sea Level Pressure Pa
0.5◦ × 0.5◦ Monthly ERA5

SWH Significant Height of Combined
Wind Waves and Swell m

MWD Mean Wave Direction Degree
1◦ × 1◦ Monthly ERA5MWP Mean Wave Period s

The satellite data are adopted for both monitoring and prediction of Chl-a concentra-
tions. The data time series is about 19 years (from January 2003 to December 2021) with
monthly temporal resolution. OceanColor data are from MODIS L3 level data. The data
are provided by NASA and can be downloaded from this open site (https://oceancolor.
gsfc.nasa.gov, accessed on 16 May 2022) at the spatial resolution of 4 km. Climate data are
from the ERA5 meteorological reanalysis data (https://cds.climate.copernicus.eu, accessed
on 16 May 2022). The spatial resolution of meteorological data is not the same. The spatial
resolution of reanalysis data is 0.25◦, and the parameters of uncertainty estimation are 0.5◦

and 1◦. To establish a comprehensive dataset for Chl-a, it is necessary to unify the spatial
resolution of remote sensing data using a linear interpolation method.

In this paper, the directly downloaded satellite remote sensing data are called true
data. The training data used by the model, that is, true label, are the data of true data
after data preprocessing. The spatial resolution of the two remote sensing datasets is
different. Since Chl-a is used as the target parameter, the spatial resolution of ERA5 data is
resampled to 4 km. Remote sensing data are susceptible to missing values due to weather,
satellite malfunctions, and other reasons. In this study, we employed DINEOF to fill in the
missing values for each variable [4,45]. Next, negative pixel masking was used to remove
abnormally negative values of Chl-a. Meteorological data include land and ocean, and
there will be outliers in the land part of ocean water color data, so it is necessary to mask
the land. Finally, all variables were masked to exclude land data. Data are not comparable
because of different dimensions, which can be eliminated after normalization. This study
adopted Min–Max normalization [23,46].

Before model training, the dataset of about 19 years (from January 2003 to December
2021) needs to be divided. In terms of the time dimension, the dataset is separated into
training set, validation set, and testing set according to the ratio of 70%, 15%, and 15%.
Specifically, the training set consists of 156 months spanning from January 2003 to December
2015, the validation set comprises 36 months from January 2016 to December 2018, and
the testing set includes 36 months ranging from January 2019 to December 2021. Among
them, 156,36 and 36 are the timescales of the training set, the validation set, and the testing

https://oceancolor.gsfc.nasa.gov
https://oceancolor.gsfc.nasa.gov
https://cds.climate.copernicus.eu
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set, which contain satellite images of all features over 156, 36, and 36 months, respectively.
Each image contains a great deal of information and samples. Due to the resolution being
4 km × 4 km, each image contains 312 × 312 pixels. We predicted Chl-a concentrations of
each pixel.

2.3. Methods
2.3.1. Deep Learning Models and Implementation

This study used a variety of deep learning models to compare the monitoring and
prediction effects of Chl-a by training ConvLSTM, CNN-LSTM, E3D-LSTM, and SA-
ConvLSTM models. CNN is often used in classification and segmentation, which can
extract features well [47,48]. However, for the prediction of time series, RNN and LSTM
have a good effect compared with CNN [23,26]. The CNN-LSTM model, which directly
connects CNN and LSTM in series, cannot only provide excellent feature extraction ability
of CNN but also consider the correlation of data in time dimension [10,22]. ConvLSTM is a
variant of LSTM that allows data to be held in both time and space. Both E3D-LSTM and
SA-ConvLSTM add attention mechanism [49], E3D-LSTM strengthens the long-distance
dependence ability of LSTM, and SA-ConvLSTM solves the long-term spatial dependence
problem [30,31,50]. Four networks were trained with varying parameter magnitudes to
comprehensively evaluate the impact of model complexity on Chl-a prediction.

1. ConvLSTM

In this study, a total of four ConvLSTM [27] layers are stacked. Each layer in the
stack comprised a standard ConvLSTM, which consisted of three components: the forget
gate, the input gate, and the output gate. In addition, ReduceLROnPlateau was adopted
to optimize the learning rate [51]. ReduceLROnPlateau was a method to dynamically
adjust the learning rate according to indicators. The strategy chosen in this study was to
automatically adjust the learning rate when the verification loss was no longer reduced.

2. CNN-LSTM

Unlike previous studies that proposed a CNN-LSTM model [22,52], we developed
a novel CNN-LSTM architecture in this study. The introduction of 2D convolutions and
the deconvolutional layer into the CNN-LSTM model has enhanced the ability of the
model to capture local features and spatial information. CNN-LSTM is a network that
combines the advantages of CNN and LSTM models, including six parts: convolutional
layer, pooling layer, deconvolution layer, flattening layer, LSTM layer, and output layer.
The network structure is shown in Figure 2. In the early stage, CNN was used to extract
deep features, the ReLU activation function was used to add nonlinear factors to improve
model expression ability, and batch normalization was used to alleviate the overfitting
problem [53]. Due to insufficient training samples, introducing L2 regularization to reduce
overfitting can also increase the generalization ability of the model [54]. LSTM has good
performance for time series data. In this study, we leveraged the power of LSTM to capture
temporal dependencies within the data, ultimately using a fully connected layer to output
the predicted Chl-a values.

3. E3D-LSTM

By combining 3D convolution with RNNs, the E3D-LSTM model can capture both long-
term dependencies in time and store short-term features, leading to improved prediction
performance [30]. To comprehensively capture the spatiotemporal characteristics of the
YBS, the E3D-LSTM model was developed in this study to predict Chl-a concentrations. The
E3D-LSTM uses the Encoder–Decoder framework, which consists of a 4-layer E3D-LSTM
encoder and a layer of 3D CNN decoder. E3D-LSTM incorporates an attention mechanism
based on the spatiotemporal LSTM proposed in PredRNN [28], which improves its long-
term memory capacity and enables it to capture spatiotemporal dependencies in the data.
This is the first time that the E3D-LSTM model has been applied to predict sea surface Chl-a
concentrations.
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Ĥt = SA(Ĥt−1) (2) 
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4. SA-ConvLSTM

SA-ConvLSTM consists of four parts: three gates and the attention module SAM. If
the SAM is removed and the forget gate, input gate, and output gate are kept, this structure
is the standard ConvLSTM. The internal structure diagram of the SA-ConvLSTM network
is shown in Figure 3. While ConvLSTM builds upon the LSTM architecture by replacing
dot multiplication with a convolution operation to enable simultaneous attention to spatial
and temporal data, relying solely on the convolution operation is insufficient for capturing
the complex relationships within the current space. Incorporating an attention mechanism
allows the model to selectively focus on important aspects of the data, improving its ability
to capture and learn complex patterns and relationships [49]. Since the spatial coordinates
of the data at each time point are related, the SAM module is designed to capture long-term
spatial dependencies and enhance the model’s long-term memory [31]. SA-ConvLSTM can
be expressed by the following formula:

X̂t = SA(Xt) (1)

Ĥt = SA
(
Ĥt−1

)
(2)

where Xt represents the input at time t, Ĥt−1 represents the input state at time t − 1, X̂t and
Ĥt represent the output at time t, and SA represents the SA-ConvLSTM processing.

it = σ
(
Wi ⊗

[
Ĥt−1, Xt

]
+ bi

)
(3)

ft = σ
(
Wf ⊗

[
Ĥt−1, Xt

]
+ bf

)
(4)

ot = σ
(
Wo ⊗

[
Ĥt−1, Xt

]
+ bo

)
(5)

gt = tan h
(
Wg ⊗

[
Ĥt−1, Xt

]
+ bg

)
(6)

Ct = ft � Ct−1 + it � gt (7)

Ĥt = ot � tanh(Ct) (8)
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where it, ft, ot, and gt represent the states of input gate, forget gate, output gate, and update
gate at time t; Ct−1 and Ct represent the candidate states of input gate and output gate
at time t − 1 and t; Wi, Wf, Wo, and Wg represent the weights of input gate, forget gate,
output gate, and update gate, respectively. bi, bf, bo, and bg are deviation from four parts;
σ and tan h are two different activation functions; ⊗ is the element-wise addition; � is the
element-wise product.
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ot = σ(Wo ⊗ [Ĥt−1, Xt] + bo) (5) 
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However, introducing a new module inevitably increases the complexity of the model.
Complex network structures and large amounts of data pose challenges to limited hardware
resources. To address these issues, this study employs a block-based training method,
whereby the data are divided into small blocks during each training round, with the
channel dimension expanded by a factor of n (where n is the number of blocks). During the
final prediction phase, the image predicted by the model is integrated back to the size of the
original image. This approach reduces the memory requirements for each round of training
and better captures inter-block dependencies. Furthermore, this study represents the first
application of the SA-ConvLSTM model to predict sea surface Chl-a concentrations.

In this study, the SA-ConvLSTM model adopts the Seq2Seq structure (Figure 4). Fol-
lowing parameter adjustment, the model now consists of 4 stacked layers of SA-ConvLSTM,
with a total of 8 self-attention nodes and a patch size of 4. The batch size is set to 2, and a
3 × 3 convolution kernel is utilized within the model.

2.3.2. Computer Configuration and Parameter Settings

The loss function of the four models is MSELoss, which stands for mean squared error.
The optimization function uses the Adam optimizer, which has a fast gradient descent
speed and is suitable for large parameter numbers. We set epochs to 150, the initial value
of the learning rate is 0.0001, and the learning rate is dynamically adjusted according to
the ReduceLROnPlateau strategy until the model converges. In this study, the rolling
prediction method can make up for the lack of data volume and use three months of Chl-a
to predict one month of Chl-a. The model batch size needs to be selected according to
the computer configuration, and the selected value is 2 for all models implemented on
NVIDIA GeForce RTX3090. In addition, the model implementation is supported by the
PyTorch library.
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Figure 4. SA-ConvLSTM model for spatio-temporal prediction architecture. The gray arrows indicate
the path of the spatio-temporal memory. Layer is a stack of SA-ConvLSTM, xi represents the ith input
of the model, and ŷj is the jth output sequence of the model.

2.3.3. Evaluation Indictors

To evaluate the performance of the model, Mean Absolute Error (MAE), Mean Square
Error (MSE), Root Mean Square Error (RMSE), normalized standard deviation (NSD), and
Pearson correlation coefficient (r) are used [22,55]. The smaller MAE, MSE, and RMSE are,
the higher the predicted Chl-a accuracy. The value of r can range from −1 to 1, with r of
0 indicating no linear relationship. r closer to either 1 or −1 indicates a stronger linear
relationship. The evaluation indicators are defined as follows:

MSE =
1
n

n

∑
i=1

(xi − yi)
2 (9)

RMSE =

√
1
n

n

∑
i=1

(xi − yi)
2 (10)

MAE =
1
n

n

∑
i=1
|xi − yi| (11)

r =
∑n

i=1(xi − x)(yi − y)√
∑n

i=1(xi − x)2
√

∑n
i=1(yi − y)2

(12)

NSD =

√
∑n

i=1(yi − y)2√
∑n

i=1(xi − x)2
(13)

where n represents the total number of samples of Chl-a, xi represents the true label of the
ith Chl-a, yi represents the predicted value of the ith, x represents the average of the true
values of all Chl-a samples, and y represents the average of the predicted values of Chl-a.

2.3.4. Method Flow

This work can be divided into four parts: data preprocessing, model training, data
prediction, and model evaluation. In the current study, 14 kinds of data from OceanColor
and ERA5 are used to predict Chl-a. The Chl-a dataset is formed after preprocessing,
such as study area clipping, missing value imputation, masking, and resampling. The
complete Chl-a dataset is divided independently into training, validation, and testing
sets. Four models (ConvLSTM [27], CNN-LSTM, E3D-LSTM [30], and SA-ConvLSTM [31])
are employed to train and predict Chl-a. The weights of the model are trained using the
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training set, while the performance of the model is evaluated and compared using the
validation and testing sets. The flow chart is shown in Figure 5.
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3. Results
3.1. Spatial and Temporal Evaluation of Models for Predicting Chl-a

To evaluate the prediction effect of the models and observe potential differences across
various seasons, we utilized the Chl-a prediction in the YBS of the four models for different
months, which are May, August, and December 2021, respectively. The original satellite
data, the ground truth, and the prediction results obtained by each model are shown in
Figures 6–8. The results show that the SA-ConvLSTM model demonstrated superior perfor-
mance in predicting Chl-a concentrations in the YBS. Specifically, its predicted trends were
highly consistent with the true labels. Meanwhile, E3D-LSTM exhibited lower accuracy
than SA-ConvLSTM but still outperformed the ConvLSTM and CNN-LSTM models.
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Figure 6. Comparison of four model predictions in May 2021. (a) The original satellite data in May
2021, (b) True label, (c) Chl-a concentrations predicted by ConvLSTM, (d) Chl-a concentrations pre-
dicted by CNN-LSTM, (e) Chl-a concentrations predicted by E3D-LSTM, and (f) Chl-a concentrations
predicted by SA-ConvLSTM.

Notably, Figure 6 shows that the SA-ConvLSTM model demonstrated superior per-
formance compared to other models in predicting small-scale characterizations of Chl-a
concentrations. Additionally, compared to the Bohai Sea, the predicted values of Chl-a in
the Yellow Sea by all three models (ConvLSTM, CNN-LSTM, and SA-ConvLSTM) were
closer to the true values. As revealed in Figure 7, Chl-a concentrations gradually decreased
from coastal to deep sea. The four models performed relatively well in predicting Chl-a
trends in deep-sea regions, but the SA-ConvLSTM model demonstrated better performance
in predicting Chl-a concentrations in nearshore areas than the other three models, which
tended to underestimate the Chl-a concentrations in these regions. This trend was par-
ticularly evident in the southern Yellow Sea, where the ConvLSTM, CNN-LSTM, and
SA-ConvLSTM models failed to capture the high Chl-a concentrations.
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Figure 7. Comparison of four model predictions in August 2021. (a) The original satellite data in
August 2021, (b) True label, (c) Chl-a concentrations predicted by ConvLSTM, (d) Chl-a concen-
trations predicted by CNN-LSTM, (e) Chl-a concentrations predicted by E3D-LSTM, and (f) Chl-a
concentrations predicted by SA-ConvLSTM.

Furthermore, Figure 8 demonstrated that the Chl-a concentrations in the Bohai Sea
were generally higher than those in the Yellow Sea. The average Chl-a concentration in
the Yellow Sea in December 2021 was 2.733 mg/m3, while the average Chl-a concentration
in the Bohai Sea was 1.641 mg/m3 higher than that in the Yellow Sea. Moreover, the
four models accurately predicted Chl-a concentrations trends in the deep sea and Yellow
Sea, but they showed relatively lower accuracy in the Bohai Sea coast on the Shandong
Peninsula. In addition, r was used to evaluate the performance of the four models in the
Yellow Sea and the Bohai Sea. The results showed that the prediction accuracy of the four
models in the Yellow Sea was overall higher than in the Bohai Sea. SA-ConvLSTM had
the highest accuracy of Chl-a in the Yellow Sea (r = 0.893), and the r of predicting Chl-a
in the Bohai Sea reached 0.877. The prediction accuracy of ConvLSTM, CNN-LSTM, and
E3D-LSTM in the Yellow Sea was 2.5%, 1.9%, and 1.8% higher than that in the Bohai Sea,
respectively. Overall, despite its relatively lower accuracy in some nearshore areas, the SA-
ConvLSTM, which introduced SAM, demonstrated better overall prediction performance
in the YBS than other models.
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Figure 8. Comparison of four model predictions in December 2021. (a) The original satellite data in
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Figure 9 shows that the four models maintained good performance and consistency
for the prediction of Chl-a concentrations in deep-sea areas. However, the ConvLSTM
and CNN-LSTM models tended to overestimate Chl-a concentrations in coastal regions of
the YBS while underestimating them in the Bohai Sea. The E3D-LSTM model exhibited a
slight overestimation of Chl-a concentrations in the Yellow Sea and an underestimation in
the Bohai Sea area. Comparing Figure 9a with Figure 9d, incorporating the SAM module
allowed the SA-ConvLSTM to greatly improve prediction performance, particularly in
resolving the overestimation issue encountered by the ConvLSTM model for Chl-a con-
centrations in coastal regions. Although SA-ConvLSTM exhibited some underestimation
of Chl-a concentrations in the Bohai Sea, it demonstrated the best overall performance in
the YBS.

Figure 10 shows the variation curves of Chl-a prediction results over time for Con-
vLSTM and SA-ConvLSTM. Compared with ConvLSTM, the tendency of SA-ConvLSTM
to learn Chl-a was closer to the change in true Chl-a. After introducing the SAM module,
the ability of SA-ConvLSTM to learn the future Chl-a change trend by extracting the spa-
tiotemporal information of the data was enhanced. In this study, a significant deviation
was observed between the predicted and actual values of Chl-a concentrations for July and
August 2020. The discrepancy might be attributed to the varying impacts of natural and
anthropogenic factors on the marine environment each year [11]. The Chl-a concentrations
in the YBS exhibit intricate characteristics due to the combined effects of a complex interplay
among physical, chemical, and biological factors [56]. SA-ConvLSTM and ConvLSTM
showed a downward trend in the Chl-a concentrations forecast for September to October
2020 due to the deviation, with ConvLSTM being more affected. From December 2020
to June 2021, the Chl-a concentrations increased first and then decreased rapidly. Chl-a
decreased rapidly after reaching its maximum values in April 2021 and slowed down
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around May 2021. SA-ConvLSTM learned the trend of Chl-a, but Chl-a predicted by Con-
vLSTM reached its maximum values in March 2021. Similarly, from September 2021 to
January 2022, the Chl-a concentrations first increased and then decreased. The changing
trend in Chl-a learned by SA-ConvLSTM was consistent with the actual trend. However,
ConvLSTM showed that Chl-a decreased to the minimum values and then increased during
this period. In general, the tendency of SA-ConvLSTM to learn Chl-a was closer to the
change in actual Chl-a.
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Figure 9. The predicted deviation plots of chlorophyll-a concentrations in May 2021 by different
models. The predicted deviation is obtained by subtracting the actual values from the predicted
values. The regions underestimated by the model are shown in blue, and the regions overestimated
by the model are shown in red. (a) ConvLSTM, (b) CNN-LSTM, (c) E3D-LSTM, (d) SA-ConvLSTM.
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3.2. Performance Evaluation of Models for Predicting Chl-a

Figure 11 shows the loss function plots for four models during training and validation
epochs. From Figure 11, SA-ConvLSTM had the lowest training and validation losses,
indicating the best performance for predicting Chl-a. Meanwhile, the CNN-LSTM model
exhibited the fastest convergence speed. Although both E3D-LSTM and SA-ConvLSTM
showed initial signs of convergence at around 30 epochs, E3D-LSTM took the longest
time to train due to its higher model complexity among the four models. The ConvLSTM
model had not fully converged even after 150 epochs of training. The validation loss for
CNN-LSTM, E3D-LSTM, and SA-ConvLSTM remained consistently lower than the training
loss, indicating that these three models demonstrated neither underfitting nor overfitting.
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Figure 11. Loss function plots for the four models predicting chlorophyll-a. (a) ConvLSTM, (b) CNN-
LSTM, (c) E3D-LSTM, (d) SA-ConvLSTM.

The performance of different models in predicting Chl-a in the YBS could be evaluated
using Taylor diagrams, which included indicators such as r, centered root mean square, and
NSD (Figure 12). The SA-ConvLSTM model performed best in the prediction of Chl-a, with
an r of 0.887 and an NSD of 0.962. Following the SA-ConvLSTM, the E3D-LSTM model
produced the second-best results, with an r of 0.870 and an NSD of 0.955. ConvLSTM
had an r of only 0.851 and an NSD of 0.854, performing the worst among the four models.
Therefore, it was concluded that the SA-ConvLSTM model had the best prediction effect
for Chl-a in the YBS.
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According to the above four models, the sea surface Chl-a in the YBS was trained,
verified, and tested, and the accuracy results obtained are shown in Table 2.

Table 2. Comparison of chlorophyll-a prediction results in the YBS under four deep learning models.

Period Deep Learner r MAE MSE RMSE

Training
period

ConvLSTM 0.827 0.250 0.669 0.818
CNN-LSTM 0.849 0.205 0.580 0.762
E3D-LSTM 0.860 0.208 0.555 0.745

SA-ConvLSTM 0.879 0.227 0.540 0.735

Testing
period

ConvLSTM 0.851 0.232 0.656 0.810
CNN-LSTM 0.860 0.218 0.518 0.719
E3D-LSTM 0.869 0.206 0.495 0.704

SA-ConvLSTM 0.887 0.212 0.482 0.687

Table 2 illustrates that SA-ConvLSTM exhibited the smallest MSE and RMSE in both
training and testing periods and achieved the maximum value of r (r = 0.887, MAE = 0.212
mg/m3, MSE = 0.482 mg/m3, RMSE = 0.687 mg/m3). Therefore, it was considered the
optimal model for Chl-a prediction in the YBS. For the ConvLSTM and SA-ConvLSTM,
it was shown that the introduction of SAM improved the prediction accuracy by 3.6%
by enhancing the capture of long-term spatial information by the model. However, this
improvement came at the cost of longer training times due to the increase in model com-
plexity. Compared with the ConvLSTM, the number of parameters of SA-ConvLSTM
increased by 0.842 M, and the time required for the model increased by 4.711 s per training
round (Table 3). Additionally, the trends of MSE and MAE were not identical as the E3D-
LSTM had the smallest MAE (0.206 mg/m3) in the testing phase but required the longest
training time among all four models due to its complex structure. ConvLSTM (r = 0.851)
and CNN-LSTM (r = 0.860) showed relatively good prediction performance. ConvLSTM
exhibited the lowest number of parameters among the four models, while the CNN-LSTM
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model, despite having the highest number of parameters, had the shortest training time
required. This could be due to the highly optimized and efficient design of the CNN-LSTM,
which enabled it to achieve superior performance with fewer training iterations. Overall,
based on the comprehensive evaluation of training time, parameter quantity, and accuracy,
SA-ConvLSTM was deemed to be the most effective model for predicting Chl-a in the YBS
among the four models.

Table 3. Comparison of model performance of four deep learning models.

Performance
Evaluation ConvLSTM CNN-LSTM E3D-LSTM SA-ConvLSTM

Number of
parameters (M) 1.066 328.531 111.709 1.908

Time/Epoch (s) 12.189 8.615 1513.579 16.900

4. Discussion

Large-scale and accurate prediction of Chl-a concentrations is of great significance
for preventing large-scale algal blooms and addressing marine environmental pollution.
This study considered the relationship between Chl-a and 14 parameters, such as SST,
ocean waves, sea breeze, and carbon. Four deep learning models (ConvLSTM, CNN-
LSTM, E3D-LSTM, and SA-ConvLSTM) were trained to predict the Chl-a concentrations in
the YBS.

Deep learning has significant advantages in dealing with complex data and can
automatically learn high-level feature representation from the original dataset. The four
models for predicting Chl-a were trained with 14 other features in the dataset except
for Chl-a. To verify the rationality of the input data, we calculated the r between the
features. Figure 13 presents an analysis of the linear relationship between Chl-a and various
characteristics, where the color of each square represents the different r between the two
variables. There is a strong linear relationship between Chl-a and PAR (r = 0.64), POC
(r = 0.73), NFLH (r = 0.67), T2M (r = 0.60), MSL (r = 0.60), and SP (r = 0.60). Chl-a and U10
(r = 0.13) and V10 (r = −0.12) have weak linear relationships.

In order to evaluate the influence of features not considered in the related studies and
input features with weak correlation on the experimental results, we performed ablation
experiments. We used eight different input data to put into the best-performing model,
SA-ConvLSTM, for training and testing. Table 4 showed that, compared with several other
input data, the best experimental results were obtained with 14 features as input data,
which can preliminarily verify that our input data were reasonable.

Table 4. SA-ConvLSTM model ablation results in the Yellow Sea and Bohai Sea on the testing set.

Dropped
Feature r MAE MSE RMSE

U10 0.886 0.213 0.487 0.690
V10 0.884 0.215 0.489 0.691

MWD 0.876 0.218 0.554 0.734
MWP 0.877 0.226 0.514 0.709
SWH 0.876 0.209 0.548 0.730

TP 0.876 0.213 0.551 0.733
U10, V10 0.878 0.206 0.542 0.727
MWD, TP,

MWP, SWH 0.875 0.211 0.553 0.734

Non-Removal 0.887 0.212 0.482 0.687
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This work utilized two deep learning models (E3D-LSTM and SA-ConvLSTM) for
the first time to predict Chl-a concentrations in the YBS. These models have demonstrated
promising performance in prediction accuracy. Additionally, the CNN-LSTM model de-
veloped in this study exhibited an advantage in terms of training time. However, training
deep learning models requires a large amount of accurate data, and the performance of
the models can be affected by missing values. If 8 days of MODIS data are used, the
missing rate of the data will be higher relative to the monthly average data. In this study,
DINEOF was employed to fill in the missing values, leading to improved results. However,
disparities between the imputed data and the actual data persist. Consequently, future
research should focus on exploring more accurate and effective methods to enhance the
fidelity of satellite data, thereby reducing the disparities with real data. Sea surface Chl-a
is influenced by various factors, including vertical sea movements and human activities,
which cannot be instantaneously captured by satellite data [57]. Therefore, more data are
needed to explore the influencing factors of Chl-a to achieve greater improvement in the
prediction effect.

5. Conclusions

In this study, four deep learning models, including ConvLSTM, CNN-LSTM, E3D-
LSTM, and SA-ConvLSTM, were used to predict the Chl-a concentrations in the sea surface
of the YBS, and the relationship between Chl-a and variables such as SST, POC, SP, wave,
and sea wind was comprehensively considered in the prediction of Chl-a by using MODIS
and ERA5 remote sensing data. The block training method is used to address the challenge
of huge amounts of data requiring significant hardware resources. The results indicated
that, compared with the Bohai Sea, the prediction values of the four models for the Chl-a
concentrations in the deep sea and the Yellow Sea were closer to the actual Chl-a concentra-
tions. Among the four models, SA-ConvLSTM had the best Chl-a prediction performance
for the YBS, with RMSE = 0.687 mg/m3 and r = 0.887. E3D-LSTM had the best MAE
(0.206 mg/m3). ConvLSTM and CNN-LSTM showed advantages in model training time
and were relatively efficient. The introduction of the SAM enhanced the capability of the
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SA-ConvLSTM model to capture variations in Chl-a concentrations in the YBS. Compared
to the ConvLSTM, the SA-ConvLSTM model exhibited a slight increase of 0.842 M in the
number of parameters. However, the introduction of the SAM led to a notable improvement
in the prediction accuracy of the model by 3.6%. This study demonstrated the feasibility
of using deep learning for sea surface Chl-a prediction in the YBS, providing a reliable
method for marine environmental monitoring and analysis.
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