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Abstract: The aim of the research is to identify the optimal method for smoothing the surface of
a hybrid digital bathymetric model (HDBM). The initiation of this research is justified by the fact
that a model created from diverse types of data may have different surface textures and outliers.
This diversity may cause problems in subsequent data processing stages, such as generating depth
contours. As part of the adopted research methodology, fifteen filters were analysed. Filtering
techniques were examined for filter type, the number of iterations, weights, and window size. The
result is the adopted research methodology, which enabled the selection of the optimal filtering
method. The research undertaken in this work is an extension of the methodology for developing an
HDBM. An important aspect of the research is the approach to elaborating on such kinds of models
in shallow and ultra-shallow waters adjacent to the land, as well as the use of data obtained by
modern measurement platforms, such as unmanned surface vehicles (USV) and unmanned aerial
vehicles (UAV). The studies fit into the general context of works related to the development of this
type of model and undoubtedly provide a solid reference for further development or improvement
of similar methods.

Keywords: digital bathymetric model; digital terrain model; hydrography; bathymetry; low-pass
filter; surface smoothing; depth contours; electronic navigational charts; USV; UAV; inland waters

1. Introduction

The digital terrain model (DTM) is the basic geographical framework, enabling the
implementation of tasks in various fields such as surveying, cartography, spatial planning,
geology, ecology, and many others. Current trends focus on creating high-resolution and
precise models using technologies such as UAV [1] and LIDAR [2], which find wide appli-
cations. Examples include local monitoring of areas using precise DTMs, where significant
morphological changes may occur [3], or flood risk mapping [4]. A similar situation applies
to global models, where there is often a focus on increasing their accuracy [5], stemming
from the need to obtain increasingly precise results from analyses conducted with their
help. In publication [6], the need to develop a new generation of high-resolution and
vertical precision global digital elevation models was indicated, to enable the creation of
significantly improved global flood hazard models. An analogous situation occurs with
digital bathymetric models (DBM). The S-44 standard [7] of the International Hydrographic
Organization (IHO) defines the requirements concerning the accuracy and coverage of
bathymetric measurements, depending on the class of water area. In the case of classes
such as special order or exclusive order, 100% measurement coverage is required, which
is usually achieved using a multibeam echosounder, enabling the creation of precise and
high-resolution bathymetric models.

The acquisition of various terrain features often requires carrying out the entire process
of processing measurement data, including the application of appropriate spatial interpola-
tion techniques [8–11] and algorithms enabling the acquisition of various terrain elements.
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Such elements may include spot heights (significant height points) or contour lines [12–14].
Digital terrain models are invaluable in conducting various spatial analyses [15], such
as visibility analysis [16,17], hydrology [18–22], road infrastructure design [23], natural
resource management [24–26], or geology [27–29]. One of the fundamental applications of
digital terrain models is the creation of topographic maps [30–32], on which various terrain
features can be depicted, such as characteristic height points, skeleton lines, landforms, or
contours. Digital bathymetric models play a similar role. In recent years, they have found
applications in mapping the seabed [33–35], watercourses [36–38], water reservoirs [39–42],
technical inspection of hydrotechnical structures [43–46], hydrological modelling [47,48],
exploration for mineral deposits [49], and digital hydrographic elaborations [50,51].

Considering the cyclical development of data acquisition techniques, one can observe
a tendency to gather increasingly accurate information, allowing for the creation of more
detailed and comprehensive spatial models. One of the most important tools for obtaining
such data is LIDAR, both in topographic and hydrographic versions [52,53]. In hydro-
graphic applications, it has allowed for the collection of data in shorter periods, often
in water bodies inaccessible to conventional hydrographic units. Other types of hydro-
graphic sensors, where dynamic technological development can be observed along with
new applications, include multibeam echosounders [54–56] and satellite remote sensing
techniques [57–60]. In recent times, unmanned vehicles also play a significant role in remote
sensing and hydrography, enabling remote data acquisition, whether mobile, airborne, or
floating [61–64]. The diversity of platforms and data acquisition techniques often serves as
a catalyst for research into the creation of digital elevation models, from both quantitative
and qualitative perspectives. This often involves combining data from various sources to
achieve cohesive DBMs [65–74].

Due to humans’ limited analytical capacity, topographic or bathymetric information is
often generalised, facilitating a better understanding of the content presented. The same
applies to numerical elevation models, often represented in a discrete, vector form—using
points, lines, and areas. In the case of DBMs, these are correspondingly sounding points and
depth contours. On standardised electronic navigation maps, there are also depth areas. It is
worth noting that these lines are generated data and undergo specific processing operations,
such as generalisation and smoothing. Generalisation is typically associated with the map’s
scale, while smoothing enhances the readability of the information presented on the map,
adding aesthetic values. One of the significant principles emphasised by Imhof [75] is that
in the generalisation process, lines should remain as unchanged as possible from their
original positions on a large scale, altered only as much as required for readability, clarity
of the map, and compatibility of its elements. This is crucial for the subsequent use of
contour lines, which are often used to develop numerical elevation models [76–78], using
GIS methods and various geoprocessing tools.

A significant stage in the creation of DTMs is smoothing, particularly relevant in an
era when high-density data acquisition is common. Such data are often characterised
by a certain degree of noise and the occurrence of outliers. A model developed and
filtered from such erroneous data might retain excessive detail, leading to difficulties
in generating smooth contour lines or depth contours. Prime examples include data
from LIDAR, photogrammetry, or multi-beam echosounders, which create large datasets
that can reach hundreds of points per square meter. This leads to the registration of
numerous terrain microforms, significantly impacting the appearance of the generated lines.
Various smoothing methods are discussed in the literature. One of them is the adaptive
surface smoothing method [79], a solution based on the comprehensive modification and
blending of complete DEMs (digital elevation model). This method blends lightly and
strongly smoothed DEMs according to the topographic position index (TPI), a measure
that assesses local deviations from surrounding height changes. It accounts for different
levels of smoothing in uniformly changing areas and those with local deviations. Another
approach to adaptive smoothing was presented in [80], employing an adaptive linear
prediction technique to extract a DTM of dense forestry areas, with the primary goal of
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minimising its errors. However, in certain situations, smoothing methods may prove
too invasive, eliminating essential terrain details, such as drainage features [81]. This
issue applies to standard low-pass filters, for example. In response, the authors propose
the feature-preserving DEM smoothing (FPDEMS) method, modifying surface models to
smooth the topographic surface similarly to approaches designed for de-noising 3D meshes.
The FPDEMS method is specifically tailored for raster DEM data. Another smoothing
technique relies on a penalised least squares method [82]. The resulting high-accuracy
surface smoothing method (HASM-SM) efficiently filters noise in grid-based surfaces like
DEMs. An interesting solution was presented in [83], utilising local linear smoothing
methods to remove artefacts from lossy compression of a digital model of the sea floor. In
work [84], an algorithm of the multiquadric method (MQ) based on an improved Huber loss
function (MQ-IH) was developed. In this instance, smoothing is accomplished through a
modified interpolation algorithm that primarily reduces the influence of outliers on terrain
surface construction.

The next stage in developing depth contours is their generalisation. One of the critical
rules associated with this process states that the indicated depth at any location on a map
may never be deeper than the depth originally measured at that location [85]. This principle
is related to navigation safety and is specifically aimed at preventing ships from running
aground. Another rule presented in the above study maintains that a map should be as
realistic and accurate as possible. The overall shape of the underwater surface morphology
should be clearly noticeable, and defining features must be preserved. Hence, it is important
to properly process depth contours in the form of vector data. This is also reflected in other
works related to the generalisation or smoothing of depth contours [86–88], as well as in
the production of electronic navigational maps [89–91].

The research conducted in this work continues the methodology for developing a
hybrid digital bathymetric model from data obtained through hydroacoustic and pho-
togrammetric methods. In the main phase of the study, conducted in [74], the focus was on
integrating data from USV and UAV collected in shallow and ultra-shallow water areas
to create a unified digital bathymetric model. The basis for initiating the study was the
limitations of USVs in conducting measurements due to shallow water depths and obsta-
cles such as partially submerged vegetation or other underwater obstructions. Data for
areas inaccessible to USVs can be acquired using UAVs, though this data may be more
heterogeneous and accurate only up to a certain depth due to the attenuation of electro-
magnetic waves in water. The developed method of integrating these two types of data
relied on creating a bathymetric reference surface (BRS) from echosounder measurements,
followed by selecting points from the UAV point cloud based on a set tolerance value. After
combining UAV data with USV data, various interpolation methods were used to create
surfaces, allowing for qualitative and quantitative evaluation of the formed bathymetric
surfaces. The final quantitative and qualitative analysis led to a discussion that forms the
basis for further research related to surface smoothing and the elimination of outlier data
(depths with ordinates above chart datum). The need to standardise the surface texture
was also dictated by the need to improve the generation of depth contours, which were
irregularly shaped on the rough surface and created in very large quantities.

In this respect, the methodology was expanded to include a final stage focused on
smoothing the bathymetric surface and eliminating outliers. To this end, linear convolu-
tional filters were tested, and a quantitative and qualitative analysis of the smoothed surface
was conducted. A novel contribution of this work is the development of a methodology for
creating an HDBM that includes final data processing to smooth the surface. The study
posits the thesis that it is possible to smooth the surface of an HDBM developed from data
obtained through hydroacoustic and photogrammetric methods using filtering techniques.
The main goal of the work was to identify an optimal filtering method that would meet
the following conditions: properly smooth the surface, minimise deviations from the input
model, eliminate outliers, and enable the correct generation of depth contours. In the case
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of filtering methods, the focus was on analysing various techniques, primarily based on
filter type, filtration iterations, weights, and the size of convolutional windows.

Based on the comparative analyses conducted, including both quantitative and quali-
tative assessments, the suitability of filtering methods for smoothing this type of hybrid
surface was confirmed. The research findings can be applied in engineering fields related
to the planning and construction of hydrotechnical structures. They can certainly also be
utilised in the planning of navigational missions for unmanned surface vehicles in shallow
and ultra-shallow water bodies. Additionally, the model may find applications in works
related to underwater archaeology and high-density electronic navigational chart (HD
ENC) development.

2. Materials and Methods
2.1. Study Area

The studied water area, located in Czarna Łąka in West Pomeranian Voivodeship,
Goleniów County (Figure 1), is part of Dąbie Lake. The area includes a specific landform—a
small bay with a beach named Bystra. Coastal vegetation dominates along the northern
and southern borders of the water area, forming the elongated shape of the bay. In contrast,
to the east is a beach with a distinctive sandy bottom. The area of the study is 2.71 ha. The
bottom of the lake is mainly characterised by a flat profile, except for a larger depression
noticeable at the entrance to the bay. This specific bottom structure leads to the partial
irregularity of the shape of the bathymetric surface. The average depth of the area oscillates
around 1 m, while the maximum depth is 3.95 m. During the survey, weather conditions
were variable—the sky was slightly overcast, but during the photogrammetric missions,
there was sunny weather. The water surface was slightly wavy. The measurement campaign
took place on 4 August 2021, between 7:30 a.m. and 1:00 p.m. UTC [74].

Remote Sens. 2023, 15, x FOR PEER REVIEW 4 of 25 
 

 

from the input model, eliminate outliers, and enable the correct generation of depth con-
tours. In the case of filtering methods, the focus was on analysing various techniques, 
primarily based on filter type, filtration iterations, weights, and the size of convolutional 
windows. 

Based on the comparative analyses conducted, including both quantitative and qual-
itative assessments, the suitability of filtering methods for smoothing this type of hybrid 
surface was confirmed. The research findings can be applied in engineering fields related 
to the planning and construction of hydrotechnical structures. They can certainly also be 
utilised in the planning of navigational missions for unmanned surface vehicles in shallow 
and ultra-shallow water bodies. Additionally, the model may find applications in works 
related to underwater archaeology and high-density electronic navigational chart (HD 
ENC) development. 

2. Materials and Methods 
2.1. Study Area 

The studied water area, located in Czarna Łąka in West Pomeranian Voivodeship, 
Goleniów County (Figure 1), is part of Dąbie Lake. The area includes a specific landform—
a small bay with a beach named Bystra. Coastal vegetation dominates along the northern 
and southern borders of the water area, forming the elongated shape of the bay. In con-
trast, to the east is a beach with a distinctive sandy bottom. The area of the study is 2.71 
ha. The bottom of the lake is mainly characterised by a flat profile, except for a larger 
depression noticeable at the entrance to the bay. This specific bottom structure leads to 
the partial irregularity of the shape of the bathymetric surface. The average depth of the 
area oscillates around 1 m, while the maximum depth is 3.95 m. During the survey, 
weather conditions were variable—the sky was slightly overcast, but during the photo-
grammetric missions, there was sunny weather. The water surface was slightly wavy. The 
measurement campaign took place on 4 August 2021, between 7:30 a.m. and 1:00 p.m. 
UTC [74]. 

 
Figure 1. Maps of the study area: (a) view of the bay and the area being studied; (b,c) view of the 
territory of Poland and the area at smaller scales against the background of Dąbie Lake. 

Figure 1. Maps of the study area: (a) view of the bay and the area being studied; (b,c) view of the
territory of Poland and the area at smaller scales against the background of Dąbie Lake.
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2.2. Input Data

A digital bathymetric model was used in the study. The survey data from which the
model was developed were obtained by hydrographic and photogrammetric measure-
ments. Hydrographic measurements were carried out using USV, while photogrammetric
measurements were carried out using UAV and GNSS receivers. The basic parameters of
these unmanned vehicles are shown in Tables 1 and 2, and the photos are in Figure 2.

Table 1. Basic technical data of the UAV and GNSS receiver for measuring control points [74].

UAV Type: DJI Phantom 4 Pro GNSS Type: Sokkia GRX1

Satellite positioning systems: GPS/GLONASS Number of channels: 72

Sensor: 1′′ CMOS, effective pixels: 20 M Tracked signals: GPS, GLONASS, SBAS

Photo: JPEG, DNG (RAW), JPEG + DNG Frequency of measurement up to 20 Hz

Max flight time: approx. 30 min Accuracy RTK: H 10 mm + 1 ppm, V 20 mm + 1 mm

Range: 3500 m Data format: RTCM SC104 2.1/2.2/2.3/3.0/3.1,
CMR, CMR+, NMEA, TPS

Table 2. Basic technical and operational data of the USV [74].

USV Type: Gerris GNSS Type: RTK Emlid Reach M2

Length, height, width: 1.2 m, 1 m, 0.36 m Number of channels: 184

Survey speed: 1.2 m/s Tracked signals: GPS/QZSS, GLONASS, BeiDou, Galileo

Propulsion: 2 motors T200 Blue Robotics Frequency of measurement is 20 Hz

Single beam echosounder: Echologger EU400 Accuracy RTK: H: 7 mm + 1 ppm, V: 14 mm + 1 ppm

Echosounder range: 0.15 m~100 m Data format: NTRIP, RTCM3ERB, text, NMEA (RMC,
GGA, GSA, GSV), RINEX2.X, RINEX3.X
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An important part of preparing the collections for the creation of digital bathymetric
surfaces was the integration of data using the method developed and presented in [74].
This method involved the development of a geoprocessing process that made it possible to
filter out survey points acquired by photogrammetric methods. The data combined from
both UAV and USV and processed using this method are illustrated in Figure 3. In this case,
the threshold value for the tolerance of the UAV data retained from the dataset was set at
0.25 m. The characteristics and statistics of the measurement data are as follows: number of
points: 1,858,366; minimum value: −3.95 m; maximum value: 0.25 m; mean value: −0.60;
standard deviation: 0.18 m.
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Figure 3. Combined bathymetric datasets acquired from a hydrographic survey (USV) and pho-
togrammetric aerial survey (UAV) [74].

These models were subjected to detailed qualitative and quantitative analyses, based
on which the most effective numerical bathymetric model was selected and developed
using the Kriging interpolation method (Figure 4). The Surfer software (version 20, 64 bit)
was used to create the surface model. In modelling the surface, the following gridding rules
of the Kriging method were set—Kriging type: point; polynomial drift order: 0; Kriging
std. deviation grid: no; variogram model: linear; anisotropy angle: 0; anisotropy ratio:
1; variogram slope: 0.000259397; search parameters: 182 m; search ellipse: 0; number of
search sectors: 4; maximum data per sector: 12.
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Figure 4. DBM elaborated using Kriging interpolation method [74].

Because both hydroacoustic and photogrammetric data were used to develop the
model, the resulting model was hybrid in nature. Consequently, the dataset was not
homogeneous, leading to variations in surface shape. Based on previous analyses, the
model was found to have a smooth surface in the part where bathymetric data acquired with
a single beam echosounder were located, and a rougher surface in the part corresponding
to the photogrammetric data. This was because the hydrographic data had previously
been cleaned of errors, while the photogrammetric data were filtered to a given tolerance
threshold (0.25 cm) relative to the bathymetric reference surface. In the case of the latter,
where densities reached 300 points per square meter, greater vertical variability could be
observed, largely attributable to the mapping of smaller bottom structures.

The hypsometric and statistical characteristics of the surface are illustrated in Figure 5.
As seen, the water area consists of both shallow and ultra-shallow waters, with prevailing
depths ranging from −0.5 to −1 m. Depression depths in the western part of the area reach
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up to −3.95 m. A mere 0.07% of the area is occupied by outliers. Factors contributing
to these errors could include erroneous data due to the presence of dead vegetation or
errors stemming from the point cloud generation process itself. In the present study, one
aspect examined was the possibility of eliminating these errors using filter methods. It is
also worth noting that interpolation methods, despite having filtering properties, do not
eliminate outliers. In the case of the survey dataset, the outlier values reached up to 0.25 m.
After the digital bathymetric surface was developed using the Kriging method, this value
admittedly decreased, but only to 0.18 m.

Remote Sens. 2023, 15, x FOR PEER REVIEW 7 of 25 
 

 

to these errors could include erroneous data due to the presence of dead vegetation or 
errors stemming from the point cloud generation process itself. In the present study, one 
aspect examined was the possibility of eliminating these errors using filter methods. It is 
also worth noting that interpolation methods, despite having filtering properties, do not 
eliminate outliers. In the case of the survey dataset, the outlier values reached up to 0.25 
m. After the digital bathymetric surface was developed using the Kriging method, this 
value admittedly decreased, but only to 0.18 m.  

 
Figure 5. Hypsographic curve and statistic data of the modelled surface. 

Analysis of the datasets recorded by the USV and UAV showed significant differ-
ences in their characteristics. The data obtained from the USV, after processing, exhibited 
stability, with no local extremes or significant deviations noted. They represent a con-
sistent, uniform source of information that can be further used to create digital bathymet-
ric models characterised by high accuracy. Meanwhile, UAS-derived data present differ-
ent characteristics. They are characterised by a noticeable variation in height, which re-
sults, along with their high density per square meter (about 300 points), in the formation 
of a more complex structure in the form of a layer of points that represents the surface. 
This high roughness of the point cloud can result from various factors, such as the pres-
ence of underwater vegetation, micro-bottom denivelations, or imprecise matching of im-
ages during photogrammetric process. Figure 6 compares the visualisation of the surface 
in the standard form without the use of vertical exaggeration (Figure 6a) and with a ver-
tical exaggeration factor of 30 (Figure 6b). In Figure 6b, the greater surface roughness de-
veloped from the UAV data can be seen. In addition, outlier observations in the boundary 
of the development become apparent. 

Figure 5. Hypsographic curve and statistic data of the modelled surface.

Analysis of the datasets recorded by the USV and UAV showed significant differ-
ences in their characteristics. The data obtained from the USV, after processing, exhibited
stability, with no local extremes or significant deviations noted. They represent a consis-
tent, uniform source of information that can be further used to create digital bathymetric
models characterised by high accuracy. Meanwhile, UAS-derived data present different
characteristics. They are characterised by a noticeable variation in height, which results,
along with their high density per square meter (about 300 points), in the formation of a
more complex structure in the form of a layer of points that represents the surface. This
high roughness of the point cloud can result from various factors, such as the presence
of underwater vegetation, micro-bottom denivelations, or imprecise matching of images
during photogrammetric process. Figure 6 compares the visualisation of the surface in
the standard form without the use of vertical exaggeration (Figure 6a) and with a vertical
exaggeration factor of 30 (Figure 6b). In Figure 6b, the greater surface roughness developed
from the UAV data can be seen. In addition, outlier observations in the boundary of the
development become apparent.



Remote Sens. 2023, 15, 4737 8 of 25
Remote Sens. 2023, 15, x FOR PEER REVIEW 8 of 25 
 

 

 
Figure 6. Comparison of surface roughness in the standard model visualisation option (vertical ex-
aggeration equal to 1, (a)) and on the model with a vertical exaggeration of 30 (b). 

2.3. Research Methodology 
Spatial domain filters are used often for processing remote sensing images [92]. This 

study investigated 15 different linear convolution filters, each of which was further ana-
lysed in terms of the effect of filtering iteration on HDBM surface smoothing. Surfer soft-
ware (version 20, 64-bit) was used to perform the tasks. The study of filters in smoothing 
a digital bathymetric surface involved analysing how these filters affect the detail and 
precision of the surface representation of a hybrid bathymetric model, the magnitude of 
errors, and the quality of depth contours generation. As previously mentioned, the model 
had a non-uniform surface structure, as revealed in its smoothness in the part developed 
from USV data and roughness, in the part developed from UAV data. In addition, there 
was a local occurrence of outliers. Therefore, the aim of the research is to correctly smooth 
the surface of the hybrid bathymetric model using filter methods. In this context, the sur-
face after the smoothing process was subjected to appropriate qualitative and quantitative 
analysis. In terms of quantitative analysis, such values as maximum depth values, mini-
mum depth values, minimum errors, maximum errors, mean errors, and RMS errors were 
considered. In terms of qualitative analysis, the effectiveness of smoothing on the entire 
surface was evaluated, with special attention to the elimination of roughness in the part 
of the model developed from UAV data. In the final stage, the correctness of depth contour 
generation was evaluated. In this regard, their shape and number were analysed. The 
study was carried out in three stages. In Stage 1, a general evaluation of the smoothing 
efficiency of various filters was made based on visual analysis, followed by the selection 
of filters for further, more detailed research in Stage 2. In this one, quantitative analysis 
was carried out, which was the basis for selecting the optimal filter method. To conduct 
the quantitative analysis, maximum and minimum depth values in the modelled surface 
domain were used, along with maximum, minimum, mean, and RMS errors. To calculate 
the error values, 56 survey checkpoints (soundings) were used [74], which are also pre-
sented in Figure 7. The determining factor was the correctness of minimising the deviation 
of the smoothed surface from the input model. In Stage 3, the possibility of generating 
depth contours was analysed on the DBM developed with the dedicated filter method. In 
this case, the effect of filter iteration on the correctness of depth contour generation was 
analysed. The research methodology is illustrated in Figure 7. 

Figure 6. Comparison of surface roughness in the standard model visualisation option (vertical
exaggeration equal to 1, (a)) and on the model with a vertical exaggeration of 30 (b).

2.3. Research Methodology

Spatial domain filters are used often for processing remote sensing images [92]. This
study investigated 15 different linear convolution filters, each of which was further analysed
in terms of the effect of filtering iteration on HDBM surface smoothing. Surfer software
(version 20, 64-bit) was used to perform the tasks. The study of filters in smoothing a digital
bathymetric surface involved analysing how these filters affect the detail and precision of
the surface representation of a hybrid bathymetric model, the magnitude of errors, and
the quality of depth contours generation. As previously mentioned, the model had a non-
uniform surface structure, as revealed in its smoothness in the part developed from USV
data and roughness, in the part developed from UAV data. In addition, there was a local
occurrence of outliers. Therefore, the aim of the research is to correctly smooth the surface
of the hybrid bathymetric model using filter methods. In this context, the surface after the
smoothing process was subjected to appropriate qualitative and quantitative analysis. In
terms of quantitative analysis, such values as maximum depth values, minimum depth
values, minimum errors, maximum errors, mean errors, and RMS errors were considered.
In terms of qualitative analysis, the effectiveness of smoothing on the entire surface was
evaluated, with special attention to the elimination of roughness in the part of the model
developed from UAV data. In the final stage, the correctness of depth contour generation
was evaluated. In this regard, their shape and number were analysed. The study was
carried out in three stages. In Stage 1, a general evaluation of the smoothing efficiency of
various filters was made based on visual analysis, followed by the selection of filters for
further, more detailed research in Stage 2. In this one, quantitative analysis was carried out,
which was the basis for selecting the optimal filter method. To conduct the quantitative
analysis, maximum and minimum depth values in the modelled surface domain were used,
along with maximum, minimum, mean, and RMS errors. To calculate the error values,
56 survey checkpoints (soundings) were used [74], which are also presented in Figure 7.
The determining factor was the correctness of minimising the deviation of the smoothed
surface from the input model. In Stage 3, the possibility of generating depth contours was
analysed on the DBM developed with the dedicated filter method. In this case, the effect of
filter iteration on the correctness of depth contour generation was analysed. The research
methodology is illustrated in Figure 7.
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2.4. Convolution Filters

Convolution filters calculate new values based on values from neighbouring nodes of
the input grid. In our case, the input grid is the GRID mesh of the modelled surface. The
differences between them lie in the size of the window and the values of the weights. Filters
can also have additional parameters, and each filter can iterate, meaning it can pass through
the data multiple times, refining the result with each pass. In our study, each filter was
tested in the following sequence of iterations: 1, 5, 10, 15, 20, 25, 30, 35, 40, 45, and 50. The
sizes of the filters were fixed, using commonly accepted filter sizes of (3 × 3) and (5 × 5).
The linear convolution filters are summarised in Table 3. The additional parameters used
for the filters were: power = 1 (DIST), power = 1 and central weight = 2 (IDIST), alpha = 4
(GAULP). Most of the filters tested were low-pass filters, which are often referred to as
smoothing or blurring filters. They work by allowing low frequencies to pass through while
attenuating higher frequency components. In addition, second-order derivative filters, also
known as Laplacians, were tested. These filters are used in image processing to detect
edges and other image details.
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Table 3. Summary of weights, window sizes, and acronyms (given in brackets) of filters.

Moving Average (AVG) Distance Weighting (DIST) Inverse Distance (IDIST)

1 1 1 1 1 0.3333 0.3333 0.3333 0.3333 0.3333 0.3536 0.4472 0.5000 0.4472 0.3536
1 1 1 1 1 0.3333 0.6667 0.6667 0.6667 0.3333 0.4472 0.7071 1.0000 0.7071 0.4472
1 1 1 1 1 0.3333 0.6667 1.0000 0.6667 0.3333 0.5000 1.0000 2.000 1.0000 0.5000
1 1 1 1 1 0.3333 0.6667 0.6667 0.6667 0.3333 0.4472 0.7071 1.0000 0.7071 0.4472
1 1 1 1 1 0.3333 0.3333 0.3333 0.3333 0.3333 0.3536 0.4472 0.5000 0.4472 0.3536

Gaussian Low-Pass (GAULP) 5-Node + Averaging (5PAVG) 5-Node X Averaging (5PXAVG)

0.0003 0.0067 0.0183 0.0067 0.0003
0.0067 0.1353 0.3679 0.1353 0.0067 0 1 0 1 0 1
0.0183 0.3679 1.0000 0.3679 0.0183 1 1 1 0 1 0
0.0067 0.1353 0.3679 0.1353 0.0067 0 1 0 1 0 1
0.0003 0.0067 0.0183 0.0067 0.0003

9-Node Averaging (9PAVG) Gaussian (GAUS) Low-Pass 1 (LP1)

1 1 1 1 2 1 1 1 1
1 1 1 2 4 2 1 2 1
1 1 1 1 2 1 1 1 1

Low-Pass 2 (LP2) Low-Pass 3 (LP3) Laplacian 1 (LAP1)

1 1 1 1 1 1 0 −1 0
1 4 1 1 12 1 −1 4 −1
1 1 1 1 1 1 0 −1 0

Laplacian 2 (LAP2) Laplacian 3 (LAP3) Laplacian 4 (LAP4)

−1 −1 −1 1 −2 1 −1 0 −1
−1 8 −1 −2 4 −2 0 4 0
−1 −1 −1 1 −2 1 −1 0 −1

All convolution filters work by calculating weighted averages of neighbouring points
on an input grid. The differences between various linear convolution filters are determined
by the size and shape of the neighbourhood area and the specific weights (W) that are
applied. If the width of the filter window is denoted as T and the height as H, the process
of calculating the values in the output grid for a row (denoted as r) and a column (denoted
as c) can be described as follows:

A = ∑b H
2 c

i=−b H
2 c

∑b T
2 c

j=−b T
2 c

{
0 i f z(r + i, c + j) is blank

W(i, j)Z(r + i, c + i) otherwise
(1)

B = ∑b H
2 c

i=−b H
2 c

∑b T
2 c

j=−b T
2 c

{
0 i f z(r + i, c + j) is blank

W(i, j) otherwise
(2)

z f (r, c) =
{ A

B i f |B| > 0
A otherwise

(3)

3. Results
3.1. Stage 1: Pre-Testing of Smoothing Filters

The first phase of the research analysed several types of filters, specifically falling
into two categories: low-pass filters and second-order derivative filters. Low-pass filters,
also known as smoothing or blurring filters, remove high-frequency components from an
image, leading to a reduction in noise and detail but also a loss of sharpness. Second-order
derivative filters, or Laplacians, are used to enhance edges. They operate on a similar
principle to first-order derivative filters but utilise the second derivative, allowing the
detection of more subtle changes in the image.

The choice of low-pass filters was made based on their primary property, namely
smoothing. Laplace smoothing is often employed in surface smoothing processes in mesh
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structures [93–95], but the filter itself can sometimes intensify certain types of noise present
in the data. Regarding the commonly used Laplacian smoothing, the selection of this type
of filter for smoothing the hybrid surface in the GRID structure was experimental.

Given the specific properties of the filters, the focus of the Stage 1 study was based
on visual analysis. This emphasis arose from the fact that some filters even distorted the
bathymetric surface, which was contrary to the intended effect. While this could have been
due to specific aspects of the filter’s operation, such as those related to edge detection, it
was difficult to predict, based solely on theoretical foundations, what their effect would be
on a particular type of data like a hybrid digital bathymetric model.

Visual Analysis

Visual analysis was conducted for each type of filter at three different iterations: 1,
25, and 50. Increasing the number of iterations aimed to assess their impact on the surface
smoothing effect. The surfaces for the low-pass filters are illustrated in Figures 8–18. To
improve visualisation, the Z scale factor was used. As the Z scale factor increases, the
surface becomes more exaggerated vertically. Increasing this factor enhances the shading
effect and can be useful for bringing out more detail, especially on relatively flat surfaces.
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It can be noted that as the iteration increases, the degree of surface smoothing also
increases. However, among the analysed filters, the degree of smoothing is seen to vary
significantly with increasing iteration. Some filters, such as AVG, DIST, and IDIST, provide
the most smoothing to the surface (Figures 8–10). In contrast, filters like 5PXAVG and
9PAVG are less intrusive, bringing out more surface detail (Figures 13 and 14), while filters
such as GAULP, 5PAVG (Figures 11 and 12), and GAUS, LP1, LP2, LP3 (Figures 15–18)
preserve even more detail. Of all the filters, the LP3 filter retained the most detail.

The situation was markedly different with the Laplace filters. These filters significantly
enhanced the details of the bottom surface, which was especially noticeable in the part
of the surface developed from UAV data (Figure 19a–c). When iterations were increased,
these filters generated extremely large deviations, underscoring the ineffectiveness of their
application in this context. This phenomenon occurred for all the analysed Laplace filters,
LAP1, LAP2, LAP3, LAP4. For comparison, the LAP1-filtered surfaces were juxtaposed with
the AVG-filtered surface, demonstrating the effectiveness of smoothing when appropriate
filtering methods are selected.
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Figure 19. Illustration of the surface smoothing effect in a 3D view using the LAP1 filter for iterations
1 (a), 25 (b), and 50 (c), and the AVG filter for iterations 1 (d), 25 (e), and 50 (f). A vertical exaggeration
(VE) factor was applied to better showcase the surface details. For surfaces (a,d–f), a VE of 30 was
applied; for surfaces (b,c) it was 2.3842 × 10−7.

3.2. Stage 2: Testing of Selected Smoothing Filters

In this phase, a quantitative analysis was carried out, which included the minimum
(zmax) and maximum depth values (zmin), calculated according to Formulas (4) and (5)

zmax = max{z(r) : r ∈ D} (4)

zmin = min{z(r) : r ∈ D} (5)

where D is the set of pixels of the smoothed model in the raster surface domain, z(r)—depth
value in each pixel, r—elementary pixel.
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In addition, the maximum, minimum, average and RMS errors were calculated on
the testing set S. This set consisted of 56 checkpoints (p) evenly distributed over the water
area. In the following notation, Z(p) represents the depth value at the test point, while z(p)
represents the corresponding depth value on the smoothed surface. The maximum and
minimum errors were calculated according to formulas (6) and (7):

MaxE = max{(Z(p)− z(p)) : p ∈ S} (6)

MinE = min{(Z(p)− z(p)) : p ∈ S} (7)

The statistics for the S set were as follows: maximum value of −0.47 m, minimum
value of −3.92 m, mean value of −1.29 m, and a standard deviation of 0.87. Mean error
(ME) was calculated according to Equation (8):

ME =
∑n

i=1(Zi − zi)

n
(8)

where Zi is the height measured at the pi point with coordinates (xi, yi), zi is the height of
the modelled surface at the point with coordinates (xi, yi), and n is the number of p points.
To assess the precision of the tests carried out, the RMS error was also calculated according
to Equation (9):

RMS =

√
∑n

i=1(Zi − zi)
2

n
(9)

Error Analysis

After analysing the maximum depth values for the processed surfaces, these values
increase in all filtering methods, as illustrated in Figure 20. This trend is most noticeable
for the AVG (up to −0.16 m), DIST (up to −0.14 m), and IDIST (up to −0.13 m) methods.
Following these, the increase occurs for 5PXAVG (up to −0.09 m), 9PAVG (up to −0.09 m),
LP1 (up to −0.08 m), GAUS (up to −0.07 m), GAULP (up to −0.07 m), LP2 (up to −0.07 m),
and 5PAVG (up to −0.06 m). The LP3 filter shows slightly smaller values (up to −0.03 m).

An essential observation is that the filters can eliminate outliers. For the AVG, DIST,
and IDIST filters, this effect can be achieved after the first iteration, while for others, it
requires five iterations. Considering this criterion, the LP3 filter is the least invasive, as its
values range between 0 and −0.03 m from 5 to 50 passes of the filter.

A similar trend can be observed for the minimum depth values, as shown in Figure 21.
A significant decrease in these values occurs for AVG (to −3.65 m), DIST (to −3.7 m),
IDIST (to −3.72 m), and is followed by 5PXAVG (to −3.8 m), 9PAVG (to −3.82 m), LP1
(to −3.83 m), GAUS (to −3.84 m), GAULP (to −3.84 m), LP2 (to −3.84 m), and 5PAVG (to
−3.86 m). The smallest values are recorded for the LP3 filter (to −3.87 m), indicating a
tendency to artificially shallow the modelled water area.

The next comparative measures analysed include maximum (MaxE), minimum (MinE),
mean (ME), and RMS errors (Figure 22). In the case of MinE, an increase can be observed
with increasing iterations, with the exceptions being the 5PXAVG and LP3 filters, where
a slight decrease occurs in value at iteration number 2. The largest values of MinE are
reached by the AVG (−0.40 m), DIST (−0.35 m), and IDIST (−0.33 m) filters. Subsequent
filters achieved smaller values: −0.21 m (5PXAVG), −0.18 m (9PAVG), −0.17 m (LP1),
−0.15 m (GAUS, LP2, GAULP), −0.12 m (5PAVG), −0.10 m (LP3).
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MaxE follows a distinct pattern, initially decreasing with increasing iterations and
then rising. The LP3 filter is an exception, with errors steadily decreasing. The maximum
values for the tested filters are as follows: 0.19 m (AVG), 0.17 m (DIST, IDIST), 0.12 m
(5PXAVG), 0.11 m (9PAVG, LP1), 0.10 m (LP3, GAULP, GAUS, LP2), 0.09 m (5PAVG).

ME remain stable, ranging from 0 to 0.01 m for all filters, indicating that filtration does
not significantly affect the overall over- or underestimation of processed bathymetric data.

The final error analysed is the RMS. The values of this error measure the fit of the
modelled surface to the measured data. Larger values indicate a weaker fit to the true
values. This error’s values in descending order are: 0.09 m (AVG), 0.08 m (DIST, IDIST),
0.06 m (5PXAVG), 0.05 m (9PAVG, LP1), 0.04 m (GAULP, GAUS, LP2, 5PAVG, LP3). Based
on these error values, the best results appear achievable with the last six filter methods
(RMS = 0.04 m).

From the quantitative analysis, it can be concluded that the LP3 filter is the optimal
surface smoothing method. Except for the MaxE, it achieved the best values, translating to
the smallest deviations from the test set’s measurement points. A significant observation is
that in the case of MaxE, they decreased in value with increasing iterations, contrasting
with other methods. Considering all error values for the LP3 filter, it appears to be the most
resistant to artificial shallowing of the water area. This made data processing with this
method the least invasive and best preserved the bathymetric surface shape, allowing for a
good representation of terrain microforms.

3.3. Stage 3: Research on the Optimal Filter Method

As the purpose of this study is to analyse the effectiveness of filters in smoothing the
hybrid bathymetric model, the subsequent study will examine the effect of the level of
surface smoothing on the number and shape of depth contours. This examination will be
conducted on the optimal model, smoothed with the LP3 filter, as depicted in Figure 23.
A small number of iterations does not sufficiently smooth the surface, leading to a large
number of depth contours with irregular shapes. However, increasing the number of
iterations results in greater surface smoothing and fewer depth contours with more regular
shapes. Notably, on the part of the DBM developed from the USV data, the depth contours
practically do not change their shape. This stability is attributed to the filter’s effective
operation on the surface areas with high roughness, where the coverage was provided by
the UAV data. This observation confirms the suitability of this type of filter for smoothing
the HDBM.
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Figure 23. Effect of smoothing on the shape and number of depth contours. The surface, smoothed
with the LP3 filter, is presented at different stages: 1 iteration (left), 25 iterations (middle),
50 iterations (right).

The study also investigated how the level of surface smoothing affects the number
of generated depth contours. As illustrated in Figure 24, the number of generated depth
contours decreases exponentially with an increasing number of iterations. Just one pass of
the filter results in an almost 50% decrease in the number of depth contours. Subsequently,
the decrease occurs less dynamically, but a stabilisation in their number can be observed
for iterations 40, 45, and 50. In this range of iterations, the differences only reach 2–3 depth
contours. This pattern indicates that the surface is sufficiently smoothed, and further
smoothing does not significantly affect the number of depth contours generated.
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Therefore, a surface smoothed after 45 iterations of the LP3 filter was ultimately
selected. The DBM and depth contours are illustrated in Figure 25. The depth contours gen-
erated in this manner can be further processed using line smoothing methods, depending
on the specific application.
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3.4. Exemplary Implementation of the Developed Model

One of the most widely used software applications for producing electronic naviga-
tional charts is from Caris. This software provides the entire process chain of data process-
ing, from the generation of the bathymetric surface model to the final vector product.

The illustration below (Figure 26) shows the implementation of the developed depth
contours in the form of an HD ENC map, using Caris BathyData Base software (version 3.2.2).
For this purpose, data from the smoothed HDBM with the LP3 filter (45 iterations) were
used to build the bathymetric surface. XYZ data with a resolution of 0.5 m were imported in
UTM-33N (WGS84) projection, using the shoalest depth gridding method, which employs
the shoalest soundings within a node. In the next step, the contour interval was defined as
0.1 m. In the process of generating vector data, a linear layer of DEPCNT contours (depth
contours) and a polygon layer of the depth area (DEPARE) were created. The presentation
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of the following data was determined with these parameters: safety contour 0.5 m, shallow
water 1 m, and deep water 3 m.
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In summary, the research demonstrates that it is possible to uniformly smooth the
surface of a hybrid bathymetric model while removing outliers using filtering methods.
Such models can be developed for generating depth contours in precise, high-resolution
map products.

4. Discussion

The conducted study aimed to identify the optimal filtration method for a hybrid
bathymetric model, created based on data from a single beam echosounder and UAV
in shallow and ultra-shallow areas. The working thesis, which assumed that a filtering
technique would effectively smooth the hybrid surface, eliminating specific differences in
its structure, was confirmed. Choosing the right filter from among 15 examined required
a series of tests, and ultimately, the LP3 low-pass filter was chosen, meeting the work’s
assumptions. This filter adequately smoothed the surface, minimised deviations from
the input model, eliminated outlier values, and enabled the correct generation of depth
contours. The results of the work continue earlier research on creating a hybrid digital
bathymetric model and extend the proposed methodology with a smoothing stage. They
also confirm the possibility of using low-pass filters in surface smoothing processes. How-
ever, the key is selecting the right type of filter and the number of its iterations. Filters with
a larger window showed greater smoothing abilities, but unfortunately, they increased
the analysed errors. Studies have shown that the key aspect of the accuracy of depth
contour generation is the number of iterations. Incorrect selection of the filtration method
can overly smooth the surface, which in turn increases errors. In work [81], it was noted
that the low-pass filter might eliminate essential terrain details, so its use may not always
bring the desired effect. In this context, the development of new methods using low-pass
filters in the processes of smoothing geographical surfaces [79] can be justified. In this case,
it has been confirmed that the filter could be used in its basic form, but it is essential to
properly select its type, weights, window size, and the number of iterations (passes). An
example of improper filter selection is the Laplace filter, which did not bring the expected
results, especially in areas interpolated from UAV data, where significant deviations were
observed. On the other hand, smoothing using the Laplace operator is used in generating
depth contours, but this process often involves complex data processing techniques [89].

While the focus of the study was indeed on filtration research, the results should be
viewed in a broader context. This undoubtedly justifies the continuation of research on
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the development of HDBM from data on different configurations or structures in shallow
water areas. This also applies to a specific case related to the development of a digital
model adjacent to the coastline. The first issue is associated with obtaining a heterogeneous
texture of the modelled surface, resulting in a varied structure of the input data for the
DBM development acquired by different sensors. This should include considerations
such as varying density, spatial distribution, and noise in survey data. Even when using
interpolation methods with filtering properties, like Kriging, it is not always possible to
adequately reduce surface roughness. Moreover, these methods have weak properties for
eliminating outliers, which may result in smaller or larger errors in surface development.
The sensitivity problem of methods like MQ or Kriging was highlighted in work [84]. In the
case of HDBM smoothing with the proposed filter, this task was accomplished. Identified
outliers were mainly concentrated in the nearshore area. It seems that this is also an element
in bathymetric studies to pay attention to, especially concerning the mapping possibilities
of ultra-shallow depths. A limitation of the research is its confinement to a previously
developed method for DBM processing [74]. In this case, the surface texture is the result
of assumed geodata processing techniques, particularly related to UAV data selection
and the final choice of interpolation method, such as Kriging. However, considering the
indication of various problems with processing integrated data with different geospatial
characteristics for HDBM development, the study points to key aspects of this process that
must be considered. This also includes surface smoothing, which enables the generation of
other data, such as depth contours. The study also did not exhaust the possibilities for the
configuration and operation of filters (e.g., adaptive filtering), hence further research can
be conducted in this direction. A known limitation of convolutional filters is the boundary
conditions, where the filter window partially extends beyond the data boundary. In this
case, the pixel value is determined based on a smaller number of pixels, which may result in
a different outcome. Considering the range of developed surfaces, in many cases, this will
be a negligible aspect, although it must be considered. In the case of standardising filtration
operation, edge pixels can ultimately be removed, which should not affect the result of the
development, especially for high-resolution products with small ground pixel dimensions.

It should also be noted that in terms of the applicability of the model for navigational
purposes, its use is limited to tasks involving small, unmanned vessels. On the other hand,
the adopted strategy for modelling bathymetric data enables the creation of data processing
using, among other things, basic filtering methods, which is undoubtedly a significant
advantage of the proposed approach.

The research has shown that by using the LP3 filter, very good results can be achieved,
although as in any data processing process, the uncertainty of the data increases with the
number of data processing stages. This leads to changes in the accuracy of the developed
model. In the context of the analysed maximum values, the final model had a maximum
and minimum value at the levels of −3.87 m and −0.03 m, respectively. The difference in
this case from the input model was 0.08 cm in the range of the greatest depth, and 0.21 m at
the highest elevation. Based on these results, it can be concluded that the smoothing filter
artificially shallowed the water body and eliminated outlier data, but it did not achieve
a maximum value equal to 0.00, i.e., the correct ordinate value that the shoreline should
have. Such a condition can result from the pixelation of the model, as well as from the
way the filter works. Meanwhile, the MaxE and MinE errors were 0.07 m and −0.09 m,
respectively, ME had a value of 0.01 m, and the RMS error was 0.03 m. Considering the
adopted tolerance of the development at the level of 0.25 m [74], it can be concluded that
the obtained results fall within this range. As can be observed in the charts set out in
Figures 20–22, each type of filter, as well as the number of iterations, had a significant
impact on the error values.

Considering the research results, future work should focus on further optimisation
of the process of smoothing the surfaces of hybrid bathymetric models. It is essential to
conduct research on choosing the most effective filtering method. An attempt to use the
Laplace filter showed that the choice of filtration method is key to achieving optimal results.
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Additionally, the impact of HDBM resolution and data reduction [96] on the quality of the
obtained data can be considered, e.g., developed using other source data or sensors.

5. Conclusions

This study focused on optimising the filtration process of a hybrid bathymetric model,
created from data derived from a single beam echosounder and UAV, in shallow and very
shallow water areas. In an analysis of 11 low-pass filters, the most effective filter, LP3,
was identified, confirming its effectiveness in eliminating specific differences in surface
texture, minimising deviations from the initial model, removing outlier data, and correctly
generating depth contours. A comprehensive analysis of various filtration methods showed
that the proper selection of filter type, weights, and the number of iterations is crucial.
These results confirm the usability and efficiency of the developed method for creating
a bathymetric model in shallow water areas, including those that are difficult to analyse
along the shoreline. However, it should be emphasised that an improper choice of filter
type and filtration parameters can lead to over-smoothing of the surface, thereby increasing
errors and eliminating significant topographical details. Considering uncertainties and
errors resulting from data processing, it is essential to consider these factors in the process
of analysis and interpretation of results. The research suggests the possibility of continuing
further work on hybrid bathymetric models in shallow water areas adjacent to the shoreline.
Additionally, future work should focus on optimising the surface smoothing process
and selecting the most effective filtration method. These efforts represent a significant
contribution to developing the methodology of creating hybrid bathymetric models. The
overall research may also inspire the development of other HDBM methods from data
obtained with various sensors, particularly in the field of modern measurement techniques
based on unmanned platforms.
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