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Abstract: Water resources are important strategic resources related to human survival and develop-
ment. Water body extraction from remote sensing images is a very important research topic for the
monitoring of global and regional surface water changes. Deep learning networks are one of the
most effective approaches and training data is indispensable for ensuring the network accurately
extracts water bodies. The training data for water body extraction includes water body samples and
non-water negative samples. Cloud shadows are essential negative samples due to the high similarity
between water bodies and cloud shadows, but few studies quantitatively evaluate the impact of
cloud shadow samples on the accuracy of water body extraction. Therefore, the training datasets with
different proportions of cloud shadows were produced, and each of them includes two types of cloud
shadow samples: the manually-labeled cloud shadows and unlabeled cloud shadows. The training
datasets are applied on a novel transformer-based water body extraction network to investigate how
the negative samples affect the accuracy of the water body extraction network. The evaluation results
of Overall Accuracy (OA) of 0.9973, mean Intersection over Union (mloU) of 0.9753, and Kappa of
0.9747 were obtained, and it was found that when the training dataset contains a certain proportion
of cloud shadows, the trained network can handle the misclassification of cloud shadows well and
more accurately extract water bodies.

Keywords: water body extraction; deep learning; negative sample; cloud shadow interference;
semantic segmentation

1. Introduction

Water resources play an important role in nature, providing necessary resources for
human life, industry production and agriculture planting. Since remote sensing satel-
lites have the advantages of large-scale detection of land surface, many remote sensing
images have been applied in water body extraction and monitoring the change in water
resources [1,2]. Based on the remote sensing images, various methods [3-6] are developed
to extract water bodies from remote sensing images, and deep learning is the most popular
approach among them [7-10].

The deep learning approach shows great potential in large-scale automatic image classi-
fication tasks due to its strong generalization ability. The main deep learning networks used
in water body extraction are semantic segmentation networks. FCN [11-14], U-Net [15-19],
DeepLab [20-22] and SegNet [23-25] are commonly used semantic segmentation networks
to extract water bodies. In addition, some studies focus on the improvement based on them
and achieve better accuracy of water body extraction [26-30]. While training samples also
play an important role on accuracy improvement, since the deep learning is a data-driven
approach and the accuracy heavily replies on the training samples. The existing efforts on
training samples include replacing the low-resolution images with the higher-resolution
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images to achieve fine water body extraction [31-33] and the utilization of data augmenta-
tion techniques [34-36] to compensate for insufficient samples. The main attention of these
studies is paid to positive samples for improving the precision of water bodies.

However, the training samples should include not only positive samples but also
negative samples. Negative samples in water body extraction refers to the samples that
contains non-water objects. With the negative samples, the deep learning networks may
better learn the discriminative features of water bodies. This cognition is formed based
on the study [37], which proposes a concept of deep feature space for classification tasks.
Based on the deep feature space, a gap between the per-class distributions of the training
and testing vectors is accurately described. The bigger gap means higher separability of
different classes, which helps classifiers to better distinguish different classes. The negative
samples may be beneficial for forming the high separability of per-class distributions,
thereby obtaining high accuracy.

In water body extraction, cloud shadows can be indispensable negative samples since
cloud shadows are easily misclassified as water bodies due to the similarity between them.
The existing efforts have still not well addressed this issue. Instead, they usually use
cloud-free images or utilize extra cloud-shadow masks in water body extraction [38,39].
The cloud-free images are obtained by directly selecting non-cloud images or by using
image composition algorithms. This approach is obviously limited by the situation of the
cloud coverage and is not suitable for the areas that are often covered by clouds. When
the networks are trained with cloud-free samples, they cannot well distinguish the water
bodies and cloud shadows, which leads to the misclassification of cloud shadows. The
approach to utilize cloud-shadow masks for eliminating cloud shadows is less efficient
since it requires two stages of mask generation and water body extraction. Moreover, the
accuracy of cloud shadow masks obtained by Fmask [40] or Tmask [41] algorithms is not
very high; thus, they may not effectively avoid the misclassification of cloud shadows.

Therefore, considering that the misclassification of cloud shadows is not well ad-
dressed and negative samples in deep learning are not paid significant attention, this study
investigates the impact of cloud shadow negative samples on the accuracy of water body
extraction, especially for the low accuracy raised by the cloud shadows being misclassified
as waters. Moreover, the impact of negative samples on the precision of water boundaries
and the water bodies being missed are also involved. We thus designed two groups of
training data. Both these groups are based on the same set of Sentinel-2 images, but the dif-
ference of the two groups is the labeled aspects. In one group, only water bodies are labeled,
and in the other group, both water bodies and cloud shadows are labeled. Each group
of the training data further consists of two training datasets with different proportions of
cloud shadows, and these training datasets, respectively, are used to train a novel vison
transformer-based deep learning network for extracting water bodies. By analyzing the
extraction results, we can find how the cloud-shadow negative samples affect the accuracy
of water body extraction.

2. Materials and Methods
2.1. Study Area

The western Tibetan Plateau is the study area in this work (Figure 1). It is located at
82.0° E t0 92.3° E and 30.3° N to 36.3° N. There are approximately 1500 lakes with an area
greater than 1 km? in this region [42]. The region affects the global environment and is an
important scientific research area in the fields of hydrology, climate and geography [43].
Thus, monitoring the dynamic changes in water resources in this region has very important
research value [44,45]. However, due to the particularity of climate and terrain, this region
is often covered by clouds, and the clear-sky images are difficult to obtain in this region.
Therefore, the study area is suitable to explore how cloud-shadow negative samples affect
the accuracy of water body extraction, and is a challenging area to accurately extract
water bodies.
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Figure 1. The location of the study area.

2.2. Data Sources

Sentinel-2 imagery is selected as the main data source in this study due to its high
spatio-temporal resolution and image quality [46]. The Sentinel-2 image contains 13 spatial
resolution bands of 10 m, 20 m and 60 m, which can thus satisfy the requirement of
large-scale and accurate mapping. Its five-day revisiting period also greatly enhances the
availability of the images. In this study, we choose three water-sensitive bands for deep
learning networks to learn the features of water bodies [47]. They are Short Wave Infra-Red
(SWIR), Near Infra-Red (NIR), and Red with 20 m, 10 m and 10 m resolution, respectively.
The 20 m SWIR thus is upsampled to 10 m by using the nearest neighboring algorithm.

To accelerate the labeling work for water bodies, the European Space Agency (ESA)
WorldCover 10 m 2020 product is used as the supplementary data [48]. The ESA World-
Cover 10 m 2020 product is a global land cover product with a resolution of 10 m, which is
the same as Sentinel-2 images in spatial resolution. This product contains 11 land cover cat-
egories, including permanent water bodies, and the permanent water bodies are extracted
to assist in labeling water bodies based on the Sentinel-2 images.

2.3. Water Body Extraction Network

The structure of water body extraction network is shown in Figure 2. The Swin Trans-
former [49] network which fully implements the self-attention mechanism in the computer
vision (CV) field, is used to learn the water body feature. The attention mechanism selec-
tively imitates the human behavior of paying attention to information, focusing attention
on important information, and globally connecting contextual information to understand it.
Unlike CNN, which only focuses on local information, the network based on an attentional
mechanism [50] can obtain different attention of water body in the image and extract water
body features at multiple levels from global to local. Thus, the transformer-based network
can better capture the overall connection and difference between water body and other
ground objects [51].

The Swin Transformer network has four modules for automatically extracting feature
maps. They are the Swin Transformer Block, Patch Partition module, Linear Embedding
module, and Patch Merging module. The Swin Transformer Block includes Window
Multihead Self-Attention (W-MSA) and Shifted-Window Multihead Self-Attention (SW-
MSA) to calculate the global attention. The W-MSA focuses on calculating self-attention
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within the windows, also known as local self-attention, and the SW-MSA can interact with
the information by shifting to obtain the global self-attention [52]. The Patch Partition
module is used to convert the input images into different patches and change the minimum
unit of the image from pixel to patch. The function of the Linear Embedding module is to
transform the image into a one-dimensional vector. The Patch Merging module serves to
downscale the feature maps and is able to form pyramid feature maps. The pyramid feature
maps include different levels of context features and thus are good for more accurately
extracting water bodies [53].
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Figure 2. The structure of the water body extraction network.

To extract water bodies from the feature maps, Pyramid Pool Module (PPM) [54] is
first used to obtain the scene-level feature, and Feature Pyramid Network (FPN) is used to
combine the multi-scale object-level feature maps with the scene-level feature then obtain a
fused feature map [55]. The fused feature map further goes through a 3 x 3 convolution,
then a classifier is used to perform pixel-level classification.

2.4. Preparation for Training Data

The process of training data preparation is shown in Figure 3, which includes obtaining
the SWIR-NIR-Red combined image data (SNR image data) from the Sentinel-2 imagery
and obtaining ground truth data. The SNR image data is obtained by stacking the SWIR,
NIR, Red bands from Sentinel-2 images.

To explore whether cloud shadow labels can improve the accuracy of water body
extraction, two groups of training datasets are prepared: the group in which only water
bodies are labeled, noted as the Water group, and the group in which both water bodies and
cloud shadows are labeled, noted as the Water_Shadow group. The Water group includes
the SNR image data and ground truth data that only water bodies are labeled, and the
Water_Shadow group includes the SNR image data and ground truth data that both water
bodies and cloud shadows are labeled.

To accelerate the labeling of water bodies, the permanent water bodies are extracted
from the ESA World Cover 10 m 2020 product, then the water bodies are manually modified
based on a selected Sentinel-2 image at a specific time. The modification includes the water
boundary correction and addition of the missing water bodies.

During labeling the cloud shadows, no extra data, including the cloud or cloud shadow
masks, was used as reference data. The cloud shadows are fully labeled manually based on
the true color images from Sentinel-2 for ensuring the accuracy of cloud shadows.
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Figure 3. The process of preparation for training data.

3. Experiment and Results
3.1. Experiment Settings

Five Sentinel-2 images were selected to prepare for the training data, and the acquisi-
tion time of the five images is in the morning local time. A total of 8000 training samples
were produced based on the Sentinel-2 images. The training samples are mainly located in
the middle of the western Tibetan Plateau. Each of them is 272-pixel width and 272-pixel
height due to the limitation of our GPU memory size. To explore how cloud shadows affect
the accuracy of water body extraction, two training data groups are set up. One is the
group that only water bodies are labeled, and the other is the group that both water bodies
and cloud shadows are labeled. Each group includes two training datasets with 1% and
3% proportions of cloud shadows, respectively, as shown in Table 1. The proportion of
water bodies in every training dataset is approximately 11% and the number of samples
in all training datasets is 6400, which ensures the accuracy of water body extraction is not
affected by the number of training samples and the proportion of water bodjies.

Table 1. Training dataset settings.

. . Water Body Cloud Shadow
Training Data Group Training Dataset
Proportion Labeled Proportion Labeled
Water_P1 11% Yes 1% No
Water group
Water_P3 11% Yes 3% No
Water_Shadow_P1 11% Yes 1% Yes
Water_Shadow group
Water_Shadow_P3 11% Yes 3% Yes

The validation dataset is made based on two additional Sentinel-2 images. The valida-
tion sets are also divided into a Water validation dataset and a Water_Shadow validation
dataset. Each validation set contains 1012 samples with a size of 272 x 272 pixels, and the
distribution of water bodies and cloud shadows are same. The only difference between
the two validation datasets is that the cloud shadows are labeled in the Water_Shadow
validation dataset.
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The water body extraction network is trained for 230 epochs, and the top-three ac-
curacy on the validation data are used to compare and analyze the performance of the
network trained by different training data. The hardware environment in this study is an
Intel(R) Xeon(R) W-2245 CPU @ 3.90 GHz with 16.0 GB RAM and an NVIDIA GeForce
RTX3080 Ti GPU with 7424 CUDA cores. The initial learning rate is 0.000003, and it becomes
0.00006 by linearly changing small multiplicative factor after 10 epochs.

3.2. Metrics of Assessment

The metrics of assessment used in the experiment include the Overall Accuracy (OA),
mean Intersection Over Union (mloU), and Kappa.
The calculation formula of OA can be represented as:

TP+ TN

A=
© TP+FP+TN+FN

)

OA is calculated by the confusion matrix, where FP denotes false-positive pixels, FN
denotes false-negative pixels, TP denotes true-positive pixels, TN denotes true-negative
pixels, and N denotes the number of pixels.

The calculation formula of the mloU is:

1 TP
miol = 1= o TP+ EN + EP )

mlolU can also be calculated by a confusion matrix, where k is the number of classes.
The calculation formula of Kappa is:

Po — Pe
K =
appa = 45, ®)
where Po is the OA, and Pe can be represented as:
Pe:alxb1+a2xb2+...+axxbx @

N x N

where a1, a2... ax are the numbers of true values for every class and b1, b2..., bx are the
numbers of prediction values for every class, and the N is the number of pixels.

3.3. Results
3.3.1. Accuracy Evaluation

Table 2 shows the top-three accuracy evaluation results of the water body extraction
network trained by the four training datasets, and the average values are obtained by
calculating the values based on the top-three accuracy evaluation results.

Table 2. Results of accuracy evaluation.

Training Dataset OA mloU Kappa Epoch
Water _P1 0.9970 0.9734 0.9728 180
Water _P3 0.9976 0.9778 0.9774 138
Top 1
Water_Shadow _P1 0.9891 0.9185 0.9459 61
Water_Shadow _P3 0.9917 0.9429 0.9589 69
Water _P1 0.9962 0.9664 0.9654 199
Water _P3 0.9974 0.9766 0.9761 191
Top 2
Water_Shadow _P1 0.9886 0.9081 0.9429 60

Water_Shadow _P3 0.9899 0.9317 0.9507 92
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Table 2. Cont.

Training Dataset OA mloU Kappa Epoch
Water _P1 0.9940 0.9488 0.9464 211
Water _P3 0.9968 0.9714 0.9707 135
Top 3

Water_Shadow _P1 0.9876 0.9035 0.9383 90

Water_Shadow _P3 0.9892 0.9252 0.9472 70
Water _P1 0.9957 0.9629 0.9615 -
Water _P3 0.9973 0.9753 0.9747 -

Average
Water_Shadow _P1 0.9884 0.91 0.9424 -
Water_Shadow _P3 0.9903 0.9333 0.9523 -

In general, the accuracy on all four training datasets is high. The average OA values on
the four training datasets are 0.9957, 0.9973, 0.9884 and 0.9903. The average mloU values are
0.9629, 0.9753, 0.91 and 0.9333, respectively. The average Kappa values are 0.9615, 0.9747,
0.9424 and 0.9523, respectively. Thus, the overall performance of water body extraction
using our water body extraction network is satisfactory. The training datasets in which only
water bodies are labeled have higher values than the training datasets in which both water
bodies and cloud shadows are labeled, which indicates that labeling cloud shadows will
decrease the values of the metrics. When cloud shadows are not labeled, the “Water_P3”
dataset has higher OA, mIoU and Kappa values than the “Water_P1” dataset in all results.
When cloud shadows are labeled, the “Water_Shadow_P3” dataset has higher OA, mloU
and Kappa values than the “Water_Shadow_P1” dataset in all results. Thus, when the
proportions of water body are similar, increasing the proportion of cloud shadows can
improve the accuracy of the network. From the results, Water_P3 has the highest values.
When cloud shadows are not labeled and the proportion is 3%, the network has the best
accuracy.

For the epochs of training, the highest accuracy results in the four experimental sets
appear in epochs 180, 199 and 211, epochs 138, 135 and 191, epochs 61, 60 and 90, and
epochs 69, 92 and 70. This result shows that when cloud shadows are labeled, the network
will converge faster.

3.3.2. Prediction Results

Five cases are summarized to illustrate the prediction results.
(1) Cloud shadows being misclassified as water bodies

Results for the Water Group: when cloud shadows are not labeled, the water body
extraction network trained by the “Water_P1” dataset will be disturbed by cloud shadows.
Some cloud shadows are misclassified as water bodies, especially the part in the middle of
the cloud shadows with a large area, as shown in Figure 4b. However, when the proportion
of unlabeled cloud shadows is 3%, the phenomenon of cloud shadows being misclassified
as water bodjies is significantly reduced, and the interference of cloud shadows is well
eliminated (Figure 4c).

Results for the Water_Shadow Group: when cloud shadows are labeled, the water
body extraction network can predict most boundaries of cloud shadows, as shown in
Figure 4d. The phenomenon of cloud shadows being misclassified as water bodies is less
when the proportion is 3% than when the proportion is 1% (Figure 4e). However, compared
with experimental sets in which cloud shadows are not labeled, the areas in the middle
of large cloud shadows are still misclassified as water bodies. Therefore, labeling cloud
shadows does not make cloud shadows less misclassified than adding cloud shadows but
without labeling.
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(2) Precision of water boundaries

Results for the Water Group: when cloud shadows are not labeled and the proportion
is 1%, there are some noise points on the boundary of lakes, as shown in Figure 5b. However,
when the proportion of cloud shadows increases to 3%, the noise points on the boundary
are eliminated, and the extracted lake boundaries are more accurate (Figure 5c). Thus,
increasing the proportion of cloud shadows in the training dataset helps to extract more
accurate water boundaries.

Results for the Water_Shadow Group: when cloud shadows are labeled, regardless
of whether the proportion of cloud shadows is 1% or 3%, the results are identical to those
for the Water_P3 dataset, as shown in Figure 5d,e. The water boundaries are also accurately
predicted. Thus, when cloud shadows are labeled, the water boundaries are more accurately
predicted, and the proportion does not affect the accuracy of the boundaries.

(3) Water bodies being missed during extraction

Results for the Water Group: when cloud shadows are not labeled, the water body
extraction network trained by 1% cloud shadows and 3% cloud shadows in the training
dataset can predict most water bodies, as shown in Figure 6b,c, even the small lakes that
cover several pixels. This result indicates that when cloud shadows are not labeled, the
proportion of cloud shadows hardly affects the number of predicted water bodies.

Results for the Water_Shadow Group: when cloud shadows are labeled, the number
of predicted water bodies decreases compared with those of the Water group, as shown in
Figure 6d,e. Thus, labeling cloud shadows reduces the number of predicted water bodies.

When the proportion of labeled cloud shadows is 3%, the number of predicted water
bodies by the network is less than that predicted by the network when the proportion of
cloud shadows is 1%. Thus, when cloud shadows are labeled, the proportion of cloud
shadows in the training dataset is higher, and the number of predicted water bodies
is fewer.

(4) The middle part of islands being misclassified as water body

Results for the Water Group: when cloud shadows are not labeled and the proportion
is 1%, the middle part of the islands in the lakes is misclassified as water body, as shown in
Figure 7b. However, this phenomenon disappears when the proportion of cloud shadows
increases to 3% (Figure 7c). Thus, when cloud shadows are not labeled, increasing the
proportion of cloud shadows in the training dataset can make the water body extraction
network better predict the islands.

Results for the Water_Shadow Group: when cloud shadows are labeled, regardless
of whether the proportion of cloud shadows is 1% or 3%, the prediction result of the islands
is identical to that of the Water_P3 dataset, as shown in Figure 7d,e. The middle part of
islands is not misclassified as water body, and the prediction result is more accurate. Thus,
labeling cloud shadows can make the water body extraction network better distinguish the
islands from the water bodies.

(5) Cloud shadow extraction results

When comparing our extraction results of cloud shadows with those of Fmask, the
boundaries of our cloud shadow results are more refined than the boundaries extracted
by Fmask. The cloud shadow boundaries extracted by Fmask are coarser than the true
boundaries, as shown in Figure 8b.

When the proportion of cloud shadows is 1% in the training dataset, our deep learning
network can predict most cloud shadow boundaries. However, the extracted cloud shadows
are mostly fragmented and incomplete, as shown in Figure 8c. When the proportion of
cloud shadows is increased to 3%, the boundaries of cloud shadows are more accurate
and complete than when the proportion is 1%, as shown in Figure 8d. Thus, increasing
the proportion of cloud shadows can improve the accuracy and completeness of extracted
cloud shadows.
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(b) Water_P1

(c) Water_P3

(d) Water_Shadow_P1

(e) Water _Shadow_P3
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Figure 4. Results of cloud shadows being misclassified as water bodies (The areas circled in yellow
represent the cloud shadows being misclassified as water bodies).
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(a) Original Image

(b) Water_P1

(c) Water_P3

(d) Water_Shadow_P1

(e) Water _Shadow_P3

B Waterbody B clouashadgow [l Backgrouna

Figure 5. Results of water boundary extraction (The areas circled in yellow represent the noise points
on the boundaries of water bodies).
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(b) Water_P1

(c) Water_P3

N

(e) Water _Shadow_P3

. ‘Water body . Cloud Shadow . Background

Figure 6. Results of water bodies being missed (The areas circled in yellow represent the water bodies
being missed).
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(a) Original Image

(b) Water_P1

(c) Water_P3

(d) Water_Shadow_P1

(e) Water _Shadow_P3

. Water body . Cloud Shadow . Background

Figure 7. Results of the middle part of islands being misclassified as water body (The areas circled in
yellow represent the middle part of islands being misclassified as water body).
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(d) Water_Shadow_P3

. Water body D Cloud shadow |:| Cloud D Ice and snow . Background
Figure 8. Results of cloud shadow extraction.

4. Discussion

While the existing studies pay more attention to the improvement or innovation of
deep learning models for accurate water body extraction, this study highlights the function
of negative samples. It reveals that the negative samples play an import role in achieving
good or satisfactory accuracy, and confirms that cloud shadow negative samples do affect
the accuracy of water body extraction from remote sensing images. More specifically, the
study demonstrates an effective method based on the negative samples to address the
misclassification of cloud shadows thereby improving the accuracy of water body extraction.
Based on the experiment of this study, it can be seen that even if the negative samples
change slightly (the proportion increases from 1% to 3% in this study), the prediction result
of water bodies changes significantly. A more detailed discussion about the cloud shadow
negative samples being categorized into cloud shadow misclassification, the precision of
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the water boundaries, small water body extraction, as well as the precision of the extracted
cloud shadows follows:

Cloud shadow misclassification: the cloud shadow negative samples help to address
the issue of cloud shadow misclassification in water body extraction. When 1% cloud
shadow negative samples are introduced, fewer cloud shadows are misclassified as water
bodies despite that there are still a few cloud shadows misclassified. When the proportion
of the cloud shadows reaches 3% and even if the cloud shadows are not labeled, the water
body extraction network is able to handle the misclassification of cloud shadows. In a word,
a higher proportion of cloud shadow negative samples in the training datasets corresponds
to a stronger ability of the network to eliminate the interference of cloud shadows. In
addition, labeling the cloud shadows cannot significantly further reduce the cloud shadow
misclassification. We believe the reason is that prediction of both water bodies and cloud
shadows is more challenging than only predicting water bodies for the network. Thus, the
accuracy of water body extraction could be even slightly low when extracting both water
bodies and cloud shadows at the same time.

Precision of the water boundaries: the experiment shows that when the proportion
of cloud shadows is 1%, labeling cloud shadows helps to extract more accurate water
boundaries, and when the proportion of cloud shadows increases to 3%, both labeling and
not labeling cloud shadows can further improve the precision of the water boundaries.
We believe that when the cloud shadow negative samples in the training samples reach
a certain proportion (3% in our experiment), the water body extraction network learned
more features of cloud shadows and thus can accurately distinguish water bodies from
cloud shadows thereby extracting more accurate water boundaries.

Small water body extraction: the experiments show that labeling the cloud shadows
causes the small water bodies to be missed in water body extraction. The feature of small
water bodies is obscure relative to large water bodies, and they are more easily missed
when the network conducts more challenging tasks such as multi-classification. Therefore,
if the proportion of cloud shadows is sufficiently high, it is more conducive to water body
extraction without labeling cloud shadows.

Precision of the extracted cloud shadows: with the training datasets in which cloud
shadows are labeled, the experiment proved that the boundary of cloud shadows identified
by the proposed transformer-based network is more accurate and refined than the ones
identified by Fmask [40]. Although, the proportion of cloud shadows in the training dataset
is only 3% and not high, the network can extract both water bodies and cloud shadows at
the same time. This demonstrates the great potential of the novel transformer-based deep
learning networks applying in remote sensing field.

Lastly, although the network achieves the best performance on water body extraction
with 3% cloud shadow negative samples, the proportion of 3% is only applicable to cloud
shadow samples, and meets 6400 samples and every image size of 272 x 272 pixels. We
believe that the method of this study could be applied on other negative samples such as
mountain shadows and building shadows for eliminating the interference of them in water
body extraction. When applying other negative samples, the 3% may not be an appropriate
proportion of negative samples. However, the appropriate proportion of other negative
samples can be explored based on the method of this study.

5. Conclusions

Deep learning is one of the most effective approaches to extract water bodies from
remote sensing images, and making samples for training the deep learning networks is
indispensable. This study pays close attention to the negative samples to explore the
impact of the cloud shadow negative samples on the accuracy of water body extraction.
The western Tibetan Plateau is the study area for producing training data and validating
prediction results. A water body extraction based on a novel vision transformer network
was built, and the network was trained with the datasets that contain different proportions
of cloud shadows. It was found that the training datasets containing a certain proportion
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of cloud shadows could help the water body extraction network to better distinguish water
bodies and cloud shadows, and make the extracted water bodies more accurate. With
3% cloud shadow negative samples in this study, the water body extraction network can
well address the issue of cloud shadows being misclassified as the water bodies, and the
evaluation results over the validation dataset achieve OA of 0.9973, mIoU of 0.9753, and
Kappa of 0.9747. The network was also trained with the datasets in which cloud shadows
were labeled to investigate whether labeling the cloud shadows is helpful. It was found that
labeling the cloud shadows in the training data is unnecessary. In addition, this study also
reveals the cloud shadow boundaries predicted by our network are more accurate than the
ones using the Fmask method. In the future, we will conduct more studies on other negative
samples, such as mountain shadows and building shadows, to investigate whether they
have the similar results to this study, and what the appropriate proportion of them is. In
addition, we may develop other metrics to quantify the spectral and morphological features
of negative samples and better explain the function of negative samples in improving the
performance of deep learning networks.
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