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Abstract: The semantic segmentation method based on high-resolution RGB images obtained by
unmanned aerial vehicle (UAV) provides a cost-effective way to improve the accuracy of detection
and classification in forestry. Few studies have explored the impact of sample distribution patterns on
deep learning model detection accuracy. The study was carried out using the data from the 4.78 km2

RGB image of a chestnut (Castanea mollissima Blume) plantation obtained by the DJI Phantom 4-RTK,
and the model training was conducted with 18,144 samples of manually delineated chestnut tree
clusters. The performance of four semantic segmentation models (U-Net, DeepLab V3, PSPNet, and
DeepLab V3+) paired with backbones (ResNet-34, ResNet-50) was evaluated. Then, the influence
of chestnut data from different planting patterns on the accuracy and generalization performance
of deep learning models was examined. The results showed that the combination of DeepLab V3
with ResNet-34 backbone gives the best performance (F1 score = 86.41%), while the combination of
DeepLab V3+ with ResNet-50 backbone performed the worst. The influence of different backbone
networks on the detection performance of semantic segmentation models did not show a clear pattern.
Additionally, different spatial distribution patterns of chestnut planting affected the classification
accuracy. The model MIX, trained on comprehensive training data, achieves higher classification
accuracies (F1 score = 86.13%) compared to the model trained on single training data (F1 score
(DP) = 82.46%; F1 score (SP) = 83.81%). The model performance in complex scenario data training is
superior to that of the model in simple scene data training. In conclusion, comprehensive training
databases can improve the generalization performance of chestnut classification with different spatial
distribution patterns. This study provides an effective method for detecting chestnut cover area based
on semantic segmentation, allowing for better quantitative evaluation of its resource utilization and
further development of inventories for other tree species.

Keywords: semantic segmentation; tree crown detection; UAV imagery; RGB deep learning

1. Introduction

Fruit trees, which are agricultural crops that are cultivated and managed primarily
for the purpose of generating economic returns, have tremendous commercial value [1].
They not only provide economic returns but also alleviate employment pressures and
exert significant impacts on food security [2], landscape patterns [3], environment, and
culture [4]. With the continuous expansion of the cultivation of economic crops, there is an
increasing demand for accurate management and planning information [5]. Timely and
reliable orchard monitoring information, especially regarding fruit tree counting [6], yield
prediction [5], and spatial distribution [7], can serve as a basis for orchard management
and planning. It can help farmers achieve sustainable orchard operations, make the most
of existing land resources, and obtain favorable economic benefits [8].
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Considering the large-scale cultivation of fruit trees in orchards, managers employ
traditional ground sampling designs for field measurements [9]. This method is usually
based on simple random sampling, where weighted random samples are selected from a
few small areas to estimate the yield of the entire orchard or a larger area [10,11]. However,
these methods require significant labor, financial resources, and time investment. Due
to limited coverage, these methods can only observe and evaluate a small number of
samples, resulting in low statistical accuracy, low efficiency, and incomplete results [11–13].
Additionally, subjective factors introduced by humans may also affect the accuracy of
the statistical findings. To overcome these challenges, an inspiring approach involves
combining remote sensing (RS) technology with deep learning to provide a method for
obtaining and detecting spatial distribution information of large-scale fruit tree plantations.

With the progress of remote sensing, the improved availability and implementation of
new image processing methods and machine learning algorithms provide more possibilities
for deep information extraction and analysis in classification scenarios [14]. Traditional im-
age processing methods, including k-means clustering [15], nearest neighbor algorithm [16],
and edge detection algorithm [17], are complex in manual design and feature extraction.
Moreover, they pose difficulties in the handling of large-scale data due to storage and com-
putational resource limitations. The development of machine learning methods has greatly
improved the accuracy of tree species classification and made it more convenient [18].
Guo et al. [19] employed random forest (RF), support vector machine (SVM), and k-nearest
neighbor (KNN) classifiers to achieve accurate identification of urban trees in nine schemes.
Yan et al. [20] explored the potential of different methods in identifying individual tree
species. Compared to RF and SVM methods, the convolutional neural network (CNN)
method exhibits higher classification performance in tree species classification. Among
them, deep learning, as a type of machine learning, especially CNN, has shown great
potential in computer vision applications [21,22]. CNN performs well in remote sensing
image classification tasks with its hierarchical feature extraction ability, parameter sharing
and local connectivity mechanisms in convolutional layers [23]. The effectiveness of CNN
in the task of mapping fruit tree species in remote sensing images has been proven in recent
studies [24–26]. Ferreira et al. [7] used CNN and high-resolution imagery to delineate
tree crown boundaries and achieve accurate mapping of Brazil nut trees (Bertholletia ex-
celsa) in Amazonian forests, achieving a maximum F1 score of 71.95%. La Rosa et al. [27]
implemented tree species classification in dense forest canopy using a multi-task fully
convolutional network (F1 score = 87.51%).

However, the complexity of the deep learning network structure, as well as the
differences in crown characteristics between different fruit trees, makes accurate detection
and classification of fruits challenging [28]. A deep learning model consisting of different
backbone networks and image-splitting networks was designed to detect and classify
fruit trees. Zhu et al. [29] employed an improved version of YOLO 4 (with MobileNet V3
backbone) for fast target detection of citrus fruit trees. Ferreira et al. [30] utilized DeepLab
V3+ (with ResNet-18 backbone) for individual tree detection and species classification of
Amazonian palms. However, the use scenarios for these models and the advantages of
detection for specific tree species have not been determined, and it is necessary to train deep
learning models for different network structures and to compare their classification accuracy
to determine the appropriate network structure model and establish the feasibility of the
model for the study object in practical applications. Ferreira et al. [7] compared the impact
of different backbone networks on the accuracy of model detection for character extraction,
achieving the highest detection with ResNet-18, and ultimately chose DeepLab V3+ (with
ResNet-18 backbone) to detect and map nuts accurately. Wang et al. [31] compared the
built Multi-Unet with several mainstream network models, such as SegNet, FCN8s, and
RefineNet, and ultimately determined that Multi-Unet was the most suitable model for
pear tree classification.

Training data is another key factor influencing the accuracy of the deep learning model,
and researchers have emphasized the importance of training sample differences for the
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accurate detection and classification of vegetation when using deep learning methods [32–34],
including the quantity of the reference data, the distribution of sample marks and the time–
space differences in the sample data. In addition to the training sample itself, when the
forest environment in which the vegetation is located differs from the forest structure in the
sample data, also affects the detection performance of the deep learning model [28]. Studies
have shown that in complex forest structures, heterogeneous backgrounds cause variations
in tree appearance, making samples more difficult to draw, leading to the need for more
samples to effectively train CNN. However, obtaining these data is often challenging when
the forest structure is different, and vegetation grows in a complex forest environment
rather than in planted artificial forests [9]. Therefore, determining the contribution of
different forest structure training samples to the accuracy of deep learning model detection
is important for the detection of vegetation in complex forest structures.

The focus of our research was chestnut (Castanea mollissima Blume), an important
economic crop whose value lies not only in the economic contribution of its fruit and timber,
but also in the fact that it provides food resources and habitats for pollinating insects and
plays a positive role in maintaining ecological balance [35]. Based on the existing literature,
there is a knowledge gap in choosing the appropriate detection and drawing methods for
chestnut, and in order to understand the distribution area of chestnut artificial forests as
well as the impact of different forest structure samples on the detection performance of the
model, the first purpose of this study was to identify the most suitable classification model
for chestnut. Using drone RGB images as the data source, the accuracy of different semantic
separation methods for chestnut detection was analyzed. The detection accuracy of four
semantic splitting models coupled with the backbone networks was evaluated. The second
purpose of the study was to investigate the impact of different forest structure samples
on the model accuracy based on the most suitable classification model, and to assess the
transferability of the model between different forest structures. Identifying reference data
for different forest structures by exploring the feasibility of establishing a common deep
learning detection model for chestnut, as well as determining the viability of the model for
cross-regional chestnut detection, will be crucial for vegetation forecasting.

2. Materials and Methods
2.1. Study Site

The study area is located in Jugezhuang Town, in the southeast region of Miyun
District, Beijing, China; the specific locations are shown in Figure 1a. The terrain in this
region is mostly characterized by low-lying hills, with mountains surrounding it on the east,
south, and north sides. The central part consists of east–west oriented intermontane plains.
The basic topographic framework was formed during the Mesozoic Yanshan movement.
The region has a temperate continental monsoon type of semi-humid and semi-arid climate,
with a mean annual temperature of 10.8 ◦C and mean annual precipitation of 1235.2 mm.
The parent material for soil formation in the region is primarily weathered granite and
similar types of rocks. Due to the suitable soil and climate conditions for chestnut growth,
chestnuts have a planting history of over 2000 years in the local area. The area of the Miyun
District where chestnuts are planted currently totals 200 km2.

2.2. Acquisition and Annotation of Images
2.2.1. Field Data

The field investigation was carried out in mid-May 2022, which marked the beginning
of the chestnut flowering season. In the research area, chestnuts are mainly cultivated in
small-scale farming systems, clustered near villages and easily accessible main roads for
convenient farming. The concentrated planting areas of chestnuts were relatively small
and scattered irregularly due to the influence of terrain. Deforestation on a large scale
often occurred, and there was no artificial distribution of chestnut forests above an altitude
of 380 m on mountain slopes and hilltops. Through on-site ground surveys, the survey
team members investigated the distribution of artificial chestnut forests in the research
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area, collected significant amounts of information on chestnut planting distribution, and
classified the chestnut planting distribution patterns into two categories based on different
terrains: densely planted with a single species and scattered distribution with complex
backgrounds (Figure 2). In the densely planted category, chestnut trees are usually neatly
arranged and serve as the primary source of production (Figure 2a). In the scattered
distribution category, chestnut trees are dispersed within artificial forests dominated by
dominant tree species. They have a wide distribution area and play a significant ecological
role as ecologically beneficial plants (Figure 2c).
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Figure 2. Illustration of orthorectified imagery with labeled samples: (a) Sample plots of chestnut
were densely planted with single species; (b) labeled sample data of chestnut plots that were densely
planted with single species; (c) scattered chestnut sample plots with complex background; (d) labeled
sample data of chestnut plots that were scattered in complex background.



Remote Sens. 2023, 15, 4923 5 of 18

To comprehensively cover chestnut forests with these two different planting patterns in
the research area, we employed a sampling method combining transects and typical sample
plots. Two transects, namely the Mixing Road running east–west and the Jiuhuang Road
running north–south, were set up for investigation, traversing Jugezhuang town. Typical
sample plots were set up on both sides of the transects according to different chestnut
planting distribution patterns. These typical sample plots were distributed in low-lying
hilly areas accessible at altitudes ranging from 116 to 330 m. A total of 21 sample sites were
selected, with 11 sample sites having dense planting of a single chestnut tree species, and
10 sample sites with chestnut trees scattered in complex backgrounds (Figure 1b).

2.2.2. UAV Data Acquisition and Processing

The UAV imagery was collected using a DJI Phantom 4 RTK, a small four-rotor high-
precision aerial survey UAV weighing only 1388 g and equipped with a three-band (red,
green, blue) sensor (1-inch CMOS, 20 million effective pixels) and 24 mm focal length
lens (35 mm format equivalent). The use of the DJI Phantom 4 RTK greatly benefits the
comprehensive improvement of aerial survey efficiency [36]. The UAV data were captured
during the summer of 2022 on clear weather days. The flight time spanned from 9:00
to 11:30 in the morning and from 13:00 to 15:30 in the afternoon. The flight parameters
included a 70% forward overlap and an 80% side-lap at 100 m above ground level, and
the flight speed was 7.9 m/s. For each sample plot, the average flight shooting time
was 15 min. The UAV flight operation obtained a total of 7391 images. For the sample
sites, we derived a total of 21 ortho-mosaic images using DJI Terra’s visible-based task
reconstruction image matching, and the average ground sampling distance was 2.9 cm. A
total of 17 orthorectified photos were utilized for training and detection in the semantic
segmentation model, excluding low-quality images impacted by elements like weather. The
total coverage area of the 17 sample sites was 4.78 km2, with an average size of 0.28 km2

per plot.

2.2.3. Manual Data Labeling

For deep learning model training, obtaining high-quality and precisely specified
training samples is essential, since they have a direct influence on the model’s performance
and accuracy [4,33]. To ensure the quality of the chestnut tree pixel label dataset, we
employed ArcGIS Pro 2.9 in conjunction with UAV imagery to meticulously delineate the
contours of all chestnut trees. Considering the small spacing between individual chestnut
tree crowns in the study area, it was challenging to visually depict the boundaries of
single crown samples. We treated all tree crowns as a single semantic category and used
a semantic segmentation model to better differentiate them from the background and
other objects. Therefore, we viewed adjacent clusters of tree crowns as a single entity.
We manually outlined the entire cluster of crowns and assigned a unified class label to
each cluster. These labeled clusters were then used as semantic segmentation samples.
The labeling process was comprehensive, including two different planting distribution
types and clusters of chestnut trees of different ages in the dataset (Figure 2). In total, we
delineated 18,144 samples of chestnut tree clusters.

2.3. Experiment Design

The purpose of this study was to evaluate the classification accuracy of four semantic
segmentation models paired with backbone networks and to determine the best classifica-
tion model to depict the distribution and location of chestnut trees. Using the most suitable
classification model to determine the impact of training datasets composed of different
chestnut distribution patterns on model transferability (Figure 3).
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In order to choose the most appropriate categorization model, we first examined
the performance of eight alternative deep learning models. These models integrated two
backbone networks, ResNet-34 and ResNet-50, with four popular semantic segmentation
networks: U-Net, DeepLab V3, PSPNet, and DeepLab V3+. We identified the optimal deep
learning model for chestnut classification by comparing these models using the whole
training validation set. The chosen model was then trained and validated using various
training datasets that represent various chestnut distribution patterns, and the impact
of these diverse distribution patterns on the accuracy of the deep learning model was
then analyzed. The training datasets composed of different chestnut distribution patterns
included (1) chestnuts densely planted with a single tree species (DP) labeled as a training
dataset; (2) chestnuts with a scattered planting distribution in a complex background (SP)
labeled as a training dataset, with the same amount of data as in 1; (3) a mixed training
dataset composed of two distribution patterns of chestnut.

2.3.1. Semantic Segmentation Model

A typical problem in computer vision is semantic segmentation, which involves
taking raw data as input and transforming them into masks that highlight regions of
interest. Each pixel in the image is assigned a category label based on the object it belongs
to [37]. Compared to traditional methods, deep learning can learn more discriminative
features from raw data, thereby significantly improving segmentation accuracy in semantic
segmentation tasks [38].

In remote sensing image analysis, semantic segmentation techniques can accurately
delineate the contours of objects in images at a fine granularity and incorporate their spatial
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information, thus providing a more precise depiction of the “background” information in
remote sensing imagery [39]. Currently, CNNs are widely used for semantic segmentation
with various approaches based on different network design principles, such as dilated
convolutions, encoder–decoder architectures, feature fusion, and recurrent neural net-
works (RNN). This study evaluated the classification accuracy of representative networks,
including U-Net, DeepLab V3, PSPNet, and DeepLab V3+, for each of these methods.

The U-Net network structure adopts a “U-shape” encoder–decoder structure; encoder
and decoder network structure is one of the more common structures in the common net-
work structure model used for semantic segmentation [40]. The encoder typically consists
of multiple convolutional layers and pooling layers, which aim to extract feature maps
containing both positional and semantic information from the image [41]. On the other
hand, the decoder typically consists of deconvolutional (transpose convolution) layers
and unpooling (reverse pooling) layers, which aim to restore the spatial dimensions and
positional information lost in the feature maps, generating the prediction map [42]. This
structure can integrate high-level semantics and low-level fine-grained surface informa-
tion, thereby obtaining more accurate results through the synthesis of information from
both aspects. Currently, it has been widely applied in fields such as biological image
classification [43] and medical image analysis [44].

The DeepLab V3 network is a semantic segmentation method based on hollow con-
volution. Chen et al. [45] proposed the DeepLab V3 network based on DeepLab V1 and
DeepLab V2 in 2017, and introduced the Atrous Spatial Pyramid Pooling (ASPP) module
into the DeepLab V2 network. A batch normalization (BN) layer was added to further
improve it, and the cavity convolution module was designed in a cascading way. In the
framework of the cascade module and spatial pyramid pool, a larger receptive field can be
obtained to obtain more global-context scale information [45]. As a classical semantic seg-
mentation network, DeepLab V3 is commonly used as a comparative network in tree crown
detection and classification tasks to assess the accuracy of classification precision [46].

DeepLab V3+ adds a decoder module to the DeepLab V3 network to refine boundary
details. This method applies depth-wise separable convolutions in both the decoder
module and ASPP pool [47]. Xia et al. [48] used deep learning semantic segmentation CNN
DeepLab V3+ to identify infected pine trees and evaluate the extent of damage caused by
the disease.

The Pyramid Scene Parsing Network (PSPNet) method is a semantic segmentation
approach based on feature fusion, proposed by Zhao et al. [49] in 2017. It introduces a spatial
pyramid pooling module to aggregate features at different scales, enabling more effective
capture of contextual information. PSPNet provides effective global context information for
pixel-level scene analysis and improves the performance of open vocabulary objects and
content recognition in complex scene analysis. Stubbings et al. [50] utilized the semantic
segmentation PSPNet network to quantify urban trees at the city street level.

2.3.2. Model Training and Application

The following are the main processes in developing and using a model that are covered
by the study design:

(1) Preparation for the training dataset

All 17 orthophoto parcels were utilized as the training, validation, and testing dataset
after being filtered and manually labeled. Two parcels were set aside for testing the
model’s effectiveness. Since this experiment was mainly divided into two parts, the train-
ing/validation datasets needed to be set separately according to different requirements.
To support the ideal classification model for chestnuts, many sample data were required
in order to achieve universality. Therefore, except for the test set, all 15 annotated parcels
were used as the training/validation dataset to train the deep learning model, which was
composed of two types of chestnut distributions in the mixed training dataset. In order
to analyze the impact of two different types of chestnut distribution on the model accu-
racy, single-species chestnut with dense planting and complex background with sparsely
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distributed chestnut respectively composed the training dataset for evaluating the transfer-
ability of models between different types of chestnut distributions. The extra two parcels
were used as a testing set to evaluate the model’s performance in selecting the optimal clas-
sification model for chestnuts. Moreover, these two parcels contained two different types
of chestnut distribution patterns (DP and SP), which could be used to evaluate the data
transferability performance of models trained with different chestnut planting patterns.

ArcGIS Pro 2.9 (ESRI, Redlands, CA, USA) software was used to convert the existing
chestnut crown clustering training samples into training and validation datasets suitable
for deep learning models. The image patch size was set at 256 × 256 pixels, with a stride
offset of 128 × 128 pixels (50% overlap). Additionally, the labeled samples were rotated by
90◦ to enhance the training data and ensure the comprehensive capture of chestnut crown
information within the patches during the training and validation process [51].

A total of 726,188 image chips and 1,284,500 features were obtained from a mixed
training dataset composed of two distribution patterns of chestnuts. The labeled dataset for
densely planted chestnuts of a single species yielded 284,120 image chips and 506,136 fea-
tures, and the labeled dataset for chestnuts with a scattered distribution and complex
background yielded 147,648 image chips and 276,068 features.

(2) Model training

In the training process, we selected 75% of the training and validation set for model
training, and the remaining 25% for validation [23]. We also compared the performance
impact of using different backbone network structures, ResNet-34 and ResNet-50, on these
networks. U-Net, DeepLab V3, PSPNet, and DeepLab V3+ were the four network models
that were used in this investigation. To better handle the task and make it easier for them
to pick up new skills, their backbones were modified [52]. A total of 10 different models
were trained, including compositions of different training datasets used to compare the
transferability of the most suitable model. In order to reduce overfitting, training was
halted when the models showed no signs of progress [51]. The training and inference were
performed on a workstation with an AMD Ryzen 9 5950X 16-Core Processor CPU, NVIDIA
GeForce RTX 3090 GPU, and 64.0 GB of RAM.

(3) Model application

Each model trained with the selected optimal classification model was used to detect
the test sets DP (dense planting of a single chestnut tree species) and SP (scattered distri-
bution of chestnuts with complex backgrounds) in the test dataset. The average detection
results were then calculated for comparison, analyzing the impact of training different
datasets on model transferability.

2.3.3. Model Accuracy Evaluation

To evaluate the accuracy of the semantic segmentation models and determine the
most suitable model for chestnut tree crown detection, this study primarily employed three
evaluation metrics: user’s accuracy, producer’s accuracy, and F1 score [53]. User’s accuracy
measures the ratio of correctly classified pixels to the total number of pixels predicted by
the model (1). Producer’s accuracy assesses the model’s ability to successfully detect pixels
belonging to the target class and represents the recall rate for positive samples (2). The
F1 score is the harmonic mean of user’s accuracy and producer’s accuracy, taking into
account both the precision and recall of the model. These metrics were used to evaluate the
performance of different models and determine the most appropriate chestnut tree crown
detection model.

User′s accuracy = TP
TP+FP × 100% (1)

Producer′s accuracy = TP
TP+FN × 100% (2)

F1 score = 2×TP
2×TP+FP+FN × 100% (3)
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where TP (true positive) represents the number of pixels correctly classified as chestnut
trees, FP (false positive) represents the number of pixels erroneously classified as chestnut
trees, and FN (false negative) represents the number of pixels that were not correctly
classified as chestnut trees.

3. Results
3.1. Results of Chestnut Segmentation

This study investigated the potential of deep learning networks with different back-
bone models for tree segmentation on large-scale chestnut orchards. Eight trained models
were used, including U-Net (with ResNet-34 backbone), U-Net (with ResNet-50 backbone),
DeepLab V3 (with ResNet-34 backbone), DeepLab V3 (with ResNet-50 backbone), PSP-
Net (with ResNet-34 backbone), PSPNet (with ResNet-50 backbone), DeepLab V3+ (with
ResNet-34 backbone), and DeepLab V3+ (with ResNet-50 backbone). They were tested on
the dataset and successfully delineated the chestnuts. The performance of different models
for detection is shown in Table 1. It can be observed that the deep learning network with
ResNet-34 backbone, DeepLab V3, performed the best in the test dataset. It achieved an av-
erage F1 score of 86.13%. The DeepLab V3 model with a ResNet-34 backbone demonstrated
the highest user’s accuracy and producer’s accuracy, indicating its accurate classification
of chestnut pixels with fewer omissions and misclassifications. It achieved an F1 score
that was 1.05%–7.44% higher than the scores other models. The model with the ResNet-34
backbone network, DeepLab V3+, performed the worst on the test dataset. It achieved the
lowest average average F1 score of 78.69%. The classification performance of each model
on different test sets is shown in Figure 4.

Table 1. Comparison of classification performance among different combinations of semantic seg-
mentation models and backbone networks.

Semantic
Segmentation

Model

Backbone
Network

Producer’s
Accuracy (%)

User’s Accuracy
(%) F1 Score (%)

U-Net
ResNet-34 80.91 89.15 84.78
ResNet-50 82.31 88.13 85.08

DeepLab V3 ResNet-34 83.77 88.63 86.13 1

ResNet-50 79.85 90.51 84.75

PSPNet
ResNet-34 77.69 89.60 83.16
ResNet-50 78.06 88.26 82.67

DeepLab V3+ ResNet-34 71.39 88.47 78.69
ResNet-50 82.20 87.60 84.78

1 The DeepLab V3 (ResNet-34) model had the highest detection accuracy.

3.2. Impact of Backbone Networks ResNet-34 and ResNet-50 on Model Performance

According to the accuracy evaluation of different backbone models for various network
architectures shown in Table 1, the classification performance varied. In the U-Net network,
the F1 score of the ResNet-34 backbone (84.78%) was slightly lower than that of the ResNet-
50 backbone (85.08%). In the DeepLab V3 network, the F1 score of the ResNet-34 backbone
(86.13%) was higher than that of the ResNet-50 backbone (84.75%). In the PSPNet network,
the F1 score of the ResNet-34 backbone (83.16%) was higher than that of the ResNet-50
backbone (82.67%). In the DeepLab V3+ network, the F1 score of the ResNet-34 backbone
(78.69%) was lower than that of the ResNet-50 backbone (84.78%). It can be observed that
there was no clear pattern in the classification results among different backbone models for
the different network architectures.
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Figure 4. Visualization of semantic segmentation results from different test datasets. (a) U-Net
(with ResNet-34 backbone); (b) U-Net (with ResNet-50 backbone); (c) DeepLab V3 (with ResNet-34
backbone); (d) DeepLab V3 (with ResNet-50 backbone); (e) PSPNet (with ResNet-34 backbone);
(f) PSPNet (with ResNet-50 backbone); (g) DeepLab V3+ (with ResNet-34 backbone); (h) DeepLab
V3+ (with ResNet-50 backbone).

3.3. Evaluation of Model Generalization on Different Test Datasets

Models have different detection accuracy for different types of test data (Table 2).
There was a certain difference between the F1 scores on test set DP and test set SP. The F1
scores on test set DP were consistently lower than those on test set SP, indicating that the
detection accuracy on test set SP was significantly influenced. When using the optimal
classification model, DeepLab V3 (utilizing the ResNet-34 backbone model), the minimum
difference in F1 scores between test set DP and test set SP was 5.15%, and it achieved the
highest detection accuracy on test set SP (F1 score = 83.55%).
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Table 2. Comparison of detection accuracy of different semantic segmentation models on test datasets
DP and SP.

Semantic
Segmentation

Model
Test Data Producer’s

Accu-racy (%)
User’s Accuracy

(%) F1 Score (%)

U-Net
Test data DP 86.84 90.11 88.44
Test data SP 76.38 87.17 81.41

DeepLab V3 Test data DP 86.12 91.04 88.51
Test data SP 77.50 88.09 82.37

PSPNet
Test data DP 85.46 91.01 88.13
Test data SP 70.29 86.85 77.69

DeepLab V3+ Test data DP 85.18 90.64 87.80
Test data SP 68.41 85.43 75.67

The accuracy evaluation of chestnut detection and classification on test sets DP and
SP by models trained on different training datasets using the most suitable classification
model DeepLab V3 (with ResNet-34 backbone model) is shown in Table 3 and Figure 5.
The detection performance of models DP and SP was lower than that of model MIX on
all sites, and there were varying degrees of deviation in terms of detection errors and
missed pixels across different sites. The deep learning model trained on the mixed training
dataset composed of two distribution patterns of chestnuts achieved the highest mean
detection accuracy and the best classification performance, with a mean F1 score of 86.13%.
Models trained using a single training dataset composed of a singular distribution pattern
exhibited significant decreases in detection accuracy when applied outside the research
area. Specifically, the model trained solely on DP data showed lower classification accuracy
on test set SP (F1 score = 77.36%). On the other hand, the model trained with a single SP
training dataset had a relatively smaller impact on the classification accuracy for the test
set DP (F1 score = 86.79%), and the difference from the highest classification accuracy was
also relatively small. However, it still performed worse than the model trained with the
training dataset that includes two different planting patterns (F1 score = 88.71%).

Table 3. Evaluation of model generalization on different test datasets.

Model Training
Data Test Data Producer’s

Accuracy (%)
User’s

Accuracy (%) F1 Score (%)

Model DP DP

Test data DP 88.53 86.61 87.56
Test data SP 76.28 78.46 77.36

Mean 82.41 82.54 82.46

Model SP SP

Test data DP 85.28 88.35 86.79
Test data SP 78.15 83.73 80.84

Mean 81.72 86.04 83.81

Model Mix Mix

Test data DP 86.47 91.06 88.71
Test data SP 81.06 86.20 83.55

Mean 83.77 88.63 86.13
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Figure 5. Detection results for models trained on different training sample compositions, as well as
UAV remote sensing data and ground truth labels.

4. Discussion

Spatial distribution information on chestnut forests is essential for accurately evalu-
ating their area and quantity. Compared to traditional ground sampling surveys, remote
sensing technology combined with high-resolution RGB imagery provides an effective
means of detecting and acquiring the spatial distribution information on large-scale chest-
nut plantations. Deep learning, especially CNN, demonstrates excellent performance in
extracting spatial distribution information on large-scale chestnut plantations from drone
imagery, as demonstrated by the comparison of different semantic segmentation models,
particularly DeepLab V3 utilizing the ResNet-34 backbone model.

4.1. Semantic Segmentation

High-resolution RGB images obtained through UAVs were solely utilized in our re-
search. We employed four semantic segmentation models with two different backbone
models to detect chestnut pixels in the test dataset and determine the coverage area of chest-
nut planting. Among these models, DeepLab V3 (with a ResNet-34 backbone) achieved
the highest accuracy, with an F1 score of 86.13%. The use of high-resolution RGB imagery
can significantly reduce the need for extensive ground truth surveys, especially in dense
forest canopies such as tropical forests [7,54]. Compared to satellite imagery, which is
limited by weather conditions and spatial resolution, UAV remote sensing offers greater
flexibility [55]. In the context of tree species classification, remote sensing-based seman-
tic segmentation tasks have already been successfully used for large-scale mapping of
fruit trees such as coconut palms [4], citrus [6], and bananas [56] from UAV-based RGB
images. The combination of high-spectral and multi-spectral imagery with RGB imagery
has not demonstrated significant advantages in many tasks [6,57]. The combination of
high-resolution RGB imagery and deep learning semantic segmentation models provides a
method for fruit tree detection with maneuverability, flexibility, simplicity, and low cost.

By utilizing a well-trained semantic segmentation model, there is no need for tree
segmentation or localization steps prior to model inference. This enables us to fully
leverage the end-to-end learning capability of CNNs. This streamlined approach enhances
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both the efficiency and accuracy in estimating the coverage area of chestnut planting [23].
Many studies adopt object-based classification methods to delineate individual tree crowns
(ITCs) [25,30]. Combined with visible light (RGB) and multispectral data, as well as multi-
temporal analysis, a method was employed to detect chestnut vegetation coverage using a
canopy height model (CHM) and vegetation index thresholds [58,59]. CHM determines
the position of tree crowns based on height information and can detect the center point of
chestnut tree crowns [56]. However, due to potential mismatches between the top point
of chestnut trees and the center of their crowns, there may be slight displacements of the
highest point relative to the center. Additionally, in managed forests, trees constantly grow,
leading to varying degrees of crown overlap in chestnut plantations. It is challenging to
visually identify ITCs in unmanned aerial imagery [60]. This was the main reason for using
semantic segmentation methods to annotate and classify chestnut in this study.

4.2. Model Performance

The results obtained with the four semantic segmentation models, U-Net, DeepLab
V3, PSPNet, and DeepLab V3+, showed significant differences in RGB image detection. The
average F1 scores for these models were all above 80%, except for DeepLab V3+ (with the
ResNet-34 backbone model). DeepLab V3 with ResNet-34 achieved the highest average F1
score (86.13%), followed by U-Net with the ResNet-50 backbone model (F1 score = 85.08%),
and DeepLab V3+ with the ResNet-34 backbone model had the lowest F1 score (78.69%).
Many studies have compared the detection accuracy of different semantic segmentation
architectures [61–63]. Jeon et al. [64] compared the performance of deep learning models
for seagrass habitat detection and classification using U-Net, SegNet, PSPNet, and DeepLab
V3+. Among them, U-Net, which has a relatively simple structure and fewer parameters,
exhibited the best performance. Gibril et al. [4] evaluated the performance of U-Net
(ResNet-50 backbone), PSPNet (ResNet-50 backbone), DeepLab V3+ (Xception backbone),
U-Net (VGG-16 backbone), and DeepLab V3+ (ResNet-50 backbone) models based on
a large-scale dataset of coconut palm tree RGB images. Although newer deep learning
models are expected to demonstrate better semantic segmentation performance, in this
study, DeepLab V3 with a simpler architecture exhibited better performance than DeepLab
V3+ with deeper neural networks and more parameters. The U-Net network and DeepLab
V3+ model showed significant deviations regardless of image types, as the complexity of
the model may lead to overfitting or difficulties in training [64].

Each semantic segmentation model was tested using both the ResNet-34 and ResNet-50
backbone networks to evaluate the impact of different backbone networks on the detec-
tion results. There was no clear pattern regarding the influence of different backbone
networks on the detection performance of the semantic segmentation models (Table 1).
Generally, deeper backbone networks, such as ResNet-50, can provide richer feature repre-
sentation capabilities and learn more complex and abstract feature information compared to
shallower backbone networks like ResNet-34, which may result in better semantic segmen-
tation performance [65]. However, when combined with different backbone architectures
and semantic segmentation models, the accuracy of deeper backbone networks may not
necessarily surpass that of shallower backbone networks due to factors such as dataset
characteristics, parameter settings, and model architectures. It is advised to carry out tests
and assessments that are specifically adapted to the current dataset and task while carrying
out semantic segmentation tasks. The ideal backbone network and semantic segmentation
model combination can be found by analyzing several combinations in order to attain the
best detection performance [36].

4.3. Distribution of Sample Data

The impact of training data from different distribution patterns on model accuracy
was compared, and the transferability of models between different forest structures was
assessed. The results showed that different distribution patterns of training data influenced
changes in the background and context that the model had to deal with, resulting in
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differences in detection accuracy for the trained model on the same test data [66]. Compared
to the training data for a single forest environment, the mixed training data training
MIX model had higher accuracy in testing data detection for different wood structures.
Training datasets for complex forest backgrounds yielded greater improvements in model
performance compared to a single training dataset. This means that for training samples
of different wood structures, samples in complex backgrounds are more representative,
and closed canopy areas with dense stands and complex vertical structures provide more
identifiable features to the available complex background samples. Research by Morell-
Monzó et al. [66] reveals that when transferring the model outside the training area, there
is a poor recall for abandoned orchards in complex environments. These results also
emphasize the importance of having a well-represented dataset for abandoned orchards
in complex environments. However, this does not mean that single forest environmental
training data is useless for the identification of chestnuts in complex environments; on
the contrary, when classifying test data for complex forest environments, single forest
environment training data also contributes. Therefore, it is necessary to add more training
samples, especially complex forest background samples, for the identification of chestnut in
complex forest environments. Culman et al. [66] employed training samples from different
vegetation scenarios and found that expanding the size and diversity of the current dataset,
along with enriching the data for palm feature learning, helps train a powerful and efficient
vegetation detection model.

4.4. Portability across Data Types

Different planting patterns of chestnuts could affect the accuracy of model classification
and detection. When evaluating the most suitable classification model based on two types
of test data, DP and SP, all models performed better on the DP test data, with a difference
ranging from 5.15% to 16.65%. It was demonstrated that when the model was transferred to
areas outside the training region, the detection accuracy for trees with complex backgrounds
was the lowest among three different data types [66]. In order to better understand the
impact of the spatial distribution and data composition of the training dataset on model
performance, two sets of models were trained using training data consisting of a single type.
These models were evaluated for their transferability across different chestnut planting
distribution patterns. Models trained on training datasets composed of only DP or SP
showed a significant decrease in detection and classification performance on cross-data
type test data. This means that without including training data of the target dataset,
good generalization results cannot be achieved solely based on a single training dataset.
Moreover, models trained on a single training dataset also showed differences in the
generalization performance for different data types. The single SP training data showed
better generalization performance for different data types compared to single DP training
data. This indicates that the complex background and scattered planting chestnut training
data, due to their data diversity, enhance the model’s robustness and enable the model to
learn richer feature representations, resulting in better performance in other scenarios [64].

The classification accuracy of the mixed training data model was higher than that of
the single training data models. When comparing different training data compositions, the
models trained on the mixed training dataset showed better classification performance.
They achieved higher detection accuracy on both types of test data compared to the models
trained on the single training datasets. Difficulties in tree detection and classification under
complex backgrounds were reported before. Volpi et al. [67] studied the classification of
abandoned olive tree groves using a balanced dataset and obtained poor recall rates and
emphasized the importance of having a representative database with a good representa-
tion of the SP class. However, deep learning semantic segmentation models performed
well in classifying and detecting the SP class test data when trained on a mixed training
data composition.
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4.5. Limitations and Practical Considerations

Different semantic segmentation models for accurately depicting chestnut species
and vegetation communities in high-resolution RGB data were compared. The impact of
different data compositions on the classification and detection results for different data
types was validated, and the hybrid training data were proved to perform the best on
test data of different types. It is worth noting that this study did not employ instance
segmentation to individually segment complex and dense tree crowns, and thus did not
achieve accurate labeling and classification of ITCs due to overlapping crown heights [9]
and the lack of clear distinction between the crown edge and the top texture in the study
area [61]. It has been pointed out that the interference of overlapping tree crowns and
tree branches with crown-like features in orthoimagery is the main factor limiting the
application of instance segmentation in forestry for ITC detection [23,68]. However, with
the development of the computer industry, methods such as image enhancement using
LoG filters [25], defining rule-constrained parameter updates using probabilistic soft logic
(PSL) [69], and introducing model structures that enhance the performance and generaliza-
tion ability of neural networks offer the possibilities of accurate tree crown classification
and efficient application.

In agricultural environments where single-species tree classification is needed, cost-
effective consumer-grade UAVs can achieve relatively accurate tree crown classification [70].
To further improve the detection accuracy in different planting modes, future studies should
focus on enhancing the model’s spatial transferability and feature extraction capabilities
on training data of different planting modes, which would be meaningful for accurately
detecting chestnut distribution over a larger area.

5. Conclusions

The combination of low-cost UAV remote sensing data and semantic segmentation
models provides an effective method for precise real-time monitoring and evaluation
of tree canopy coverage. Four semantic segmentation models and backbone networks
were used to determine the most suitable means for classifying chestnut trees, and the
effect of chestnut planting patterns on model accuracy was examined. DeepLab V3 (with
ResNet-34 backbone) exhibits the best performance, while more complex and deeper CNN
structures or backbone networks may not improve the classification performance. In
addition, the spatial distribution patterns of different forest structures affect the accuracy
of model classification, and training datasets in complex forest backgrounds enhance the
performance of the model, so when obtaining limited training datasets, it is necessary to
give priority to the acquisition of data from complex forests backgrounds.
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