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Abstract: This study carefully assesses the capability of supervised machine learning classification
algorithms in identifying land cover (LC) in the context of the Jhelum River basin in Kashmir. Sentinel
2 and Landsat 8 high-resolution data from two satellite sources were used. Through preprocessing
techniques, we removed any potential noise inherent to satellite imagery and assured data consistency.
The study then utilized and compared the skills of the supervised algorithms random forest (RF) and
support vector machine (SVM). A hybrid approach, amalgamating classifications from both methods,
was also tested for potential synergistic enhancements in accuracy. Using a stratified random sampling
approach for validation, the SVM algorithm emerged with a commendable accuracy rate of 82.5%.
Using simulations from 2000 to 2015, the soil and water assessment tool (SWAT) model was used
to further explore the hydrological effects of LC alterations. Between 2009 and 2019, there were
discernible changes in the land cover, with a greater emphasis on ranges, forests, and agricultural
plains. When these changes were combined with the results of the hydrologic simulation, a resultant
fall in average annual runoff—from above 700 mm to below 600 mm—was seen. With runoff values
possibly ranging between 547 mm and 747 mm, the statistics emphasize the direct effects of urban
communities encroaching upon forest, agricultural, and barren lands. This study concludes by
highlighting the crucial role that technical pipelines play in enhancing LC classifications and by
providing suggestions for future water resource estimation and hydrological impact evaluations.

Keywords: land cover; support vector machines; random forest; SWAT model; ArcGIS; Landsat;
Sentinel; watershed modeling; satellite data

1. Introduction

Insights gained from modern environmental research and policymaking are increas-
ingly dependent on cutting-edge technologies. Accurate land cover classification generated
from satellite data has become a cornerstone of hydrology and river basin management [1].
However, as with many technologies, further research is needed to fully understand the
advantages and drawbacks of satellite-derived classifications.

Launched in 2013 and 2015, respectively, Landsat-8 and Sentinel-2 have revolutionized
the classification of land cover [2]. With unprecedented spatial and temporal resolutions,
combined with their spectral capabilities, they furnish a platform to distinguish even
subtle land cover types [3]. The ability of these satellites to provide complex land cover

Remote Sens. 2023, 15, 5338. https://doi.org/10.3390/rs15225338 https://www.mdpi.com/journal/remotesensing

https://doi.org/10.3390/rs15225338
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com
https://orcid.org/0000-0002-4763-7645
https://orcid.org/0000-0003-4943-0928
https://doi.org/10.3390/rs15225338
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com/article/10.3390/rs15225338?type=check_update&version=1


Remote Sens. 2023, 15, 5338 2 of 17

analysis opens the door to a wide range of applications, particularly in the management of
water resources.

However, challenges arise when translating these classified data into tangible insights
for river basins. River basins, which can cover large areas with a variety of land cover types,
are essential to regional hydrological cycles. The hydrological responses of the basin are
impacted by altered land cover patterns, which have an effect on evapotranspiration, soil
moisture, and subsequently, runoff [4].

The soil and water assessment tool (SWAT), since its inception, has been a reliable
tool to simulate the hydrological impacts of varied land use/land cover in expansive
watersheds [5]. Its integration with satellite data aims at a precise hydrological simulation.
Yet, the conundrum persists: how reliable are these simulations, especially given the
dynamic nature of river basins?

The distinction between “land use” and “land cover” is a key problem. Turner et al. [6]
point out that the latter is about the physical stuff on the surface, while the former pertains
to the human application of the land (agricultural, urbanization, etc.). This distinction
goes beyond simple semantics. Decisions about water management could potentially be
impacted by misinterpretation, which can result in flawed modeling. With the increas-
ing urban sprawl and agricultural intensification, land cover alterations are accelerating,
potentially straining water resources in river basins [7].

Moreover, in a river basin, weather data have a significant impact on the quantity
and quality of water [8–11]. The hydrologic model’s performance is improved through
better estimation and prediction of weather and land cover characteristics [12–14]. The
hydrologic model’s prediction is improved by appropriate geographical and temporal
resolution of the used land cover and the better weather data [15,16]. Several easy-to-use
and widely accessible spatial and weather datasets have been generated because of the
increased availability of spatial information in watershed modeling [17–19].

However, determining which data source is superior and how data from diverse
sources affect model outcomes is difficult [20]. In this research, stream flow findings in
the Jhelum River Basin, Kashmir, from the soil and water assessment tool (SWAT) model
using three distinct types of land cover datasets and two different weather datasets will be
described. The study’s goal is to investigate how changing land cover affects the runoff
from the reservoir due to precipitation. The study examines the interactions between
the characteristics of land cover change (land cover types) and the hydrologic processes
(water output and groundwater storage). The hydrologic process model SWAT was used to
simulate the hydrologic effects of the land cover changes and results were recommended
for future water resources management.

In conclusion, this study’s core goes beyond simple data analysis. It has the potential
to change how we manage water resources in river basins. The findings from this study aim
to open the door for more sustainable and well-informed decisions by closing conceptual
gaps, resolving underlying difficulties, and improving techniques. The significance of such
studies cannot be over-emphasized in a world where water scarcity and environmental
uncertainty are on the rise. Finally, it clarifies the intricate dynamics of land cover while
also highlighting the significant effects they have on our limited water supplies.

2. Materials and Methods

Situated in the heart of the expansive Indus Basin, our study area encompasses the
Jhelum River Basin (JRB), which spans 33,397 km2, marking it as the second-largest tributary
of the Indus Basin, see Figure 1 [21]. The Jhelum River Basin offers a unique confluence
of varied topography, hydrological significance, and critical water resource management
challenges, making it an ideal locale for comprehensive study.
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2.1. Classification Algorithms

Machine learning algorithms (MLAs) have gained prominence in detecting variations
in land cover (LC) primarily from a restricted range of imagery [22–25]. However, there is
ongoing discussion in the literature over the temporal consistency of MLAs [26–28].

A supervised learning algorithm called the support vector machine (SVM) is used to
resolve regression and classification problems [29]. SVM classifiers build an ideal hyper-
plane during the training phase that splits multiple classes with the fewest misclassified
pixels. A SVM is used to choose the extreme points and vectors required to construct the
hyperplane. These extreme areas are known as support vectors [30]. The cost element
Kernel, gamma, and C functions are the main factors to consider while selecting support
vectors [31]. The grid search method is used to define the C and Gamma parameters,
yielding precise prediction results. The SVM and support vector machines’ performance
are substantially impacted by the cost parameter C [32]. The linear kernel is preferred for
training on large datasets.

The most often used classifier, random forest (RF), builds an ensemble classifier
by combining many CART trees [33]. RF builds several decision trees using a random
selection of training datasets and parameters. Internally, the classifier’s performance is
evaluated together with an impartial assessment of the generalization error using the
non-training instances [34]. RF randomly selects variables from training samples at each
node to establish the best split for tree construction. The most important user-defined
input parameter for RF is the number of parameters and trees. According to the research,
between 100 and 500 trees should be counted, and the square of the set of variables should
be used as the number of variables to count [35]. In this research, ArcGIS 10.4 was used for
the classification of images by RF. For the classification purpose, 16 training samples were
used against 16 classes.
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In the current study, the above mentioned two classification methods—support vector
machines (SVM) and random forest (RF)—were used to compare how accurate they were
in classifying land cover of the Jhelum River Basin. To compare the performance of these
supervised algorithms, both the satellite images were also classified by using the combined
classification. This technique enables parallel monitoring of the classification process and
class accuracy. ERDAS Imagine was used for combined classification.

2.2. Classification Assessment

In the post-classification phase, the veracity of images categorized through machine
learning methodologies was ascertained. An accuracy assessment is instrumental in gaug-
ing the precision of the classified result, which mandates a reference dataset congruent
to the classification schema. The most common method for performing such evaluations
entails creating a random point set from ground truth data and comparing it to the cat-
egorized dataset in a confusion matrix. The four types of accuracy that were taken into
consideration for this study are listed below.

P_Accuracy =
Total number o f classi f ied pixels matching re f erence pixels

Total number o f re f erence pixels f or that class
× 100 (1)

U_Accuracy =
Total number o f classi f ied pixels matching re f erence pixels

Total number o f classi f ied pixels f or that class
× 100 (2)

Overall Accuracy =
Correctly classi f ied pixels

Total re f erence pixels
× 100 (3)

κ =
(P_Accuracy × U_Accuracy)− ∑(C × D)

P_Accuracy − ∑(C − D)
(4)

where:

P_Accuracy = the producer’s accuracy column shows false negatives, or errors of omis-
sion. The producer’s accuracy indicates how accurately the classification results meet the
expectation of the creator.
U_Accuracy = the user’s accuracy column shows false positives, or errors of commission,
in which pixels are incorrectly classified as a known class when they should have been
classified as something else.
κ = Kappa Coefficient.
C = Column Total.
D = Row Total.

2.3. Hydrologic Model

The soil water assessment tool (SWAT) model was developed as a distributed concep-
tual, physically based hydrologic model to predict the effects of land management practices
on water, sediment, and agricultural chemical yield in substantial, complex watersheds
with varying soil, land cover, and management conditions over extensive time periods [36].

SWt = SWo + ∑i
i+1

(
Rday − Qsur f − Ea − Wseep − Qgw

)
(5)

where SWt is the final soil content of the water (mm), SWo is the initial soil water content
on the ith day (mm), Rday is the amount of precipitation on the ith day (mm), Qsurf is the
amount of surface runoff on the ith day (mm), Ea is the amount of evapotranspiration on
the ith day (mm), Wseep is the amount of water entering the vadose zone on the ith day
(mm) and Qgw is the amount of return flow on the ith day (mm). To determine the total
sub-basins and basin values, the hydrologic processes listed in Equation (5) are anticipated
independently for each hydraulic response unit (HRU). In other terms, the HRU is the
operating unit of the model. To investigate the complex basin, the model divides it into
several sub-basin units, each drained by a reach. Each sub-basin is further divided into an
HRU (where hydrologic processes are seen as homogeneous) using a specific combination
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of land cover, soil type, and slope. The SWAT HRU water balance is made up of 16 storage
volumes, including snow, a soil profile (0–2 m), a shallow aquifer (typically 2–20 m), and a
deep aquifer (>20 m) [37].

2.4. Temporal Data

The SWAT model is developed to consider a range of modeling objectives as well as the
quantity and caliber of accessible input data. Climate-related variables are either generated
by a custom weather generator or incorporated into the SWAT model using historical
data [38]. The climate data for 15 years (2000–2015) were obtained by the SWAT global
weather database for JRB (https://swat.tamu.edu/data/cfsr (accessed on 17 April 2020)).
The soil data were obtained by the SWAT global weather database under the title India
datasets, which includes data for not only India but for the whole world data by FAO (Food
and Agriculture Organization) (https://swat.tamu.edu/data/(accessed on 1 July 2020)).
Three types of land cover data were used in this research. First was obtained by global land
cover 2009 (http://due.esrin.esa.int/page_globcover.php (accessed on 1 January 2021)).
The digital elevation model for the study area at 30 m resolution, 2019 Landsat 8 and
Sentinel 2 image was downloaded from the USGS website (https://www.usgs.gov/landsat-
missions/landsat-8 (accessed on 13 January 2021)) and the bands with 30 m resolution for
Landsat 8 and with 10 m resolution from Sentinel 2 were used to prepare the target study
area which in this case was the Jhelum River Basin (JRB).

2.5. Application Framework

Utilizing Landsat-8 and Sentinel-2 satellite data, land cover images of the Jhelum River
Basin were generated. The classification was carried out using two primary algorithms:
a support vector machine (SVM) and random forest (RF). To ensure a comprehensive
analysis, both satellite images underwent a combined classification technique. Following
this, an accuracy assessment was conducted, comparing the classified images with a
reliable reference dataset, which in this case was a high-resolution imagery. To compare
the classification map’s accuracy, random points from the reference dataset were mapped
into a confusion matrix. ArcGIS 10.4 was used to carry out the full procedure. Following
categorization, the SWAT model was used to investigate the hydrological effects, providing
information about how land cover has changed over time.

3. Results
3.1. Land Cover Classification

Figure 2 shows the classified images of Landsat 8 and Sentinel 2 satellite images. The
total number of classes is 16 and their names can be seen in Table 1, while SWAT codes can
be seen in the legend of Figure 2. From the visual inspection, the random forest classified
Landsat 8 image depicts more pixels in the red color which means that it is overestimating
the urban settlements (Figure 2b). Such a kind of error is a thematic error, which occurs
when a training sample for a certain class includes a pixel or number of pixels of other
classes, and during the classification a supervised algorithm using that sample confuses all
the classes. The error is smaller in the case of support vector machines (Figure 2a) due to
the difference in the classification methods of support vector machines and random forest.
Calculated areas of different land-use classes for Landsat 8 classified image are reported in
Table 1.

https://swat.tamu.edu/data/cfsr
https://swat.tamu.edu/data/
http://due.esrin.esa.int/page_globcover.php
https://www.usgs.gov/landsat-missions/landsat-8
https://www.usgs.gov/landsat-missions/landsat-8
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Table 1. Land cover Area of different classes for Landsat 8 image classified by different algorithms.

Class Names Landsat 8 SVM Classified
Areas in m2

Landsat 8 Random Forest
Classified Areas in m2

Landsat 8 Combine
Classified Areas in m2

Rain-Fed Crops (CRIR) 4,792,441,500 3,822,347,700 29,006,659,800
Dry Crops (CRDY) 5,282,307,000 5,707,529,100 6,445,646,100

Row Agriculture (AGRR) 1,920,349,800 2,327,472,000 3,679,992,900
Crops And Grasses (CRGR) 1,338,019,200 1,197,567,000 3,066,940,800

Broad Leaf Forest (FRSE) 1,176,307,200 1,105,245,900 2,306,052,000
Forest Deciduous (FRSD) 1,440,661,500 1,093,562,100 334,854,000
Needle Leaf Forest (FRSE) 2,512,664,100 2,599,309,800 2,286,873,000

Mixed Forest (FRST) 1,313,891,100 1,049,804,100 4,826,664,900
Mosaic Shrubs and Grasses (MISG) 411,715,800 662,919,300 867,705,300
Mosaic Grasses and Shrubs (MIGS) 874,218,600 1,264,524,300 1,557,319,500

Shrubs Land (SHRB) 1,513,336,500 1,726,434,900 1,525,024,800
Herbaceous Land (RNGE) 4,416,347,700 4,186,488,600 1,673,035,200
Urban Settlements (URBN) 4,232,900,700 6,272,032,500 1,901,830,500

Barren Land (BARE) 973,674,900 847,521,900 3,589,747,200
Water Bodies (WATB) 1,234,278,900 647,824,500 1,968,434,100

Perennial Ice Cover (WATR) 1,762,086,600 684,617,400 708,812,100

From Table 1, it can be seen that the area is mostly made up of rain-fed and dry crops.
The rain-fed crops area for different algorithms is 5982.5 km2 by support vector, 4822.7 km2

by random forest and by combined classification it is 24.5 km2. Dry crops, on the other
hand, constituted a land use of 6985.7 km2 (highest value). The remaining land uses are
reported in Table 1. From Table 2, it can be seen that the areas in the case of Sentinel 2 image
are surprisingly different from the classified Landsat 8 image. In most of the cases, the
areas are greater than the areas from the Landsat8 classified image. The greatest area values
are for herbaceous land: they are 9454.8 km2 by support vector and 7538.7 km2 by random
forest, respectively. In addition, the greatest value is also for herbaceous land. The rest of
the values can be seen in Table 2. The comparison of values for the two satellite images is
reported in Table 2.

Table 2. Land cover area of different classes for Sentinel 2 image classified by different algorithms.

Class Names Landsat 8 SVM Classified
Areas in m2

Landsat 8 Random Forest
Classified Areas in m2

Landsat 8 Combine
Classified Areas in m2

Rain-Fed Crops (CRIR) 5,982,550,146 4,822,768,963 24,582,564.49
Dry Crops (CRDY) 3,680,562,256 4,568,699,832 6,985,752,514

Row Agriculture (AGRR) 1,744,995,559 2,045,955,144 7,293,704,112
Crops And Grasses (CRGR) 603,689,880.1 1,388,018,688 4,223,103,570

Broad Leaf Forest (FRSE) 612,557,897.2 848,808,205.6 226,860,643.3
Forest Deciduous (FRSD) 1,354,356,714 661,014,099.2 78,211,039.68
Needle Leaf Forest (FRSE) 4,461,742,689 3,674,827,342 2,000,841,830

Mixed Forest (FRST) 918,870,604.2 1435,203,322 5,744,628,795
Mosaic Shrubs and Grasses (MISG) 128,296,487.7 825,203,831.7 334,754,181.1
Mosaic Grasses and Shrubs (MIGS) 664,754,050.5 1,175,044,814 1,020,541,339

Shrubs Land (SHRB) 872,673,001.6 940,767,766.2 198,469,806.8
Herbaceous Land (RNGE) 9,454,880,784 7,538,788,679 1,023,609,337
Urban Settlements (URBN) 1848,227,219 1,972,648,721 1,560,824,053

Barren Land (BARE) 133,631,926.5 105,183,218.5 2,181,308,750
Water Bodies (WATB) 860,517,556.8 394,829,712 891,638,807

Perennial Ice Cover (WATR) 202,416,3276 2,850,595,271 649,561,151.2

3.2. Accuracy Assessment

For the Landsat 8 image classification, accuracy reports were created, and a summary
of the classification accuracy is reported in Table 3. Overall classification accuracy for
support vector machines was found to be 82.5% and the kappa coefficient was 81.33%. For
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random forest, the decrease in accuracies can be observed due to the thematic error and the
values are 64% for kappa and 66% for overall accuracy. In the case of the Sentinel 2 image
(Table 4), the accuracies were high for the random forest algorithm with a value of 78% for
overall accuracy and kappa coefficient. A comparison was made between the land-use areas
of global land cover 2009 and 2019 Landsat 8 classified image with the greatest accuracy
achieved from the classification methods considered in this research. The area showed
the highest rate in terms of urbanization with a value of 4232.9 km2 as compared to the
urban area calculated by global land cover in 2009 which was 14. km2. Despite achieving
high classification accuracy, the support vector machines exhibited some misclassification,
particularly in urban areas, suggesting potential confusion between urban pixels and other
classes, leading to potentially erroneous results. The remaining classes did not depict this
difference and the values for these classes were acceptable. Larger areas include ranges,
forests, and agriculture with the values of 7215.6 km2, 6443.5 km2 and 13,333.1 km2, which
are lesser than the areas of global land cover in 2009. Most classes showed a decreasing
trend, but settlements skyrocketed during the 10 years between 2009 and 2019 (Figure 3).

Table 3. Accuracy assessment of Landsat 8 classified image.

Class Names

Landsat 8 Classified Image Accuracy Values

Support Vector
Machines Random Forest Combine Classification

P_Accuracy U_Accuracy P_Accuracy U_Accuracy P_Accuracy U_Accuracy

Rain-Fed Crops (CRIR) 0.67 0.40 0.71 0.50 0.80 0.80
Dry Crops (CRDY) 1.00 0.70 0.88 0.70 0.88 0.70

Row Agriculture (AGRR) 0.89 0.80 1.00 0.50 0.82 0.90
Crops and Grasses (CRGR) 1.00 0.60 0.83 0.50 1.00 0.60
Broad Leaf Forest (FRSE) 0.91 1.00 0.88 0.70 1.00 1.00
Forest Deciduous (FRSD) 1.00 0.90 0.75 0.60 1.00 0.80
Needle Leaf Forest (FRSE) 1.00 0.90 0.60 0.90 0.53 0.90

Mixed Forest (FRST) 0.83 1.00 0.57 0.80 0.67 0.40
Mosaic Shrubs and Grasses

(MISG) 0.83 1.00 0.70 0.70 0.83 1.00

Mosaic Grasses and Shrubs
(MIGS) 0.64 0.90 0.58 0.70 0.59 1.00

Shrubs Land (SHRB) 0.69 0.90 0.75 0.60 0.82 0.90
Herbaceous Land (RNGE) 0.83 1.00 0.45 0.90 0.59 1.00
Urban Settlements (URBN) 0.75 0.30 0.67 0.20 1.00 0.30

Barren Land (BARE) 0.56 0.90 0.38 0.50 0.43 0.30
Water Bodies (WATB) 1.00 0.90 0.89 0.80 1.00 0.80

Perennial Ice Cover (WATR) 0.91 1.00 0.71 1.00 1.00 0.90
Kappa 0.81 0.64 0.75

Overall Accuracy (%) 82.50 66.25 76.87

Table 4. Accuracy assessment of Sentinel 2 classified image.

Class Names

Sentinel 2 Classified Image Accuracy Values

Support Vector
Machines Random Forest Combine Classification

P_Accuracy U_Accuracy P_Accuracy U_Accuracy P_Accuracy U_Accuracy

Rain-Fed Crops (CRIR) 0.83 0.50 1.00 0.60 0.75 0.60
Dry Crops (CRDY) 0.71 0.50 0.86 0.60 0.75 0.60

Row Agriculture (AGRR) 0.67 0.60 1.00 0.70 0.91 1.00
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Table 4. Cont.

Class Names

Sentinel 2 Classified Image Accuracy Values

Support Vector
Machines Random Forest Combine Classification

P_Accuracy U_Accuracy P_Accuracy U_Accuracy P_Accuracy U_Accuracy

Crops and Grasses (CRGR) 1.00 0.40 1.00 0.70 1.00 0.50
Broad Leaf Forest (FRSE) 0.75 0.90 1.00 0.90 0.88 0.70
Forest Deciduous (FRSD) 0.73 0.80 1.00 0.80 0.67 0.40
Needle Leaf Forest (FRSE) 0.44 0.40 0.83 1.00 0.73 0.80

Mixed Forest (FRST) 0.54 0.70 0.90 0.90 0.45 0.50
Mosaic Shrubs and Grasses

(MISG) 0.67 0.40 0.91 1.00 0.71 0.50

Mosaic Grasses and Shrubs
(MIGS) 0.59 1.00 0.71 1.00 0.89 0.80

Shrubs Land (SHRB) 0.78 0.70 0.56 0.90 1.00 0.90
Herbaceous Land (RNGE) 0.43 0.90 0.45 1.00 0.32 1.00
Urban Settlements (URBN) 0.75 0.30 1.00 0.10 1.00 0.10

Barren Land (BARE) 0.14 0.10 0.67 0.60 0.40 0.60
Water Bodies (WATB) 0.91 1.00 0.88 0.70 1.00 0.70

Perennial Ice Cover (WATR) 0.64 0.90 0.77 1.00 0.69 0.90
Kappa 0.61 0.78 0.66

Overall Accuracy (%) 63.12 78.12 66.25
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3.3. Hydrologic Simulations

A comparative analysis was conducted to examine the impact of variations in the
land use areas within the Jhelum River Basin, as discerned from the global land use data
of 2009 and a 2019 Landsat 8 classified image, noted for its elevated accuracy values,
on the hydrological simulations crafted via the SWAT model. Figures 4–11 articulate
the average monthly values for assorted components of the hydrologic cycle, revealing
discernible fluctuations in both surface and lateral runoff, along with sediment yield, while
concurrently maintaining consistent trends across the remaining components.
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3.4. Sensitivity Analysis

Figure 12 depicts the effect of land-use classes on the surface runoff of a river basin.
The runoff obtained by a classified JRB satellite image was 596.33 mm and the curve number
(that is an infiltration parameter dependent on the assumed land use/land cover scenario,
ranging from 0, all the rainfall becomes infiltration, and no runoff is present, to 100, all
the rainfall becomes runoff and no infiltration is present) obtained was 78.01 (Figure 13).
Interchange of classes indicated that the larger forest area decreased the surface runoff
to nearly 540 mm. Conversely, the presence of larger urban areas increased the runoff to
740 mm, which explains the increase in runoff by 200 mm from the original value. The rest
of the values can be seen in Figure 12. From the Figure, we can observe the scenarios in
which other classes, if converted to urban settlements, added volume to the runoff. For
example, in the case of agricultural land to urban settlement the value is 635.4 mm and
interchange of ranges and urban settlements recorded 662.37 mm (Figure 12). The curve
number (CN) derived from the classified satellite imagery of the Jhelum River Basin was
quantified as 78.01, wherein a lower CN indicates a diminished runoff. Analyzing Figure 13
reveals a nuanced relationship between land cover type and CN: an increased forest land
proportion led to a reduced CN of 75.1, while an augmentation of urban areas elevated the
CN to a notable 82.73. This underscores a discernible relationship where a proliferation
of forested lands mitigates the runoff to the river basin, while, conversely, urbanization
amplifies it.
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4. Discussion and Conclusions

The findings revealed that the support vector method exhibited exceptional classifica-
tion performance, achieving an accuracy rate exceeding 80% when applied to image data.
In the context of thematic errors, the utilization of the random forest algorithm led to a
notable reduction in the accuracy levels of the classified images, plummeting to nearly 60%.
This decline in accuracy was primarily attributed to the higher prevalence of cloud cover
in Sentinel-2 images compared to Landsat 8 images. Interestingly, while this increased
cloud cover posed challenges for the support vector classifier, it appeared to have a more
favorable impact on the performance of the random forest method, resulting in relatively
greater accuracy outcomes.

In the case of Sentinel-2 data, the greatest achievable accuracy remained below the 80%
threshold. When it came to Landsat 8 data, combined classification yielded commendable
results, surpassing 75%, but disappointingly, this approach performed poorly when applied
to Sentinel-2 imagery, resulting in a substantial drop in accuracy to 65%.

To assess changes in the water balance cycle within the Jhelum River Basin, a series of
simulations spanning 15 years (2000–2015) were conducted using a combination of Landsat
8 SVM-classified images and the global land use data from 2009. These simulations revealed
significant variations in surface and lateral runoff as well as sediment yield, while other
components demonstrated relatively consistent trends. Notably, the analysis indicated
that the conversion of forested areas, agricultural zones, rangelands, and barren lands into
urban settlements could potentially elevate the average annual runoff from 596 mm to a
striking 747 mm. Conversely, an increase in forested regions had the potential to decrease
the annual runoff to as low as 547 mm from its previous level of nearly 600 mm. The results
are in line with the previous literature. For instance, Recanatesi and Petroselli [39] found
that urbanization increases the flood risk, which was more pronounced in the part of the
selected area that has been more extensively interested by the soil sealing. Kandissounon
et al. [40] quantified the contribution of extensive land cover change to urban flooding in
Nigeria, describing an urban area where the changes in land cover led to a 64% increase in
average surface runoff for single rainfall events, and an average annual surface runoff that
has almost doubled due to amplified soil imperviousness. Umukiza et al. [41] evaluated
the peak discharge and flow volume under different assumed scenarios of land use/land
cover projected starting from a diachronic analysis of satellite images from 1985 and 2019.
The results showed that the peak discharge and flow volume are affected by the variation
in the CN value. Vojtek and Vojteková [42] in order to estimate the surface runoff for a
watershed in Slovakia, in their investigated period (1949–2017), observed quite significant
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changes due to land cover changes, with arable land decreasing the most, by more than half,
while the share of forests increased. In these circumstances, the runoff volume values in
the basin area decreased during the years covered. Finally, it is noteworthy that land cover
changes affect not only the surface water runoff, but are also a key input in environmental
evaluations for the sustainable planning and management of socio-ecological systems, as
demonstrated by Pelorosso et al. [43].

Therefore, in conclusion, for JRB changes in land cover areas do affect the runoff, the
precise calculation of which is necessary for sustainable water resource quantification in a
multi-purpose river basin.

Research Innovation and Future Recommendations

Our investigation transcends mere computational application, delving into a nuanced
exploration of the interplay between varying algorithmic applications and their ramifica-
tions on land cover classification, particularly within the nuanced geographic context of the
Jhelum River Basin. Distinct algorithms exhibit varied efficacies across divergent satellite
data, a paradigm explicitly illustrated in the comparative analysis between the support
vector machine (SVM) and random forest (RF) approaches. The SVM, albeit sensitive to
sample selection, showcased adeptness in navigating the intricate geography, enabling
precise classification of obscured or intermingled classes. In contrast, RF demonstrated
a less proficient management of geographic complexity, underscoring the necessity for
algorithmic selection to be intricately tied to data characteristics and the research context.

Furthermore, it became clear that the clarity and purity of satellite data were crucial for
successful classification, with impurities or cloud obfuscations having the potential to cause
pixel amalgamation and, as a result, class confusion during the classification process. This
reveals a crucial point for further study and applications in water management, notably in
determining the effects of changing land cover on hydrological simulations using SWAT-
like models. The findings’ elucidation of the quantifiable impact of various land use
classes on runoff provides water managers with data-driven insights that enable a more
comprehensive and flexible strategy for quantifying and allocating water resources.

This study advocates for the strategic integration of these methodologies in water
resource quantification, particularly in conjunction with physically parameterized hydro-
logic models like SWAT. This is because land-cover classes have a significant impact on
river basin runoff and classification algorithms have been shown to be accurate. It is a
project that goes beyond simple quantitative analysis and navigates the many fluidities
and complexities of water management, which are intricately linked to shifting land-use
patterns and environmental factors.

Considering the lessons learned from the Jhelum River Basin, future research directions
should focus on improving the combination of machine-learning algorithms and hydrolog-
ical models. This involves putting special emphasis on supporting various geographical
resolutions and giving ongoing updates to land-cover and land-use datasets priority to
improve prediction accuracy. Fostering collaborative interfaces between hydrologists and
data scientists is crucial for the development of effective, flexible, and scientifically sound
water management practices, especially in areas subject to changing hydrological patterns.
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