
Citation: Xie, Y.; Luan, Y.; Chen, L.;

Zhang, X. A Modified Iteration-Free

SPGA Based on Removing the Linear

Phase. Remote Sens. 2023, 15, 5535.

https://doi.org/10.3390/rs15235535

Academic Editor: Timo Balz

Received: 20 August 2023

Revised: 20 November 2023

Accepted: 21 November 2023

Published: 28 November 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

remote sensing  

Article

A Modified Iteration-Free SPGA Based on Removing the
Linear Phase
Yi Xie 1,2, Yuchen Luan 1, Longyong Chen 1 and Xin Zhang 1,*

1 National Key Laboratory of Microwave Imaging Technology, Aerospace Information Research Institute,
Chinese Academy of Sciences, Beijing 100190, China; xieyi20@mails.ucas.ac.cn (Y.X.);
luanyc@aircas.ac.cn (Y.L.); chenly@aircas.ac.cn (L.C.)

2 School of Electronic, Electrical and Communication Engineering, University of Chinese Academy of Sciences,
Beijing 100094, China

* Correspondence: zhangxin000181@aircas.ac.cn

Abstract: In traditional Stripmap SAR imaging,the platform motion error will bring the phase error
in the azimuthal direction to the image, which will have a series of effects on the imaging quality.
The traditional autofocus algorithm—Stripmap Phase Gradient Algorithm (SPGA)—can estimate any
order phase error above the second order in theory, but it is difficult to estimate the linear phase error,
which leads to the discontinuity of the estimated phase error. It usually needs multiple iterations to
focus an image, which is inefficient. Moreover, because the linear phase error cannot be estimated,
the traditional SPGA cannot eliminate the target offset in the image, resulting in the distortion of
the image in the azimuthal direction. According to the continuity of phase error, we propose a
modified iteration-free SPGA based on removing the linear phase. Without iteration, the proposed
autofocus algorithm can achieve comparable or even better results than traditional SPGA. In the
simulation experiments, piecewise linear errors are added to the images of multiple targets. SPGA
still fails to focus the image after six iterations. The average ILSR and ILSR are−7.11 dB and−3.99 dB,
respectively, and the average number of point target drift is 8.42 pixels. The proposed algorithm
optimizes the average ILSR and ILSR to −12.34 dB and −9.87 dB and reduces the average number of
point target drift to 0.16 pixels. In the actual data processing, using image entropy as the evaluation
criterion, the time consumption is only 19.25% of SPGA under the condition of achieving the same
focusing quality.

Keywords: phase gradient algorithm; linear phase error; autofocus; iteration-free

1. Introduction

Synthetic Aperture Radar (SAR) has been widely used in military reconnaissance,
terrain mapping, environmental monitoring, and other fields [1,2] because of its all-weather
ability. In the Stripmap SAR imaging algorithm, it is considered that the radar platform
moves uniformly in a straight line, but in reality, due to many factors such as airflow
disturbance and piloting error, the track will be an irregular curve.

Thus, phase errors are added in azimuth and distance direction, causing defocusing,
distortion, and other phenomena affecting image quality [3,4]. Flight trajectory and attitude
data provided by INS and GNSS are usually used for motion compensation [5,6] to eliminate
serious errors. However, due to the limitation of the accuracy of the inertial data and
vibration of the load itself, motion compensation cannot eliminate all errors. In order
to solve this problem, it is necessary to use autofocus technology; that is, to use the
characteristics of echo data itself for motion error compensation so that the image can be
further focused [7]. Figure 1 shows where motion compensation (MoCo) [8] and autofocus
technology are typically used, and to what extent they improve image quality.
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(a) (b) (c)

Figure 1. MoCo and autofocus using scene and effect comparison. (a) Raw Image; (b) Image after
Moco; (c) Image after Autofocus.

According to the modeling method of motion error, standard autofocus algorithms
are usually divided into two categories: parametric method and non-parametric method.

(1) Parametric autofocus method: Parametric autofocus methods usually build a
parametric model for motion errors and then use algorithms to estimate the parameters of
the model, mainly including Map-Drift (MD) [9] and Shift-And-Correlate (SAC) [10]. Their
algorithms are simple and fast. However, it is only effective for quadratic phase errors, but
not for linear phases and higher-order phases (above the second order) [11]. In addition,
there is an autofocus algorithm based on image optimization, which uses specific criteria
to search a set of optimal parameters for the motion error model according to different
actual requirements to achieve the best image quality. The criteria mainly include contrast
optimization (CO) [12], sharpness [13–15], and minimum entropy (ME) [16–18]. Since there
is no analytical mapping relationship between image quality and model parameters, the
iterative search process is needed to meet the constraints in image optimization methods.
The larger the phase error order, the greater the computational complexity and the longer
the time cost.

(2) Non-parametric autofocus method: The non-parametric method does not require
a parametric model of the motion error because it extracts the phase or phase gradient of
the motion error directly from the raw radar data. Its main representative algorithm is the
Phase Gradient Algorithms (PGA) [19–21], which does not depend on the specific model
and can estimate the phase error from the characteristics of the data itself. Theoretically,
the phase error of the second order or any order above can be estimated through iteration.
Because of this advantage, various improved algorithms based on it have been widely
studied in recent years, but there are still some problems that have not been overcome.
For example, the Stripmap Phase Gradient Method (SPGA) [22,23], which is suitable for
strip mode SAR. It introduces the PGA algorithm into strip SAR imaging. Although it
has the advantages of being simple and easy to implement, it still does not make up for
the shortcomings of PGA in essence, and it is still unable to directly estimate the linear
phase error. The existence of linear phase error will lead to the drift of the target [24,25].
The SPGA algorithm will extract and splice the phase error of the point target at different
positions. When the phase history of the image is too long, the linear terms of the phase
error in different regions will be different, resulting in discontinuities at the phase stitching
and large errors in the coincidence part, which further leads to unfocused images and
requires several iterations to eliminate this effect [26]. On the one hand, multiple iterations
will consume a lot of computing resources and reduce the focusing efficiency, making it
difficult to achieve real-time processing. On the other hand, it is still impossible to ensure
that the global linear error residual is at the same level after iteration. As a result, although
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the image is focused, it will produce distortion in the azimuthal direction, which leads
to a series of problems in some applications, such as SAR scene matching navigation
technology [27,28], where image distortion will affect the navigation accuracy. For the
above problems, under normal circumstances, SPGA first subtracts the average value of the
phase error gradient of the adjacent two points, takes the average value of the phase error
of the coincidence part when stitching the phase error, and then eliminates the influence
of linear error as much as possible through iteration. However, the effectiveness of this
approach is very limited.

In this paper, we analyze the effect of linear phase on SPGA; that is, it will cause
image distortion and increase the number of iterations. We propose a modified autofocus
algorithm based on SPGA that can remove linear phase error. We use phase continuity to
estimate and restore the real relative position of the strong point target so that the linear
error can be preserved in the phase error extraction stage. Because the real position of the
strong point can be estimated, the phase error can be restored to the greatest extent so that
there will be no phase discontinuity in the phase splicing stage, which theoretically through
one iteration can achieve the ideal effect. Compared with the traditional SPGA algorithm,
the proposed algorithm only uses a small computational cost to achieve the goal of no
iteration and no image distortion, which is helpful to SAR real-time autofocus imaging.

2. Theory

As shown in Figure 2, the trajectory of the aircraft will be curved due to airflow
disturbance or self-vibration, which will bring phase error to the azimuth data, and it will
change with the azimuth time. Assume that the residual phase error after MoCo is ϕ(t).

Figure 2. Schematic of the ideal flight trajectory and the actual trajectory of the SAR system.

To explore why SPGA requires multiple iterations and cannot estimate linear phase,
start with a mathematical process of point target focusing and defocusing. Let the peak of a
point target be at t0 and its expression before pulse compression be:

S(t) = exp
{
−jπK(t− t0)

2
}

(1)

When it is disturbed by a phase error ϕ(t), there is:

Se(t) = exp
{
−jπK(t− t0)

2 + jϕ(t)
}

(2)

As shown in Figure 3, the introduction of phase error will have many effects on pulse
compression results, such as main lobe broadening, side lobe rising, side lobe dissymmetry,
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and peak point drift. These phenomena are reflected in the image as defocusing and
distortion. When we know the exact working parameters such as t0 and K, this process is
reversible; that is, we can extract ϕ(t) through inverse compression and dchirp operation
and compensate it to the original formula. You can obtain the focused pulse compression
signal again. (PC{} indicates the pulse compression operation).

Figure 3. Schematic diagram of the principle of SPGA.

It is fundamental is to inversely solve the phase error gradient by using the point
target characteristics in the image, obtain the phase error surface through integration and
fitting, and focus the image by compensating the phase errors.

In theory, it can estimate any error above the second order through iteration, but it is
difficult to estimate the linear phase because the linear phase is reflected in the shift of the
point target in the orientation, which prevents us from getting the right t0. When carrying
out the Legendre polynomial expansion on the phase error and listing the first-order term
only, the higher-order terms represented by ϕ0(t), we can obtain:

ϕ(t) = a0(t− t0) + ϕ0(t− t0) (3)

substituting the above Equation (3) into Equation (2), we obtain:

Se(t) = exp

{
j

[
−πK

(
t− t0 +

a0

2πK

)2
+

a2
0

4πK
+ ϕ0(t− t0)

]}
(4)

By observing Equations (2) and (4), we see that the real position of the peak point is
t0, but due to the existence of the linear component of phase error, its peak point will be
shifted to t0 − a0

2πK . This will cause us to be unable to confirm the true value of t0. Since
a0 is an indeterminate constant, this will cause us to be unable to confirm the true value
of t0. This will further cause the extracted phase error information to change from ϕ(t)

to ϕ(t)− a0(t− t0) +
a2

0
4πK , thus losing the linear phase information. That is, if the correct

point target position cannot be selected, the linear error cannot be extracted, and the true
position of the origin cannot be returned if the linear error cannot be estimated. The two
problems affect each other.

As shown in Figure 4, suppose there are two point targets whose positions are t1
and t2, respectively, and their synthetic aperture overlapped part is AB. ϕ(t) (green
solid line) is the true phase error passing through the two point targets. According to

Equations (3) and (4), the estimated phase errors by SPGA are a2
1

4πK + ϕ1(t− t1) (blue dotted

line) and a2
2

4πK + ϕ2(t− t2) (yellow dotted line), respectively. The concatenated phase error
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curves are ϕε(t) (red solid line). It can be seen that due to the absence of the linear phase,
there will be a large difference between the estimated phase error curve and the actual
phase error.

Figure 4. Schematic of the effect of linear phase on phase stitching in SPGA.

3. Method

In the process of processing a lot of real data, we found that under most conditions,
due to the influence of linear phase error, the point target will only offset within a certain
range of azimuthal direction, which means that the real position of the point target is
around the selected point. As long as we go through all the points within a certain range
around the selected point, the point closest to the real position can always be screened
out under certain conditions. According to the continuity of the phase error, the motion
error of the overlapped parts should be the same. When the selected point is correct, the
coincidence degree of the phase error of the overlapped parts of two adjacent synthetic
apertures should be the highest; that is, the phase difference in the overlapped part of the
phase error function is the smallest. In other words, the phase error function has the greatest
correlation. Therefore, for each point target selected, the point within a certain range of
its azimuthal direction is taken as the alternative point of its real position. Then, through
the coincidence part of the phase error of adjacent points, the error matching is carried out
and the point closest to the real position is screened out from the alternative points so as to
extract the linear phase error of this point. Figure 5 is a flow chart of our approach.

Figure 5. Main steps of our approach.



Remote Sens. 2023, 15, 5535 6 of 20

3.1. Point Selection

The extraction of the linear phase depends on the phase error function of the coinci-
dence part of the synthetic aperture of two adjacent points. Therefore, in the process of
point selection, in addition to ensuring the good characteristics of the point target, it should
be evenly distributed in the entire imaging region as far as possible so that the two adjacent
points have overlapping parts as far apart as possible, so as to meet the conditions of phase
error matching.

In many cases, due to the different scattering characteristics of ground objects, the
strong points in the image may be concentrated in a few range gates or several range units.
Using the maximum peak point of the range gate or range unit as the point target will filter
out part of the ideal point target so that point targets are not evenly distributed in the
azimuthal direction. Therefore, this paper uses 2D CFAR detection results [29,30] instead
of the maximum range element for preliminary screening and uses the contrast rule for
secondary filtering. That is, the amplitude of the LFM signal generated by the ideal point
target is considered consistent within the synthetic aperture, as shown in Equation (5).

Qk = 1−

[
1

TS

∫ TS
2

− TS
2

|Sk(t)|dt
]2

1
TS

∫ TS
2

− TS
2

|Sk(t)|2dt
(5)

Sk(t) is the LFM signal, TS is the synthetic aperture time, less than a synthetic aperture
according to the LMF signal duration at this point. k is the number of point selection results
of 2D CFAR.

3.2. Phase Error Extraction

This part is not the key point of the article, but aims to briefly introduce the basic
concepts and functions of the related operations of phase error extraction and describe the
brief process from the point target to the phase error. For a more detailed introduction, see
paper [7].

(1) Intercepting: When the point target is determined, the data of one synthetic aperture
length are intercepted in the azimuthal direction with the point target as the center. When
the data are less than one synthetic aperture, the excess part is discarded.

(2) Inverse pulse compression: It is the inverse process of pulse compression. Let the
azimuthal coordinate of the image be u, the range coordinate be v, and the coordinates

of the selected point be (u0, v0). The signal intercepted centered at this point is X0(u).
The reference function of the range gate is H( fa), and fa is the azimuth frequency domain
coordinate. The signal after inverse pulse compression is S0(t), where t is the azimuth time
domain coordinate. They have the following equation:

S0(t) = IFFT{FFT{X0(u)} · H( fa)} (6)

(3) Dechirp: S0(t) is the superposition of the chirp signal with phase error and the
chirp signal of the surrounding point target. “Dechirp” is to remove the LFM signal and
keep the phase error information. Let the signal after “Dechirp” be Φ0(t):(conj{A}means
take the conjugate of A)

Φ0(t) = S0(t) · conj{FFT{H( fa)}} (7)

(4) Windowing: Φ0(t) contains all the phase error information of the selected point
target, but due to the influence of the information of other nearby point targets and the
influence of noise, it needs “Windowing” in order to eliminate these effects as much
as possible.
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3.3. Real Location Estimation of Point Target

There are N selected point targets in the point selection step. In order to facilitate
the analysis, only two adjacent selected point targets (hereinafter referred to as the main
points) in the same range gate are considered, and their synthetic apertures overlap. It
is assumed that the two main points have been shifted by within ±W/2 points in the
azimuthal direction due to the influence of linear phase error (W is set as an even number
for easy calculation). The synthetic aperture time is Ts, the range of azimuth time is [−T, T],
and the azimuth tuning frequency is K. Without the influence of the linear phase error
component, the azimuth time of the two main points P1 and P2 are t1 and t2, and the
azimuth peaks of them fall at u1 and u2. AB is the phase overlap region of two main points.
When it experiences a certain phase error ϕ(t), the two main points can be obtained after
interception and inverse compression: S1(t) = exp

{
−jπK(t− t1)

2 + ϕ(t)
}

, t ∈
[
t1 − Ts

2 , t1 +
Ts
2

]
S2(t) = exp

{
−jπK(t− t2)

2 + ϕ(t)
}

, t ∈
[
t2 − Ts

2 , t2 +
Ts
2

] (8)

Assume that the time corresponding to the true position of the point u1 and u2 is tu1
and tu2. The ideal reference signals generated based on them are: Sre f 1(t, tu1) = exp

{
−jπK(t− tu1)

2 + ϕ(t)
}

, t ∈
[
t1 − Ts

2 , t1 +
Ts
2

]
Sre f 2(t, tu2) = exp

{
−jπK(t− tu2)

2 + ϕ(t)
}

, t ∈
[
t2 − Ts

2 , t2 +
Ts
2

] (9)

After “dechirp” [7] using Equations (8) and (9), let ∆t1 = t1 − tu1 and ∆t2 = t2 − tu2,
the phase error function can be obtained:

 Φ1(t) = exp
{

jπK
[
2∆t1(t− t1) + ∆t2

1
]
+ ϕ(t)

}
, t ∈

[
t1 − Ts

2 , t1 +
Ts
2

]
Φ2(t) = exp

{
jπK

[
2∆t1(t− t2) + ∆t2

2
]
+ ϕ(t)

}
, t ∈

[
t2 − Ts

2 , t2 +
Ts
2

] (10)

Conjugating the multiplication of overlapped parts is denoted as:

H12(t) = Φ1(t) ∗Φ∗2(t), t ∈ { overlapping parts } (11)

According to the continuity of the phase error, Phase{Φ1(t)} and Phase{Φ2(t)} should
be highly coincident. The interrelationship among Phase{Φ1(t)}, Phase{Φ2(t)}, and ϕ(t)
is shown in Figure 6.

Figure 6. Schematic diagram of the continuity of the phase error.

Which also implies the following relationship: Phase{·} is the phase-taking operation.

Phase {H12(t)} = 0, t ∈ { overlapping parts } (12)
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That is:

2πK(∆t1 − ∆t2)t + 2πK
[
∆t2

1 − ∆t2
2 − 2t1∆t1 + 2t2∆t2

]
= 0, t ∈ { overlapping parts } (13)

As can be seen from the above equation, it is a line with slope 2πK(∆t1 − ∆t2). In order
to satisfy the above equation, it needs to satisfy ∆t1 = 0 and ∆t2 = 0. In fact, in most cases,
due to azimuth sampling, tu1 is discontinuous, whereas t1 is a continuous variable. This
causes ∆t1 to float between [0, 1/pr f ]. It is very rare that ∆t1 = 0 and ∆t2 = 0. According
to the above assumptions, when u1 and u2 are the real positions, let:

r12 = 2πK(∆t1 − ∆t2) (14)

Then:

|r12| ≤
4πK
pr f

(15)

where pr f is pulse repetition frequency, namely azimuth sampling rate.
That is, after conjugate multiplication of the phase error of the overlapped parts

of two adjacent points, its phase is linear, and the slope should meet the above equa-
tion. According to this condition, taking P1 as the origin of the pixel, the u1 traversal
[u1−W/2, u1 + W/2− 1] is taken, and the step length is set as 1 (W is called the redun-
dant range of selection points), and they are, respectively, denoted by u1(1), u1(2), u1(3),
...u1(W), and the corresponding azimuth time is denoted by tu1(1), tu1(2), tu1(3), ...tu1(W).
Then we repeat R the same operation for P2 and select the combination of u1(i) and u1(i)
that satisfies Equation (15) and where |r12| is minimum u1(i), u2(j) is the estimated true
position of the point. The matrix can be expressed as:

R12 = R


Phase




S∗re f 1

(
t, tu1(1)

)
S∗re f 1

(
t, tu1(2)

)
...

S∗re f 1

(
t, tu1(W)

)

S1(t)S∗2(t)


S∗re f 2

(
t, tu2(1)

)
S∗re f 2

(
t, tu2(2)

)
...

S∗re f 2

(
t, tu2(W)

)



H



(16)

where R{·} is defined as finding the element slope and Phase{·} is defined as finding the
element phase.

In the matrix R12, r12 is the smallest element satisfying Equation (15), i and j are
the row index and column index, respectively, and u1(i) and u2(j) are the real positions
of P1 and P2. For the sake of understanding, Figure 7 shows the typical relationship of
R12 between tu1 and tu1. We can find the minimum value of R12 in curve tu2(3), whose
tu1 − coordinate is 22, and its value satisfies Equation (15), so here i is 22 and j is 3. If there
is no element satisfying Equation (15) in R12, it means that the range W is too small, and W
and the traversal step size can be increased appropriately.
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Figure 7. Typical relation of R12 to tu1 and tu2.

3.4. Phase Error Estimation

Taking P1 as an example, the Legendre polynomial expansion of φ(t) in Equation (10)
at t1 is performed [31] to list the terms only once.

Let:

ϕ(t) = an · (t− tn) + ϕn(t− tn), n = 1, 2, 3, . . . , N (17)

We can figure out:

Φ1(t) = exp
{

jπK
[
2∆t1(t− t1) + ∆t2

1

]
+ a1(t− t1) + ϕ1(t− t1)

}
(18)

The phase error estimator of P1 can be obtained by differentiating and integrating the
phase of the above equation:

ϕε(1)(t) = (2πK∆t1 + a1)(t− t1) + ϕ1(t− t1) (19)

It can be seen that the phase error estimated by selecting the real position of the
point target can completely retain the linear error in the system, but a new linear error
2πK∆t1(t− t1) is introduced. By compensating the above formula into P1, we can obtain:

S1(t) = exp
{
−j
[
πK(t− t1 + 2∆t1)

2
]}

(20)

The above algorithm only focuses on the error matching between two adjacent points.
In actual processing, the main points need to be sorted from the largest to the smallest
according to the azimuth index, and then the above operations should be carried out on
each two adjacent points. Except for the first and last points of the figure, all the other
points will be estimated twice; that is, two sets of phase error gradients will be obtained
when the estimation is accurate. The two sets of phase error gradients should be roughly
the same, so the average can be taken in this case.

3.5. Phase Error Correction

It can be observed from Equation (14) that although the original linear phase error is
eliminated, the main points will shift by at most two points extra. If the shift value of the
origin is much larger than two points, the effect of our method is obvious. If the original
shift value is less than two points, it will bring unnecessary errors. In addition, if N main
points are selected, the specific azimuth time of the nth main points is recorded as tn, and
the azimuth time of the peak point is tun. Because ∆tn = tn − tun, it is easy to know that
the shift value of each part will be inconsistent due to the difference of ∆tn after the phase
error is combined.
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Therefore, two correction methods are proposed:
(1) Interpolation: According to Equation (20), the extra part of the estimated phase

error is positively correlated with ∆tn, whereas the maximum value of ∆tn is inversely
proportional to the azimuth sampling rate. Therefore, after estimating the true position
of the point target, the origin target can be interpolated, and the above operation can be
repeated again for more precise estimation, thus reducing the upper limit of ∆tn. This
reduces the additional shift value to an acceptable range.

(2) Iterative correction: According to Equations (17) and (19), the phase error gradient
of point Pn is:

∆ϕε(n)(t) = 2πK∆tn + an + ϕ′n(t− tn) (21)

By Equation (14), we can obtain R(n)(n+1) = 2πK(∆tn − ∆tn+1), which is the slope of
the phase curve multiplied by the conjugate of Pn and Pn+1 phase error curves. The phase
error gradient can be corrected by gradually calculating the data.

∆ϕ∗ε(n)(t) = ∆ϕε(n)(t) +
n

∑
i=1

R(i)(i+1)

= 2πK(∆tn + ∆t1 − ∆t2 + ∆t2 − ∆t3 · · ·+ ∆tn−1 − ∆tn) + an + ϕ′n(t− tn)

= 2πK∆t1 + an · (t− tn) + ϕ′n(t− tn)

(22)

It can be observed from the above equation that the corrected error gradient is fixed at
2πK∆t1, which can ensure that the overall offset of the image is consistent in theory and
will not distort the target positions of different strong points.

In summary, the key steps of the algorithm in this paper is given in Table 1.

Table 1. The Key Step of Our Approach.

The Key Step of Our Approach

Input: Image with azimuthal phase error Serr(u, v), main imaging parameters, redundancy selection point
range W.
Output: The focused image Scom(u, v).
Description of operator:.
À chirp{un, vn} : Reference chirp signal generated with Pn(un, vn) as the center point.
Á Phase{·}: Take the phase of the signal.
Â R{·}: Finding the slope of the line.
Ã Decmpaz{·}: Azimuth inverse compression.
Ä Cmpaz{·}: Azimuth compression.
Calculate global optimal solution:
Step 1: Select N points and arrange them according to the azimuth index from large to small and

name them P1, P2, ..., PN in turn. Their coordinates are (u1, v1), (u2, v2), ..., (uN , vN).
Step 2: Take the azimuth echo data Sn(u) of Pn and add Windowing.
Step 3: Estimate the true position of the point target.

Loop the following (i = −W/2 : W/2− 1; j = −W/2 : W/2− 1)
ϕ1i(u) = Sn(u) · chirp∗{un + i, vn}
ϕ2j(u) = Sn+1(u) · chirp∗{un+1 + j, vn+1}
R(i, j) = R{Phase{ϕ1i(u). ∗ ϕ2∗j (u)}}.

Step 4: Find the maximum value of |R(i, j)| and record its index (imax , jmax)
Rn = R(imax, jmax).

Step 5: The phase error at each point will be calculated twice and averaged
φrelay(u) = ·ϕ2jmax (u)
ϕn(u) =

[
ϕ1imax (u) + ϕrelay(u)

]
/2

∆ϕn(u) = di f f {ϕn(u)}.
Step 6: Correct the phase error iteratively.

Loop the following (m = −1 : n− 1)
∆ϕn(u) = ∆ϕn(u) + Rm.

Step 7: Loop Step 2 to Step 6 (n = 1 : N − 1).
Concatenate all ∆ϕn(u) and integrate them to obtain ϕn(u).

Step 8: Phase error compensation and pulse compression
Scom(u, v) = Cmpαz{Decmpaz{Serr(u, v)} · exp (−jϕ(u))}.
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4. Experimental Results and Analysis
4.1. Simulation Experiments

In this paper, point target simulation data are used to verify the effectiveness of the
proposed algorithm and are compared with the traditional SPGA algorithm. The simulation
parameters are shown in Table 2.

In the simulation experiment, seven point targets were uniformly generated at different
range gates (the image size is 4096 × 4096), and piecewise linear phase errors were added
in the whole azimuth (blue line in Figure 8).

Figure 8. Main process of SPGA.

LP1 to LP7 were the synthetic aperture lengths of points 1 to 7, making the point targets
offset by different pixel points, respectively, (see the first row of Table 1). The synthetic
aperture of two adjacent main points overlap. It is worth noting that the piecewise linear
function is not a linear function, and there are still higher-order components after the
Legendre Polynomial Expansion. It will not only bring the drift of the point but also bring
the defocusing effect of the point target. The piecewise linear phase error is a relatively
extreme case, just to verify the superiority of the algorithm in the processing of linear
components in this paper. In Figure 8, the green dotted line is the phase error estimated
by SPGA without iteration, whereas the yellow dotted line is the phase error estimated by
SPGA after six iterations. The reason why we choose six iterations as the reference object
is that under general circumstances [7], six iterations can generally bring good results. It
can be seen that the estimated phase error curve is quite different from the added curve,
because SPGA cannot estimate the target position of the real point. On the contrary, the red
solid line is the phase error extracted by our approach, which can better fit with the added
phase error.

Figure 9 illustrates the effects of a representative point target before and after recovery.
It can be seen that the traditional SPGA did not estimate the piecewise linear phase error
of the point without iteration; not only did it not return the point target to the original
position, but it even failed to achieve the focusing effect. After six iterations, although
it achieved the focusing effect, it did not restore the original position. In fact, in more
cases, it still failed to achieve the focusing effect after multiple iterations. See Table 2 for
details. However, the algorithm in this paper not only makes the point target focus but
also restores the point target to the original position without iteration. Figure 10 shows the
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azimuthal slice, and Table 3 shows the comparison of specific indicators. It can be seen that
the proposed method can better estimate the added linear error.

Table 2. The parameters of simulation experiments.

Parameter Symbol Value

Pulse repetition frequency pr f 312.5 Hz
Azimuth bandwidth Ba 285.73 Hz

Speed of flight V 30.44 m/s
Pulse width τ 2 us
Beam width Bw 5 deg

Range direction bandwidth Br 400 MHz
Rate of sampling fs 600 MHz
Center frequency f0 14.6 GHz

Redundant range of selection points W 40

Figure 9. Comparison of focus effect in point target simulation (32 times interpolation).

Figure 10. Comparison of simulation focusing effect of point target (azimuth) (32 times interpolation).

Table 3. Comparison of relevant parameters between different algorithms and our approach.

Indicators Method P1 P2 P3 P4 P5 P6 P7 Avg

Shift
Pixels

A +0 +8 +0 −4 +4 +8 +0 2.29
B +1.15 +7.25 +0.59 −4.65 +1.44 +5.25 +1.96 1.86
C +6.37 +13.21 +6.00 +6.00 +10.28 +10.03 +7.04 8.42
D −0.02 −0.19 −0.16 +0.03 −0.28 −0.16 −0.34 −0.16

PLSR
(dB)

A −1.75 −13.26 −5.25 −4.00 −4.73 −3.62 −2.34 −4.99
B −0.46 −2.18 −5.98 −3.51 −0.93 −0.74 −0.40 −2.03
C −3.13 −13.10 −2.09 −0.60 −8.15 −11.34 −11.34 −7.11
D −13.10 −13.24 −11.86 −11.68 −12.76 −12.74 −11.06 −12.34

ILSR
(dB)

A −0.18 −10.48 −0.37 −2.40 +0.23 −2.41 −0.61 −2.32
B −0.71 +4.75 −3.57 +7.82 −7.42 −4.13 −2.84 −0.87
C −0.72 +0.07 −10.09 +7.72 −6.92 −8.46 −9.56 −3.99
D −10.30 −10.07 −9.82 −9.73 −9.98 −9.97 −9.22 −9.87

The operation denoted by A is to add a piecewise linear phase error. The operation
denoted by B is that the image is processed by SPGA without iteration. The operation
denoted by C is that the image is processed by SPGA with six iterations. The operation
denoted by D is that the image is processed in our approach without iteration.

Table 3 shows the comparison of point target positions restored by the two methods.
It can be seen that the method in this paper can accurately restore the relative positions
between the origin targets and ensure that the deviation before and after the point target is
basically consistent and within two points. At the same time, the point target characteristics
can be better restored.
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4.2. Real Data Experiments

In order to further improve the effectiveness of the proposed algorithm, the traditional
SPGA and the proposed algorithm are compared and tested. The measured data are from
an airborne X-band SAR system. Its working parameters are in Table 4.

Table 4. The parameters of real data experiments.

Parameter Symbol Value

Pulse repetition frequency pr f 1000 Hz
Azimuth bandwidth Ba 346.12 Hz

Speed of flight V 58.81 m/s
Pulse width τ 20 us
Beam width β 8.0 deg

Range direction bandwidth Br 100 MHz
Rate of sampling fs 400 MHz
Center frequency f0 5.4 GHz

Redundant range of selection points W 40

Figure 11a is the imaging results of an area after working with the working parameters
shown in the table above (Caesar window with β = 6 added). As shown in Figure 11a
, after motion compensation, due to the existence of azimuth residual phase error, point
target A, point target B, and area C have defocus and offset to different degrees, and area
C is between A and B in the azimuthal direction. A and B are selected as reference point
targets. Since the point targets in region C are too dense and the available point targets
in this scene are sparse, the phase compensation of region C can only depend on the part
where the phase errors of point A and point B overlap.

(a) (b)

(c) (d)

Figure 11. Comparison of focusing effects of different methods. (a) Original unfocused image;
(b) SPGA (no iterations); (c) SPGA (6 iterations); (d) our approach.

Figure 11b shows the traditional SPGA processing results without iteration, with six
iterations, and A1, B1, and C1 are the recovered images of A, B, and C, respectively. It
is easy to find that the focusing effect is very limited; A1, B1, and C1 still have a serious
defocusing effect.
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Figure 11c shows the effect of six iterations of traditional SPGA. It can be seen that,
although A2 has a good focusing effect, point B2 does not effectively focus on a point, there
are redundant sidelobes around it, and the defocusing phenomenon still exists in area C1.

Figure 11d shows the processing results of the algorithm in this paper. It can be seen
that the focusing effect of C3 is obviously better than that of C1 and C2, B3 also has a good
result, and the focusing effect of A3 is also better than that of A1 and A. It can be seen that
the overall quality is better than Figure 11c.

The targets in the figure are numerous and complex, so we cannot analyze the overall
focusing effect from a single point target-related index. In order to quantitatively analyze
the performance of the algorithm, as a supplement, Equation (23) is used to calculate the
image entropy of different results. Image entropy is a statistical form of image features,
reflecting the average amount of information in the image. The smaller the entropy is,
the better the focusing effect is. Table 5 shows the image entropy of the four images. At
the same time, in order to reflect the computational efficiency of the algorithm, we also
show the time cost of the algorithm in the above table. The CPU is the Intel core i7-13700K
processor with the memory capacity of 64 GB (Made by Intel, California, USA).

A(I) = ∑U
u=1 ∑V

v=1 |I(u, v)|2

P(u, v) = |I(u,v)|2
A(I)

E(I) = −∑u
u=1 ∑v

v=1 P(u, v) ln(P(u, v))

(23)

where A(I) is the total energy of image I, P(u, v) is the normalized intensity of pixel, and
E(I) is the image entropy of image I.

Table 5. Comparison of result parameters of different processing methods.

Parameter Figure 11a Figure 11b Figure 11c Figure 11d

Image entropy 5.88 5.84 5.50 5.46
Time consumption (s) \ 13.08 82.16 15.82

As can be seen from the above table, the proposed method does not need multiple
iterations, avoiding a lot of time overhead. On the premise of achieving nearly the same
image entropy, the time used is only 19.25% of the SPGA algorithm. In the case of no
iteration, the time consumption is only 20.95% more than SPGA, but the image entropy is
increased by 7.6%.

Figure 12, respectively, show the phase error of point A and the comparison of
recovery results.

Figure 12. The focusing effect of different methods on target A.
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As can be seen from Figure 11, the green dotted line and yellow dotted line are the
results of SPGA iterations of different times. With the increase in iterations, the peak
sidelobe ratio and integral sidelobe ratio both increase significantly. However, due to
the limitations of the algorithm itself, the position of the point target cannot be estimated,
and the linear phase component cannot be extracted. Therefore, the position of the peak
point hardly changes, and only changes the main lobe width, side lobe peak, and other
indicators of the point target. Figure 12 reveals the state of the SPGA algorithm before and
after splicing and the difference between the phase error obtained by the algorithm in this
paper after splicing. The light blue dashed line is the phase error gradient extracted from
point A, and the light purple dashed line 2 is the phase error extracted from point B. After
being superimposed and filtered, the two lines are yellow solid lines (the mean value of the
overlapped part is taken). As shown in Figure 12, the black dashed ellipse E1 and E2 shows
that incoherence occurs when the two points are spliced due to errors in the selection of
points A and B. Meanwhile, the red solid line in the figure is the phase error gradient curve
of the algorithm splicing in this paper. It can be seen that there is a reservation of linear
phase error and no incoherent linearity is generated during splicing.

Figure 13 shows the difference between the phase error gradient curve estimated
by SPGA six iterations and the phase error gradient curve estimated in this paper. As a
supplement to Figure 13, L1, L2, and L3 in Figure 14 show obvious steep increases at E3
and E4. Meanwhile, it can be seen that their slopes are not zero, indicating that there is a
small part of the phase component of quadratic error more than the phase error estimated
by SPGA. This is also the reason why the main lobe is slightly widened and the side lobe is
slightly increased compared with the sixth iteration of SPGA; however, this does not affect
the focusing effect. It can be seen that the proposed algorithm can estimate the azimuth
linear phase error component and can accurately splice the phase error to improve the
focusing quality.

Figure 13. Phase error gradient curve splicing process.
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Figure 14. The difference of phase error gradients estimated by SPGA and our approach.

5. Discussion
5.1. Comparison of the Computational Cost

Let the image-sampling points in the azimuth direction be Na, the sampling points
in the range direction be Nr, the size of 2D CAFR protection unit is α, the final number of
selected point targets is K, the range of redundant selection points is W (step size is 1), and
the number of iterations is Nint. Table 6 shows the computational cost for all steps of SPGA
and our approach.

The meaning represented by the process number is in Figure 5.

Table 6. Statistical table of computational cost components.

Process Computational Cost SPGA Our Aproach Simulation Value

1 αNr Na X X 2.68× 108

2 (2K + Nr)Na log2 Na + KNa X X 2.02× 108

3 WKNa \ X 1.15× 106

4 KNa X X 2.87× 104

5 K2Na/2 \ X 1.00× 105

6 KNa X X 2.87× 104

7 Nr Na X X 1.68× 107

8 Nr Na log2 Na X X 2.01× 108

It can be seen that our approach only has two more processes (NO.3 process and
NO.5 process) than SPGA in exchange for avoiding algorithm iterations. The last column
of Table 6 shows the number of operations consumed by each process under simulation
conditions. Although the two algorithms have slight differences in the same step, the
difference is not large.

We can see that the computation of SPGA is concentrated in the NO.1 process (Select
Point), NO.2 process (Phase Error Extraction), and NO.8 process (Pulse Compression). As
long as the computational cost of the extra processes NO.3 and NO.5 is less than the cost
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of repeating Nint − 1 times the above three main processes, our approach can achieve the
purpose of improving efficiency, which means it must satisfy the following equation:

Nint(αNr + 2Nr log2 Nα + 2K log2 Nα + 3K + Nr) > WK + K2/2 (24)

We can see that the extra computational cost of our approach is proportional to the
square of K. In general, K is much smaller than Na and Nr, so Equation (24) can be satisfied
in most cases. However, in the scenario where some point targets are dense, if too many
point targets are selected, there is a possibility that the computational cost will increase. In
order to explore the boundary conditions of our approach, that is, the upper limit on the
number of selected point targets K, we can draw Figure 15 based on Equation (24) (Suppose
that Na = Nr).

Figure 15. Upper limit on the number of selected point targets.

Figure 15 shows how the upper limit of the number of selected points Kup changes
with the direction of sampling points Na. That is, when the azimuth sampling point of the
SAR image is Na, and the sampling point K exceeds the upper limit Kup, the computational
cost of our approach is equivalent to that of traditional SPGA with Nint times of iterations.
At the same time, through experiments, it is found that the above curve is not sensitive to
W and α in a certain range, so let it be an empirical value. In order to calculate Kup quickly,
change “>” in Equation (24) to “=” and simplify appropriately, and the following empirical
formula is given:

Kup =
⌊√

2N3/4
int

√
Na log2 Na

⌋
(25)

If the number of points selected according to Equation (5) exceeds Kup, some points
with relatively lower quality Qk can be appropriately filtered to reduce the number of
selected points.

5.2. Summary of Experimental Results.

The simulation results in Figure 9 show that our approach can effectively solve the
problem that SPGA cannot estimate the linear phase. Figure 9 shows the estimation effect
of SPGA and our approach on the piecewise linear phase for the case of multi-point targets.
It can be seen that the traditional SPGA algorithm cannot correctly extract the linear phase
without iteration or multiple iterations, whereas our approach can extract the correct linear
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phase at one time. At the same time, it can be seen from Figures 9 and 10 and Table 3
that in the case of a multi-target experiment, after adding the piecewise linear phase error,
the average deviation of the seven point targets is 2.29 pixels, PLSR drops to −4.99 dB
on average, and ILSR drops to −2.32 dB on average. After being processed by SPGA
without iterations, the average offset of the target was reduced to 1.86 pixels, PLSR further
deteriorated to −2.03 dB, and ILSR further deteriorated to −0.87 dB. After six iterations
of SPGA, although the ILSR and ILSR indicators are improved to −7.11 dB and −3.99 dB,
respectively, the average offset points of point targets are increased to 8.42 pixels. In other
words, although the point target focus quality is improved, the point target position is
shifted more severely. On the contrary, our approach improves ILSR and ILSR to −12.34 dB
and −9.87 dB without iteration, and the average drift points are controlled at −0.16 pixels,
which is basically restored to the original position. The above results reflect that our
approach is much better than the original SPGA algorithm.

In addition, we processed and compared the actual data, and Figure 11 shows the
focusing results of different processing methods. From the comparison of Figure 11a–d, it
can be seen that SPGA cannot play a good focusing effect in the case of no iterations, but
with the increase in the number of iterations, the focusing effect has a certain improvement.
However, this improvement is only obvious in the selected points, and the overall improve-
ment of the image is still not good, as can be seen from the focusing effect of small targets
in the image. In contrast, the effect of our approach without iterations is much better than
that of the traditional SPGA without iterations. At the same time, the overall focusing effect
of the image is better than the effect of SPGA with six iterations (see the image entropy of
various processing methods in Table 5 for details). At the same time, as shown in Figure 12,
SPGA cannot change the position of the selected point target in the image, indicating that
it cannot estimate and compensate for the linear phase. However, the proposed method
can estimate the true position of the point target through phase continuity, and prevent the
candidate point from being locked in a fixed position, thus limiting SPGA to estimate the
phase error more accurately.

Figures 13 and 14 show the reason for the above result: the linear components of the
phase error extracted by SPGA are different according to different point target positions,
and the jump of the phase gradient will occur at the phase splicing, which will cause the
phase gradient discontinuity after splicing. The proposed method, when extracting the
phase error from the point target, will estimate the true point target position according
to the difference in linear components, and then extract the phase error with continuous
phase gradient. However, when extracting the phase error from the point target, the
proposed method estimates the true point target position according to the difference in
linear components of adjacent point targets and extracts the phase error with continuous
phase gradient.

In addition, compared with traditional parametric autofocus algorithms such as MD
and SAC, the proposed algorithm inherits the advantages of SPGA, which does not depend
on specific model parameters, can estimate high-order phase errors, can directly obtain
phase error parameters from images, and the algorithm is easy to converge. Compared with
the non-parametric self-focusing algorithm, the proposed algorithm overcomes the disad-
vantages of SPGA and exchanges the advantages of non-iteration and non-distortion with
a small computational cost. The efficiency and effect of the algorithm are greatly improved.

6. Conclusions

According to the continuity of the phase error, this paper proposes a modified iteration-
free Stripmap Phase Gradient Algorithm based on removing the linear phase. Through the
analysis of the mathematical process of phase error extraction, this paper finds a method
to estimate the real position of the point target, which retains linear error in phase error
extraction, thus eliminating the error generated in the phase stitching process, making the
estimated phase error curve more accurate and smooth, avoiding the frequent iteration of
traditional SPGA. At the same time, our approach can keep the global linear phase error
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level consistent, making the image scene as a whole without relative offset.This algorithm
overcomes the defects of SPGA that make it difficult to remove linear phase errors and
requires iteration, resulting in low operational efficiency.Under normal circumstances,
our approach without iteration can achieve the focusing effect of SPGA for six iterations.
The validity and efficiency of our approach are verified by the processing of simulation
data and real data. By analyzing the time cost of the two algorithms, this paper obtains
the use boundary of our approach. It provides a solution for SAR real-time self-focusing
applications and has a certain significance. It is worth noting that the algorithm is suitable
for small squint angle conditions; when the squint angle is too large, the algorithm needs
further improvement.
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