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Abstract

:

Optimizing the noise model for global navigation satellite system (GNSS) vertical time series is vital to obtain reliable uplift (or subsidence) deformation velocity fields and assess the associated uncertainties. In this study, by thoroughly considering the effects of hydrological loading (HYDL) that dominates the seasonal fluctuations and common mode error (CME), we analyzed the optimal noise characteristics of GNSS vertical time series at 39 stations spanning from January 2011 to August 2019 in the Chuandian region, southeast of the Qinghai–Tibet Plateau. Our results showed that the optimal noise models without HYDL correction were white noise plus flicker noise (WN + FN), white noise plus power law noise (WN + PL), and white noise plus Gauss–Markov noise (WN + GGM), which accounted for 87%, 10%, and 3% of GNSS stations, respectively. By contrast, the optimal noise models at all stations were WN + FN and WN + PL after correction by different HYDLs. The correlation between CME and HYDL provided by the School and Observatory of Earth Sciences (EOST), namely EOST_HYDL, was 0.63~0.8 and the value of RMS reduction was 18.9~40.3% after removing EOST_HYDL time series from the CME, with a mean value of 31.8%, there is a good correlation and consistency between CME and EOST_HYDL. The absolute value of vertical velocity and its uncertainty with and without EOST_HYDL correction varied from 0.11 to 0.55 mm/a and 0 to 0.23 mm/a, respectively, implying that the effect of HYDL should not be neglected when performing optimal noise model analysis for GNSS vertical time series in the Chuandian region.
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1. Introduction


Over the past decades, global navigation satellite system (GNSS) time series have been widely used for crust deformation monitoring [1,2,3,4], regional reference frame establishment and maintenance [5,6], seismic source imaging [7,8,9,10,11], hydrological drought monitoring [12,13,14,15], etc. It is well known that GNSS vertical time series is not only driven by secular tectonic movement, including basin subsidence and mountain uplift, but also has seasonal variations caused by environmental loadings, such as hydrological loading (HYDL), atmospheric loading (ATML), nontidal ocean loading (NTOL), and systematic errors, including inaccurate orbit and troposphere bias [16,17]. To obtain precise vertical GNSS time series, much research effort has focused on spatial filtering [18,19,20] and environmental loading models [21,22,23]. Additionally, an optimal noise model of the GNSS time series is also important for GNSS velocity and its uncertainty estimation, which will provide reliable data to support reasonable geodynamic and geodesy interpretation [24].



It has been demonstrated that the noise associated with GNSS time series can be characterized as white noise (WN) and colored noise including power-law noise (PL), band-pass power-law noise (BPPL), flicker noise (FN), random walk noise (RW), Gauss–Markov model noise (GGM), and first-order Gauss–Markov noise (FOGM) [25,26]. The GNSS velocity and its uncertainty can be inaccurate when using an improper noise model estimated from the GNSS time series. For simplicity, without considering the background environmental effects the noise behaves as WN + FN [24,27,28]. The noise characteristic is more complicated in cases where the diverse environmental loading effects are taken into account. For instance, Li et al. [29] compared the noise characteristics of 38 GNSS stations in the Eurasia region before and after ATML plus HYDL correction; the results showed that the WN percentage increased and the FN percentage decreased. He et al. [30] used various noise model combinations to analyze the noise characteristics of 671 global GNSS stations from 2000 to 2021 before and after HYDL correction; the results showed that the optimal noise models for all stations in three components were diverse, which can be mainly represented by WN + FN, GGM, and WN + PL. Li et al. [31] analyzed the noise characteristics of 11 IGS stations in China’s mainland spanning from 1995 to 2010 before and after environmental loading (HYDL, ATML, and NTOL) effects; the results showed that the optimal noise models were composed of WN + FN, WN + BPPL, WN + FN + RW, WN + PL, and WN + RW + FOGM before the environmental loading correction, which accounted for 55%, 24%, 9%, 9%, and 3%, respectively. After the environmental loading correction, the optimal noise models changed mainly to those represented as WN + BPPL and WN + RW + FOGM.



Clearly, to obtain a reliable and accurate velocity together with its uncertainty, the optimal noise model of GNSS time series considering environmental loading effects in different regions should be established. Located in the southeastern part of the Qinghai–Tibet Plateau, the Chuandian region has many active fault zones and complex geological structures [32], including the Yushu–Ganzi–Xianshuihe fault zone, Xiaojiang fault zone, and Honghe fault zone. Investigating the optimal noise model of GNSS time series affected by environmental loading in the Chuandian region will improve the accuracy of the GNSS velocity and its uncertainty estimation, which will help to reveal the tectonic evolution and crustal deformation of the Qinghai–Tibet Plateau. In fact, numerous studies have focused on the factors influencing GNSS time series in the Chuandian region. For instance, Zhang et al. [33] researched the influence of environmental loading on CME filtering of GNSS time series in the Chuandian region; the results showed that it is necessary to consider suitable environmental loading models to correct the GNSS time series when CME filtering is not conducted. Tan et al. [34] analyzed the potential environmental loading interpretation of CME in the Chuandian region and showed that soil moisture mass loading can interpretation part of CME. Hu et al. [35] found that the uncertainty in GNSS velocity could reach −0.5 mm/a before and after HYDL correction, indicating that the HYDL effect must be considered in the Chuandian region when velocity and its uncertainty estimated from the GNSS time series based on optimal noise model. Furthermore, numerous studies have demonstrated that HYDL is the main factor that induces seasonal variations in GNSS vertical time series in the Chuandian region [36,37,38]. However, significant variance exists among the HYDL from different institutions due to different computational strategies and loading models [39]. For instance, Wu et al. [40] used the HYDL time series provided by various institutions to research its effects on GNSS vertical time series for 633 global stations. The RMS reduction rates were positive at 82.6 and 87.4%. Andrei et al. [41] found that the difference in GNSS vertical time series at a GNSS station from various institutions could reach 3 mm. Previous studies have analyzed the optimal noise models of GNSS time series considering only HYDL effects [30,42,43]; however, the optimal noise models of GNSS time series are diverse due to different HYDL correction, which results in an inaccurate estimation of velocity and its uncertainty. Therefore, it is necessary to investigate the optimal noise model of GNSS time series considering different HYDL effects in the Chuandian region.



In this study, we analyzed the noise characteristics of GNSS vertical time series in the Chuandian region considering different hydrological loading from various institutions. In addition, we also investigated the relationship between CME and HYDL time series and the effects of HYDL on GNSS time series. The structure of this paper is as follows: Section 2 describes the GNSS vertical time series and HYDL data, noise model, and principal component analysis methods. Section 3 reports the results of CME extraction and optimal noise analysis before and after three HYDL corrections. Section 4 discusses the potential factor of CME about HYDL in the Chuandian region and the changes in velocity and its uncertainty affected by HYDL. Section 5 presents the conclusions of this paper.




2. Data and Methods


2.1. GNSS Vertical Time Series


We selected the daily GNSS vertical time series of 39 stations in the Chuandian region, which is derived from the crustal movement observation network of China (CMONOC) spanning from January 2011 to August 2019, the GNSS vertical time series of all stations in the Chuandian region was provided by ftp://ftp.cgps.ac.cn/products/position/ (accessed on 13 November 2022). Figure 1 displays the detailed spatial distribution of all stations in the Chuandian region. The daily GNSS vertical time series was calculated using the GAMIT/GLOBK software [44]. First, the unconstrained daily GNSS solutions for all stations were calculated using GAMIT software, which contains station positions, baseline, and satellite orbits. Main strategies for GAMIT solution used are as follows: (1) The elevation cutoff angle was set at 10° for all stations. (2) The effects of ocean tides and solid Earth tides were corrected using the FES2004 [45] and IERS10 [46] models, respectively. (3) Antenna offsets of receivers were corrected using absolute antenna phase calibration models. Then, unconstrained daily GNSS solutions were transformed into the International Reference Frame (ITRF) 2014 by seven parameter transformations of translation, rotation, and scale through GLOBK software. More detailed information about the processing of GNSS data from CMONOC can be obtained at ftp://ftp.cgps.ac.cn/doc/ (accessed on 13 November 2022).



There were some outliers, position offsets, and missing data in the GNSS vertical time series. Therefore, we had to preprocess the GNSS vertical time series before noise characteristic analysis and CME extraction. The main strategies for preprocessing used in this study are as follows: (1) Outliers were detected and removed using the interquartile range (IQR) rule. (2) Position offsets in GNSS vertical time series, which are caused by earthquakes or instrument changes, were corrected by the least squares fitting (LSF) method. (3) The regularized expectation maximization method (RegEM) [47], which consider objects and correlation among all GNSS stations, was used to interpolate the missing data. This method is used extensively for gap-filling in missing GNSS time series [35,48,49]. Figure 2 shows the position offset correction results for the YNRL station and the interpolation results for the SCDF and SCNN stations. It can be seen from Figure 2c,d that the interpolation data showed good consistency with the measured GNSS time series, which displayed obvious seasonal variations.




2.2. Hydrological Loading Time Series


The HYDL time series used in this paper was obtained from the School and Observatory of Earth Sciences (EOST, http://loading.u-strasbg.fr/ (accessed on 13 November 2022)) [50], German Research Center for Geosciences (GFZ, http://rz-vm115.gfz-potsdam.de:8080/repository (accessed on 13 November 2022)) [51], and the International Mass Loading Service (IMLS, http://massloading.net (accessed on 13 November 2022)) [52]. EOST models the global grids using spherical harmonics formalism, the HYDL time series provided by EOST, namely EOST_HYDL, was calculated using the ERA interim model [53], which was estimated from the datasets of ECMWF reanalysis, with a temporal–spatial resolution of     0.5  ∘  ×   0.5  ∘  × 6 h  ; this hydrological model contains the water in soil moisture and snow. GFZ used the Green’s function approach to model global grids; the HYDL time series provided by GFZ, namely GFZ_HYDL, was calculated using the land surface discharge model (LSDM) [54], with a temporal–spatial resolution of     0.5  ∘  ×   0.5  ∘  × 24 h  ; this hydrological model contains the water in soil moisture, ice, snow, and runoff and drainage. IMLS used spherical harmonics and load love numbers (LLN) to model the global grids; the HYDL time series provided by IMLS, namely IMLS_HYDL, was calculated using the global Earth-observing system forward processing instrumental team (GEOSFPIT) [55], with a temporal–spatial resolution of     0.5  ’  ×   0.5  ’  × 3 h  ; this hydrological model included soil moisture, water content in the canopy, and water equivalent of snow cover. We used a bicubic interpolation method to calculate GFZ_HYDL time series at each station based on latitude and longitude in the Chuandian region. Based on gridded files, we calculated the EOST_HYDL time series using the interpolation method at each station. IMLS provides precomputed series of loading time series for on-demand computation service; we provided the XYZ coordinates at each station to the server for calculating the IMLS_HYDL time series in the Chuandian region. To unite the daily resolution with the GNSS vertical time series, the HYDL time series obtained from EOST and IMLS needed to be averaged into daily time series. In addition, the EOST_HYDL, GFZ_HYDL, and IMLS_HYDL time series were linked to the center-of-figure (CF) reference frame for consistency with the GNSS vertical time series.




2.3. Noise Model


GNSS time series can be composed of two parts: deterministic and stochastic models [56]. The former mainly consist of a linear trend, seasonal items (including annual and semi-annual), and position offsets. The stochastic model includes the noise, which was used to analyze the noise characteristics of the GNSS time series in this study. The function model of the GNSS time series can be expressed using the following equation:


    y  (   t i   )  = a + b  t i  + c sin ( 2 π  t i  ) + d cos ( 2 π  t i  ) + e sin ( 4 π  t i  ) + f cos ( 4 π  t i  )           +   ∑  j = 1    n g      g j  H (  t i    −  T  g j   ) +  v i     



(1)




where    t i    represents the unit of the year; the coefficients  a  and  b  represent the initial GNSS position and linear movement rate, respectively;   c , d , e  , and  f  describe the annual and semiannual amplitudes in the periodic term;    g j    represents the position offsets caused by earthquakes or instrument changes;   H (  t i  −  T  g j   )   is the Heaviside step function; and    v i    represents the GNSS residual time series, which is composed of different noise models.



Hector software [57], which can calculate the linear trend, seasonal items (mainly including annual and semiannual), and various noise model combination in GNSS time series, was used to investigate the noise characteristics of all stations in the Chuandian region. The Akaike information criterion (AIC) and Bayesian information criterion (BIC) information standards were used to choose the optimal noise model [58,59]. Furthermore, the maximum likelihood was used as a starting point for estimation, to avoid overfitting; it also added penalties for the parameters. The optimal noise model usually has a smaller BIC or AIC value when using the Hector software to analyze the noise characteristic of GNSS vertical time series [30]. Compared to the AIC, the BIC accounts for more parameters. Therefore, we used the BIC evaluation standards to choose the optimal noise model. Hector software can use many types of noise models, mainly including WN, FN, GGM, PL, RW, and their combinations. More detailed information concerning the noise models from the Hector software can be found at http://segal.ubi.pt/hector/manual_1.7.2.pdf (accessed on 13 November 2022).




2.4. Principal Component Analysis


Principal component analysis (PCA) is an orthogonal decomposition algorithm that decomposes a group time series into a set of linear spatial and temporal orthogonal eigenvectors and corresponding PCs. PCA can reduce the dimensionality of a group time series through some PCs, which can represent the most informative internal structure in the original time series [60].



For a regional GNSS network of n stations, the daily residual time series with a span of m days, in which the linear and seasonal items were removed from the original GNSS time series using the LSF method, can be defined as   X  (   t i  ,  x j   )   (  i = 1 , 2 , … , m ; j = 1 , 2 , … , n  )   . The covariance matrix B can be expressed using the following equation:


   b  i , j   =  1  m − 1     ∑  k = 1  m   X  (   t k  ,  x i   )    X  (   t k  ,  x j   )   



(2)







The symmetric matrix B can be decomposed as:


  B = V Λ  V T   



(3)




where the eigenvector matrix    V T    is an   n × n   matrix and  Λ  is a matrix with  k  nonzero diagonal eigenvalues. For most of the GNSS time series data, the symmetric matrix B is a full-rank matrix. From linear algebra, the daily residual time series   X  (   t i  ,  x j   )    can be defined using the orthogonal function basis  v  as follows:


  X  (   t i  ,  x j   )  =   ∑  k = 1  n    a k     (   t i   )   v k   (   x j   )   



(4)




where    a k   (   t i   )    is the kth PC of the matrix  X , which represents a temporal signature of the mode, and can also be expressed using the following equation:


   a k   (   t i   )  =   ∑  j = 1  n   X  (   t i  ,  x j   )     v k   (   x j   )   



(5)




where    v k   (   x j   )    is the    a k   (   t i   )    corresponding eigenvector, which represents the spatial response of the mode. We determined the  p  PCs according to the descending eigenvalues, and the CME was expressed as:


  C M E  (   t i  ,  s j   )  =   ∑  k = 1  p    a k   (   t i   )     v k   (   x j   )   



(6)









3. Results


3.1. Comparison of Different HYDL Time Series with GNSS


To better investigate the relationship between HYDL time series and GNSS time series, we used the LSF method to remove the linear trend from the GNSS vertical time series. In addition, the time series induced by atmospheric loading (ATML) and nontidal oceanic loading (NTOL) was also removed from the GNSS vertical time series. GNSS vertical time series and corresponding HYDL time series provided by EOST, GFZ, and IMLS at some GNSS stations (SCML, SCXC, YNLJ, and YNYS) are shown in Figure 3. It can be seen from the figure that the HYDL time series and GNSS vertical time series showed an obvious seasonal variation. Moreover, the range of GNSS vertical time series at all GNSS stations in the Chuandian region was −20~20 mm, while the range of HYDL time series was −10~10 mm, implying that HYDL cannot fully explain the seasonal variations in GNSS vertical time series.



The root mean squares (RMS) reduction and correlation [48] were also used to quantitatively investigate the relationship between the GNSS vertical time series and the corresponding HYDL time series from the Chuandian region. The correlations between the GNSS vertical time series and HYDL time series (EOST_HYDL, GFZ_HYDL, and IMLS_HYDL) are shown in Figure 4. The correlations between the HYDL time series (EOST_HYDL, GFZ_HYDL, and IMLS_HYDL) and the GNSS vertical time series was 0.27~0.74, 0.27~0.75, and 0.25~0.73 with a mean value of 0.6, 0.6, and 0.54, respectively, indicating that the HYDL time series (EOST_HYDL, GFZ_HYDL, and IMLS_HYDL) showed good correlation with the GNSS vertical time series for most GNSS stations in the Chuandian region. Some stations have low correlation, which may have been affected by unknown local effects, GNSS system error, and noise [42,61].



From Figure 5, the value of RMS reduction between the HYDL time series (EOST_HYDL, GFZ_HYDL, and IMLS_HYDL) and GNSS vertical time series was 2~31%, −10~32%, and 1.5~27% with a mean value of 18.9%, 16.7%, and 16%, respectively. The RMS reduction between EOST_HYDL, IMLS_HYDL, and GNSS vertical time series was positive for all GNSS stations in the Chuandian region. According to correlation and RMS reduction results, the seasonal signals in GNSS vertical time series at most GNSS stations in the Chuandian region were affected by HYDL. Furthermore, EOST_HYDL had the most positive effect on seasonal variations in GNSS vertical time series when compared with GFZ_HYDL and IMLS_HYDL.




3.2. CME Extraction


Some spatial correlation noise, called CME, exists in regional GNSS networks, which can be derived from environmental loading effects, GNSS symmetric error, and GNSS observing environmental effects [62]. It has been proven that PCA is a reliable and useful method for extracting CME from regional GNSS networks [63,64]. Thus, the PCA method was used to extract the CME from 39 GNSS stations in the Chuandian region. Figure 6 displays the normalized spatial eigenvector of the first three principal components and the contribution rate for all principal component eigenvalues. Figure 6a indicates that the spatial response of PC1 showed little fluctuation, and the values of the spatial eigenvectors in PC1 were more than 0.25 for all GNSS stations. The spatial response of PC2 and PC3 fluctuated sharply, and thus could not satisfactorily reflect the common variation in the Chuandian region. In addition, the values of the spatial eigenvectors in PC2 and PC3 were less than 0.25 for most GNSS stations. From Figure 6b, the contribution rate of the first three PCs was 47%, 5%, and 4%, respectively.



The criteria for extracting the CME from the regional GNSS network can be found in [60]; the GNSS stations (>50%) had obvious normalized responses (>0.25) and the contribution rate of PC eigenvalues was greater than 1% of the sum of all contribution rates. Thus, the first PC model can be defined as the CME in the Chuandian region. The value of CME at most GNSS stations in the Chuandian region was −10~10 mm, which showed significant seasonal variations. The changes in GNSS vertical time series after filtering by PCA at some GNSS stations (SCML, SCXC, YNLJ, and YNYS) are shown in Figure 7. After filtering by PCA, the GNSS vertical time series were smoother and more convergent, implying that PCA methods can effectively improve the signal-to-noise ratio of GNSS vertical time series.




3.3. Optimal Noise Model Analysis before and after Different HYDL Correction


The five noise models: white noise WN; white noise plus random walk noise (WN + RW); white noise plus flicker noise plus random walk noise (WN + FN + RW); white noise plus flicker noise (WN + FN); and white noise plus power law noise (WN + PN), were used to analyze the noise characteristics of the 39 GNSS stations in the Chuandian region. The optimal noise models for all stations are shown in Figure 8. The optimal noise models were diverse but mainly WN + FN, which accounted for 87% of all GNSS stations. The optimal noise models of WN + PL and WN + GGM accounted for 10% and 3%, respectively.



Numerous studies have proved that velocity uncertainty is underestimated when only using the WN model to analyze the noise characteristics of GNSS vertical time series [65]. Thus, in this research, we estimated the velocity uncertainty from GNSS vertical time series based on the optimal noise model and WN model. The results of velocity uncertainty are shown in Figure 9. The value of velocity uncertainty estimated from the WN model was 0.02~0.06 mm/a with a mean of 0.04 mm/a, while the optimal noise model provided a value of 0.15~1.12 mm/a with a mean of 0.47 mm/a, indicating that the velocity uncertainty associated with the WN model was seriously underestimated in comparison with the optimal noise model at all stations in the Chuandian region.



Environmental loading, mainly including HYDL, ATML, and NTOL, can affect the stochastic models of GNSS vertical time series [66]. Among these loadings, HYDL is the main reason for the induction of seasonal variations in GNSS vertical time series in the Chuandian region. Referring to Section 3.1, the seasonal variations in GNSS vertical time series affected by HYDL, which were derived from various institutions, were diverse. Therefore, we reanalyzed the noise characteristics of the 39 GNSS stations after EOST_HYDL, GFZ_HYDL, and IMLS_HYDL correction.



Figure 10 and Table 1 display the results of the optimal noise models after EOST_HYDL, GFZ_HYDL, and IMLS_HYDL correction. The results showed that the optimal noise models for all stations were WN + FN and WN + PL after EOST_HYDL, GFZ_HYDL, and IMLS_HYDL correction. Comparing with Figure 8, it can be seen that the optimal noise models of WN + FN obviously decreased, in which the percentage decreased by 23%, 13%, and 25%, respectively. The WN + PL also obviously increased, in which the percentage increased by 26%, 16%, and 28%, respectively. The optimal noise models before and after HYDL correction were mainly WN + FN and WN + PL. Our results are similar to those of other studies [30,35]. Hu et al. [35] investigated the optimal noise models before and after HYDL correction at 27 GNSS stations in the Yunnan region; the results showed the optimal noise models are diverse, mainly WN + FN and WN + PL. He et al. [30] analyzed the optimal noise models of global GNSS stations considering HYDL correction; the results showed the optimal noise models were WN + FN and WN + PL at most stations.





4. Discussion


4.1. Potential Hydrological Interpretation of the CME


Referring to Section 3.1, the seasonal variations in GNSS vertical time series caused by EOST_HYDL were more obvious in comparison with GFZ_HYDL and IMLS_HYDL. Therefore, the EOST_HYDL time series was used to further investigate the potential factor of CME. Figure 11 shows the CME and corresponding EOST_HYDL time series at some GNSS stations (SCML, SCXC, YNLJ, and YNYS), which displayed significant seasonal variations with values of −10~10 mm. There was good agreement between the CME and EOST_HYDL time series. In addition, we also used RMS reduction and correlation to quantitatively investigate the relationship between CME and the corresponding EOST_HYDL time series.



The results of correlation and RMS reduction between the CME and EOST_HYDL time series are shown in Figure 12 and Table 2. We observed good correlation and consistency between CME and EOST_HYDL. From Figure 12a, the value of correlation between CME and EOST_HYDL was 0.63~0.8 with a mean value of 0.74. From Figure 12b, the value of RMS reduction was 18.9~40.3% with a mean value of 31.8% at all GNSS stations after removal of the EOST_HYDL time series from the CME in the Chuandian region, implying that HYDL is the main factor causing the CME in the Chuandian region.




4.2. Changes in Velocity and Its Uncertainty due to Different HYDL Effects


To investigate the effects of HYDL on the estimation of velocity and its uncertainty from GNSS vertical time series in the Chuandian region, we estimated the velocity and its uncertainty from the GNSS vertical time series based on optimal noise models before and after EOST_HYDL, GFZ_HYDL, and IMLS_HYDL correction. The results for the estimation of velocity and its uncertainty difference are shown in Figure 13. The absolute value of velocity difference was 0.11~0.55, 0.02~0.35, and 0.01~0.29 mm/a with an absolute mean value of 0.15, 0.16, and 0.13 mm/a, respectively. The absolute value of velocity uncertainty difference was 0~0.23, 0~0.28, and 0~0.26 mm/a, respectively, implying that the effect of HYDL cannot be ignored when using optimal noise models to estimate the velocity and its uncertainty from GNSS vertical time series in the Chuandian region.





5. Conclusions


This study was carried out based on the GNSS vertical time series of 39 stations spanning from January 2011 to August 2019 and the corresponding HYDL time series provided by EOST, GFZ, and IMLS in the Chuandian region. Firstly, we compared the GNSS vertical time series with the EOST_HYDL, GFZ_HYDL, and IMLS_EOST time series. Secondly, we used the PCA method to extract the CME from the GNSS vertical time series and discussed the potential source of CME. Finally, we analyzed the noise characteristics of the GNSS vertical time series from all stations before and after EOST_HYDL, GFZ_HYDL, and IMLS_EOST correction and discussed their effects on estimation of the velocity and its uncertainty. Some detailed conclusions are as follows:




	
Both HYDL time series and GNSS vertical time series show an obvious seasonal variation. The value of correlation between the GNSS vertical time series and EOST_HYDL, GFZ_HYDL, and IMLS_HYDL was 0.27~0.74, 0.27~0.75, and 0.25~0.73 with a mean value of 0.6, 0.6, and 0.54; the value of RMS reduction was 2~31%, −10~32%, and 1.5~27% with a mean value of 18.9%, 16.7%, and 16% after removing EOST_HYDL, GFZ_HYDL, and IMLS_HYDL time series from the GNSS, respectively. Compared with GFZ_HYDL and IMLS_HYDL, EOST_HYDL had the most positive effect on seasonal variations in GNSS vertical time series in the Chuandian region.



	
The value of CME at most stations was −10~10mm, which displayed significant seasonal variations. There was good agreement between the CME and EOST_HYDL time series. The value of correlation between CME and EOST_HYDL was 0.63~0.8, the value of RMS reduction was 18.9~40.3% with a mean value of 31.8% after removing EOST_HYDL time series from the CME, indicating that the HYDL effect is one of the principal factors causing the CME in the Chuandian region.



	
The optimal noise models before HYDL correction were WN + FN, WN + PL, and WN + GGM, while the optimal noise models were WN + FN and WN + PL after corrected by HYDL. The absolute value of velocity difference was 0.11~0.55, 0.02~0.35, and 0.01~0.29 mm/a before and after EOST_HYDL, GFZ_HYDL, and IMLS_HYDL correction, the absolute value of velocity uncertainty difference was 0~0.23, 0~0.28, and 0~0.26 mm/a, respectively. Thus, the influence of HYDL on the estimation of velocity and its uncertainty from GNSS vertical time series in the Chuandian region cannot be ignored.



	
In this study, we used five common models to analyze the noise characteristics of 39 GNSS stations in the Chuandian region. However, the stochastic noise model of characteristics in the GNSS time series is very complex. Therefore, in the future we will use additional noise models to investigate the noise characteristics of GNSS vertical time series. Although the HYDL time series provided by EOST, GFZ, and IMLS were used to research the noise characteristics of the GNSS vertical time series, the HYDL time series used in this paper could not detect the effect of groundwater. Therefore, in the future we will use the GRACE model to investigate the effect of groundwater on GNSS vertical time series.
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Abbreviation




	ATML
	atmospheric loading



	AIC
	Akaike information criterion



	BIC
	Bayesian information criterion



	BPPL
	band-pass power-law noise



	CME
	common mode error



	CMONOC
	crustal movement observation network of China



	EOST
	School and Observatory of Earth Sciences



	FN
	flicker noise



	FOGM
	first-order Gauss–Markov noise



	GGM
	Gauss–Markov noise



	GFZ
	German Research Center for Geosciences



	GNSS
	global navigation satellite system



	GEOSFPIT
	global Earth observing system forward processing instrumental team



	HYDL
	hydrological loading



	IMLS
	International Mass Loading Service



	IQR
	interquartile range



	LSF
	least squares fitting



	LSDM
	land surface discharge model



	LLN
	load Love numbers



	NTOL
	nontidal ocean loading



	PL
	power law noise



	PCA
	principal component analysis



	RW
	random walk noise



	RMS
	root mean squares



	RegEM
	regularized expectation maximization methods



	WN
	white noise
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Figure 1. Spatial distribution and data availability of 39 GNSS stations in the Chuandian region. 
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Figure 2. GNSS vertical time series of the YNRL station before (a) and after (b) position offset correction, and RegEM interpolation results for the SCDF (c) and SCNN (d) stations. The black line represents the original GNSS vertical time series of the YNRL station, the red line represents the GNSS vertical time series modeled by the LSF method, and the black and red dots represent the original GNSS vertical time series and interpolation data, respectively. 
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Figure 3. Comparison of the HYDL time series provided by EOST, GFZ, and IMLS with GNSS vertical time series at SCML (a), SCXC (b), YNLJ (c), and YNYS (d) stations. 
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Figure 4. Correlation between GNSS vertical time series and HYDL time series provided by EOST (a), GFZ (b), and IMLS (c) for all stations in the Chuandian region. 
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Figure 5. RMS reduction between GNSS vertical time series and HYDL time series provided by EOST (a), GFZ (b), and IMLS (c) for all stations in the Chuandian region. 
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Figure 6. (a) The normalized spatial eigenvectors of the first three principal components and (b) contribution rate of all principal component eigenvalues. 
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Figure 7. Unfiltered and PCA-filtered GNSS vertical time series for SCML (a), SCXC (b), YNLJ (c), and YNYS (d) stations. 
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Figure 8. Distribution of optimal noise models before HYDL correction. 
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Figure 9. Velocity uncertainty before HYDL correction associated with the WN model and optimal noise model. 
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Figure 10. Distribution of optimal noise models after HYDL correction provided by EOST (a), GFZ (b), and IMLS (c). 
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Figure 11. Comparison of CME with HYDL time series provided by EOST at SCML (a), SCXC (b), YNLJ (c), and YNYS (d) stations. The black line represents the CME and the red line represents the EOST_HYDL time series. 
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Figure 12. Correlation (a) and RMS reduction (b) between CME and HYDL time series provided by EOST at all stations in the Chuandian region. 
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Figure 13. Absolute value of velocity and its uncertainty difference before and after HYDL correction for all stations in the Chuandian region: (a) represents the absolute value of velocity difference corrected by EOST_HYDL, GFZ_HYDL, and IMLS_HYDL; (b) represents the absolute value of velocity uncertainty difference corrected by EOST_HYDL, GFZ_HYDL, and IMLS_HYDL. 
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Table 1. The optimal noise model estimated from GNSS vertical time series before and after EOST_HYDL, GFZ_HYDL, and IMLS_HYDL correction.
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	Stations
	Before

HYDL Correction
	After EOST_HYDL

Correction
	After GFZ_HYDL

Correction
	After IMLS_HYDL

Correction





	KMIN
	WN + PL
	WN + PL
	WN + PL
	WN + PL



	SCDF
	WN + FN
	WN + PL
	WN + PL
	WN + PL



	SCGZ
	WN + PL
	WN + PL
	WN + PL
	WN + PL



	SCJL
	WN + FN
	WN + FN
	WN + FN
	WN + FN



	SCLH
	WN + FN
	WN + PL
	WN + PL
	WN + PL



	SCMB
	WN + FN
	WN + FN
	WN + FN
	WN + FN



	SCML
	WN + FN
	WN + FN
	WN + FN
	WN + FN



	SCMN
	WN + FN
	WN + PL
	WN + PL
	WN + PL



	SCNN
	WN + FN
	WN + FN
	WN + FN
	WN + FN



	SCPZ
	WN + FN
	WN + PL
	WN + FN
	WN + PL



	SCSM
	WN + PL
	WN + PL
	WN + PL
	WN + PL



	SCXC
	WN + FN
	WN + FN
	WN + FN
	WN + FN



	SCXD
	WN + FN
	WN + FN
	WN + FN
	WN + FN



	SCXJ
	WN + FN
	WN + PL
	WN + PL
	WN + PL



	SCYX
	WN + FN
	WN + PL
	WN + FN
	WN + PL



	SCYY
	WN + FN
	WN + FN
	WN + FN
	WN + FN



	XIAG
	WN + FN
	WN + FN
	WN + FN
	WN + FN



	YNCX
	WN + FN
	WN + FN
	WN + FN
	WN + FN



	YNDC
	WN + FN
	WN + FN
	WN + FN
	WN + FN



	YNHZ
	WN + FN
	WN + FN
	WN + FN
	WN + FN



	YNJD
	WN + FN
	WN + FN
	WN + FN
	WN + FN



	YNJP
	WN + FN
	WN + FN
	WN + FN
	WN + FN



	YNLA
	WN + GGM
	WN + FN
	WN + FN
	WN + FN



	YNLC
	WN + FN
	WN + FN
	WN + FN
	WN + FN



	YNLJ
	WN + FN
	WN + FN
	WN + FN
	WN + FN



	YNMJ
	WN + FN
	WN + FN
	WN + FN
	WN + FN



	YNML
	WN + FN
	WN + FN
	WN + FN
	WN + FN



	YNMZ
	WN + FN
	WN + FN
	WN + FN
	WN + FN



	YNRL
	WN + FN
	WN + FN
	WN + FN
	WN + FN



	YNSD
	WN + FN
	WN + FN
	WN + PL
	WN + PL



	YNSM
	WN + FN
	WN + FN
	WN + FN
	WN + FN



	YNTH
	WN + FN
	WN + PL
	WN + FN
	WN + PL



	YNWS
	WN + FN
	WN + FN
	WN + FN
	WN + FN



	YNXP
	WN + FN
	WN + PL
	WN + PL
	WN + PL



	YNYA
	WN + FN
	WN + FN
	WN + FN
	WN + FN



	YNYL
	WN + FN
	WN + FN
	WN + FN
	WN + FN



	YNYM
	WN + PL
	WN + PL
	WN + PL
	WN + PL



	YNYS
	WN + FN
	WN + PL
	WN + FN
	WN + PL



	YNZD
	WN + FN
	WN + PL
	WN + FN
	WN + PL
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Table 2. Correlation and RMS reduction between CME and EOST_HYDL time series at all stations in the Chuandian region.
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	Stations
	Correlation
	RMS Reduction (%)
	Stations
	Correlation
	RMS Reduction (%)
	Stations
	Correlation
	RMS Reduction (%)





	KMIN
	0.79
	38.05
	SCXJ
	0.63
	19.68
	YNML
	0.77
	33.82



	SCDF
	0.64
	18.90
	SCYX
	0.71
	27.90
	YNMZ
	0.73
	31.96



	SCGZ
	0.64
	20.06
	SCYY
	0.78
	36.92
	YNRL
	0.72
	29.86



	SCJL
	0.71
	27.11
	XIAG
	0.79
	37.94
	YNSD
	0.74
	32.63



	SCLH
	0.63
	20.21
	YNCX
	0.80
	40.26
	YNSM
	0.77
	35.85



	SCMB
	0.70
	28.06
	YNDC
	0.78
	36.93
	YNTH
	0.78
	35.00



	SCML
	0.76
	29.36
	YNHZ
	0.77
	22.28
	YNWS
	0.71
	24.08



	SCMN
	0.73
	31.24
	YNJD
	0.79
	38.58
	YNXP
	0.80
	35.20



	SCNN
	0.77
	32.90
	YNJP
	0.70
	28.96
	YNYA
	0.80
	39.25



	SCPZ
	0.79
	37.71
	YNLA
	0.76
	32.13
	YNYL
	0.74
	30.95



	SCSM
	0.69
	26.80
	YNLC
	0.77
	36.17
	YNYM
	0.79
	39.14



	SCXC
	0.72
	30.99
	YNLJ
	0.77
	36.04
	YNYS
	0.79
	37.86



	SCXD
	0.73
	31.68
	YNMJ
	0.77
	36.61
	YNZD
	0.74
	32.46
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