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Abstract: A novel method is proposed to automatically segment water extent using optical data.
The key features of this approach are (i) the development of a simple physically based model that
utilises only RGB data for water extent segmentation; (ii) the achievement of high accuracy in the
results, particularly in the estimation of water surface area and perimeter; (iii) the avoidance of
any data training process; (iv) the requirement of minimal computational resources; and (v) the
release of an open-source software package that provides both command-line codes and a user-
friendly graphical interface, making it accessible for various applications, research, and educational
purposes. The physically based model integrates reflectance of the water surface with spectral
and quantum interpretation of light. The algorithm was tested on 27 rivers and compared to
manually-based delimitation, with a resulting robust segmentation procedure. Quantified errors
were RMSE = 11.91 (m2) for surface area, RMSE = 12.25 (m) for perimeter, and RMSE in x: 52 (px),
RMSE in y: 93 (px) for centroid location. Processing time was faster for automatic segmentation than
manual delimitation, with a time reduction of 40% (case-by-case analysis) and 65% (using all case
studies together in one run). Shadows, light spots, and natural and non-natural elements in the field
of view may affect the accuracy of results.

Keywords: automatic river segmentation; RGB images; UASs; physically based framework

1. Introduction

Water surface observations are crucial to understanding the ecological health status
of water bodies and hydrological processes. Surface water extents are time-dependent,
presenting extreme changes occasionally, as in floods (one of the most common natural
disasters worldwide). The impacts of floods on society can be catastrophic, leading to
consequences on people in terms of infrastructure (e.g., damaged buildings and bridges),
cultural heritage, economic losses, and causalities. Flood risk modelling and water resource
planning need a dense network of hydrological observations distributed in space and with
acceptable temporal resolution. The need for efficient and easy-to-use methods to retrieve
this information is globally recognised.

Remote sensing observations might be preferred to deal with water bodies’ informa-
tion due to their versatility and possibility of reaching difficult-to-access places. Different
alternatives are available such as using satellite products (global coverage) and images
from Unmanned Aerial Systems (UASs) at the local mapping scale. Regarding the use of
satellite products for water extent delineation, different spectral indices have been intro-
duced to identify water from other features. Some of them are the Normalised Difference
Vegetation Index (NDVI, Rouse et al. [1]), the Normalised Difference Water Index (NDWI,
McFeeters [2]), the Normalised Difference Moisture Index (NDMI, Gao [3]), the Modified
Normalised Difference Water Index (MNDWI, Xu [4]), and the Water Ratio Index (WRI,
Shen and Li [5]). The reader is referred to Albertini et al. [6] for an up-to-date review.
Even though satellite products can be an excellent alternative to deal with water extent
segmentation at the global scale, the size of the pixel can be restrictive when small water

Remote Sens. 2023, 15, 1170. https://doi.org/10.3390/rs15051170 https://www.mdpi.com/journal/remotesensing

https://doi.org/10.3390/rs15051170
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com
https://orcid.org/0000-0001-6827-2748
https://orcid.org/0000-0001-9300-0816
https://orcid.org/0000-0002-7242-6559
https://doi.org/10.3390/rs15051170
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com/article/10.3390/rs15051170?type=check_update&version=1


Remote Sens. 2023, 15, 1170 2 of 16

bodies are under analysis. The use of UASs equipped with multispectral cameras might be
a solution, but the cost of this equipment could limit its application in low- and middle-
income countries. RGB (red, green, and blue) data might be a natural alternative to dealing
with costs.

Convolution neuronal networks, deep learning, and machine learning frameworks
have been applied with RGB data to isolate water extent. These approaches usually have
high computing power needs and considerable manually organised data. The accuracy of
segmented surface water area is relatively high [7], but the high processing time for training
the model and computing power—especially CPU [8]—limits adaptation and application
to other environmental conditions. Consequently, there are difficulties in extrapolating and
using these frameworks under other circumstances or case studies, limiting their use at
operational levels [7,9–19]. In addition to what was mentioned before, physically based
frameworks might be preferred due to their capacity to provide good results (due to their
nature) under different conditions and reduce the database required for model training.

Following this premise, the main contributions of this manuscript are (i) the proposal
of a physically based model for water extent segmentation relying on parsimony and
using only RGB data; (ii) high accuracy in results in terms of water body surface area and
perimeter; (iii) no need for data training; (iv) no need for high computational resources;
and (v) the introduction of an open-source software package with command-line codes and
a Graphical User Interface (GUI). The Water Automatic segmentation in Rivers (WATER)
model is used to segment water surfaces in images automatically. This manuscript is
organised as follows: Section 2 presents the basis of WATER, its different running options,
and the 27 case studies used to test performance. Section 3 shows results regarding water
extent area, perimeter, and centroid coordinates. Additionally, WATER’s graphical user
interface (GUI) is presented to facilitate its use. Section 4 presents the impacts, challenges,
and future developments. Conclusions are provided at the end.

2. Materials and Methods
2.1. Case Studies

Twenty-seven different case studies located in six rivers in Denmark are used to test
the performance of WATER. The dataset is the same used by Bandini et al. [20], available on
Zenodo (https://zenodo.org/record/3594392#.YorI4e7MJD8, last access: 6 December 2022).
Additionally, an extended list of more properties for each of the 27 case studies is presented
in Supplementary Material C, including a description of the bottom of the riverbed classified
as high-density vegetation, parches, and clear bottom. Figure 1 shows the location of case
studies, whereas Figure 2 shows the histograms for their main characteristics, such as river
discharge and width.

2.2. WATER Overview

WATER is a physically based model developed in MATLAB to identify and segment
water bodies without needing large amounts of data and/or previous calibration (see
Section 3.3 for more information related to available codes). WATER is open source and
free to download and use. It only requires four required inputs (RGB video or one frame)
and parameters of the camera: focal aperture (default: 1.345 ×107 (nm)–GoPro Hero5),
cartesian coordinates (x, y) of the optical centre in the sensor RGB (default: (1928, 1094)–
GoPro Hero5). In addition, advanced users can personalise the fourteen optional inputs
shown in Figure 3.

https://zenodo.org/record/3594392#.YorI4e7MJD8
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Figure 2. Histograms of the main characteristics of the 27 case studies in consideration. (a) river
discharge with a mean value equal to 1477 (L/s); (b) river slope with a mean value equal to 0.00105
(m/m); (c) river width with a mean value equal to 8.15 (m); and (d) scalar factor from pixel to meter
unit with a mean value equal to 0.0062 (m/px).

The theoretical framework involves the evaluation of RGB performance through
the reconstruction of the visible spectrum from RGB data as a function of the standard
normative of Commission Internationale I’Éclairage (CIE). The CIE 1964 was chosen due to
its validation within colorimetry and photogrammetry [21]. Additionally, WATER considers
the simulation of single-slit diffraction (i.e., an intrinsic quantum phenomenon that affects
RGB data interpretation) and a pseudo genetic algorithmic for auto-calibration and water
body mask. Figure 4 shows WATER fundamentals and methodology, which is covered in
more detail below (additionally, the reader is referred to Supplementary Material B).
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Figure 3. WATER overview with required and optional inputs as well outputs. The reader is referred
to Supplementary Material A and B as well as codes for more information regarding the algorithms
involved.
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Figure 4. Schematic diagram of the modelling process from the image acquisition to the output result
(water body mask and geometrical characteristics such as water body area and water body perimeter).
Supplementary Material B presents specific details of WATER.

2.3. Performance of RGB Sensor

The visible light spectrum reconstruction is performed by extracting the first footage
frame and calibrating the data correlation. The RGB bands are transformed into the XYZ
normalised system to create the spectral frame [21]. Afterwards, the error is quantified in
terms of the Kling Gupta Efficiency (KGER,G,B–RGB means Red, Green, and Blue) and the
Root Mean Square Error (RMSER,G,B), presented in Equations (1) and (5), respectively:

KGE = 1− 2
√
(r− 1)2 + (β− 1)2 + (γ− 1)2, (1)

r =
∑λt

λ=1
(ECIE

λ−ECIE) ∗ (EF
λ−EF)

λt

sECIE ∗ sEF

, (2)

β =
EF

ECIE
, (3)

γ =
sEF

sECIE

, (4)
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RMSE =
2

√
∑λt

λ=1

(
EFλ − ECIE

λ
)2

λt
, (5)

where r is the Pearson coefficient; β is the ratio between the mean values of the CIE Standard
with the transformed in-XYZ-system data; γ is the standard deviation ratio of the CIE
standard with the transformed in-XYZ-system data; λt is the total wavelengths of the
spectrum; EF

λ and ECIE
λ are the energies of the wavelength λ of the spectrum by the

acquired data and CIE standard, respectively.

2.4. Single-Slit Diffraction Simulation

As visible light is part of the electromagnetic spectrum, WATER considers the be-
haviour of wave–particle duality [22] (camera lens acquires energy packets as RGB data).
According to Yangton and Yington Theory [23], photons and electrons produce zones of
construction and destruction of electromagnetic waves [24]. The latter is known as quantum
interference [25] (see Supplementary Material D for more details). Consequently, the visible
spectrum (RGB data) is altered with more intensities in specific zones (Figure 5a–c for R, G,
and B in the XYZ system, respectively).
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Single-slit diffraction is an intrinsic physical phenomenon associated with the camera
and depends on the equipment, i.e., lens, resolution, and location of the optical centre.
These variables are summarised in Table 1 for the GoPro Hero 5 (camera used for case study
acquisition). The quantum interference space is generated through the positive conical
paraboloid θ, which depends on the resolution and optical centre, as shown in Equation (6):

θ = 2

√√√√√ (x− Xo)
2(

W
2

)2 +
(y−Yo)

2(
L
2

)2 , (6)

where x and y correspond to plane coordinates on the RGB sensor.

Table 1. GoPro Hero 5. Camera intrinsic characteristic.

Characteristic Item Value Unit

Focal aperture D 1.345 × 107 (nm)
Optical centre Y Yo 1094 (px)
Optical centre X Xo 1928 (px)

The layer of total phase angle δ is a function of the wavelength λ and the focal
aperture D, as is presented in Equation (7). Figure 6 shows the layer of δ for the camera
used in the case studies. The normalised energy intensity (IN) is then computed with
the middle phase angle β as shown in Equations (8) and (9). The RGB interpretation by
single-slit diffraction (RGBSSD) is determined with Equation (10):

δ(λ) =
2 ∗ π ∗ D ∗ sin(θ)

λ
, (7)

β(λ) =
δ(λ)

2
, (8)

IN(λ) =
I(λ)

Imax(λ)
=

(
sin(β(λ))

β(λ)

)2
, (9)

I(λ) = IN(λ) ∗ ECIE
λ. (10)

Remote Sens. 2023, 15, x FOR PEER REVIEW 7 of 17 
 

 

𝜃 = ඩ(𝑥 − 𝑋)ଶቀ𝑊2 ቁଶ + (𝑦 − 𝑌)ଶቀ𝐿2ቁଶమ , (6)

where x and y correspond to plane coordinates on the RGB sensor. 
The layer of total phase angle 𝛿 is a function of the wavelength 𝜆 and the focal 

aperture 𝐷, as is presented in Equation (7). Figure 6 shows the layer of 𝛿 for the camera 
used in the case studies. The normalised energy intensity (𝐼ே) is then computed with the 
middle phase angle 𝛽  as shown in Equations (8) and (9). The RGB interpretation by 
single-slit diffraction (𝑅𝐺𝐵ௌௌ) is determined with Equation (10): 𝛿(𝜆) = 2 ∗ 𝜋 ∗ 𝐷 ∗ 𝑠𝑖𝑛(𝜃)𝜆 , (7)

𝛽(𝜆) = 𝛿(𝜆)2 , (8)

𝐼ே(𝜆) = 𝐼(𝜆)𝐼௫(𝜆) = ቆ𝑠𝑖𝑛൫𝛽(𝜆)൯𝛽(𝜆) ቇଶ, (9)

𝐼(𝜆) = 𝐼ே(𝜆) ∗ 𝐸ூா ఒ. (10)

 
Figure 6. Quantum interference in the RGB sensor in GoPro Hero 5. 

2.5. Reflectance Filter 
The reflectance filter (RF) has its basis in the water surface physic capacity of light 

reflectance, i.e., values more elevated than land and vegetation. Considering the 
simulation for single-slit diffraction, the RF has six binary bands as presented in Equation 
(11) (the usual RGB bands and the cross-by-single-slit-diffraction ones). The duplicate 
bands increment data redundancy, allowing to choose a better combination for water 
body segmentation analyses. Additionally, two indicators of the river extent are 
characterised by the centroid of the identified-by-RF water body, type-centroid gaps (TG) 
and type-centroid data (TD): 𝑅𝐹 = 𝑅𝐺𝐵ோெௌாೃ,ಸ,ಳ⋂𝑅𝐺𝐵ௌௌ, (11)

where 𝑅𝐺𝐵ோெௌாೃ,ಸ,ಳ are the three RGB bands calibrated in a binary system by 𝑅𝑀𝑆𝐸ோ,ீ, 
(i.e., spectral interpretation), and 𝑅𝐺𝐵ௌௌ are the three RGB bands corrected by single-slit 
diffraction (quantum interpretation). 

  

Figure 6. Quantum interference in the RGB sensor in GoPro Hero 5.

2.5. Reflectance Filter

The reflectance filter (RF) has its basis in the water surface physic capacity of light
reflectance, i.e., values more elevated than land and vegetation. Considering the sim-
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ulation for single-slit diffraction, the RF has six binary bands as presented in Equation
(11) (the usual RGB bands and the cross-by-single-slit-diffraction ones). The duplicate
bands increment data redundancy, allowing to choose a better combination for water body
segmentation analyses. Additionally, two indicators of the river extent are characterised by
the centroid of the identified-by-RF water body, type-centroid gaps (TG) and type-centroid
data (TD):

RF = RGBRMSER,G,B ∩ RGBSSD, (11)

where RGBRMSER,G,B are the three RGB bands calibrated in a binary system by RMSER,G,B

(i.e., spectral interpretation), and RGBSSD are the three RGB bands corrected by single-slit
diffraction (quantum interpretation).

2.6. Pseudo Genetic Algorithmic

A pseudo (unconventional)-genetic algorithm (PGA) is applied to select the best band
combination or Best Reflectance Filter (BRF). The six bands are the genes that constitute
a chromosome. The mutating chromosomes correspond to any possible combination of
genes by activating and deactivating RF components. PGA has two different phases:
(i) Pre-selection, and (ii) Final selection. These parts are described in more detail below.

Pre-selection chooses three candidates. The first and second postulants are part of
the pre-selection phase, evaluating their behaviour by a Morphological Fit (MF) test that
optimises KGER,G,B performance, and is chosen by the Blue Energy Removed Index (BERI)
and the Equivalent Index of the Water Body (EIWB), respectively. The MF corresponds to
scaling the image gaps by expanding their diameter. It ranges from 0% to 100%, where 0% is
defined as the initial state (i.e., RF), and 100% means complete emptiness. BERI quantifies the
amount of energy removed from the blue bands (EZ) when it is applicated with some genetic
combination on the image, whereas EIWB is the direct relationship between the sum of the
energy removed in red and green (EX + EY), and the energy removed in blue (EZ):

EIWB =
EX + EY

EZ . (12)

The first and second postulants correspond to the genes that maximise BERI and EIWB,
respectively. The third is the spectrum–diffraction filter (SDF) constituted by three bands,
two from RGBRMSER,G,B with the highest KGER,G,B values, and the band with the lowest
KGER,G,B value changes to RGBSSD.

The final selection is dependent on EIWB and integrates three conceptual indices that
are presented from Equation (12) to Equation (14). These indices are the Genes Similarity
Degradation (K); Concentrated Shadow Detection (Ψ); and the Water Surface Transparency
(Φ) (see Supplementary Material and codes for more information about them):

K =
√
(χx − ψx)2 +

(
χy − ψy

)
2, (13)

Ψ =
K ∗ EIWB

max(K ∗ EIWB)
, (14)

Φ =
K

EIWB

max
(

K
EIWB

) , (15)

where χx is the coordinate x of the centroid of gaps existing on the chromosome candidate;
ψx is the coordinate x of TG; χy is the coordinate y of the centroid of gaps existing on
the chromosome candidate; and, ψy is the coordinate y of TG. It is important to recall
that when maximising EIWB, the EZ is minimum and, therefore, the loss of data on the
river is minimum. BRF’s decision considers the four indices mentioned above and can be
computed following the processing chart shown in Figure 7.
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2.7. Water Body Detection and Extracted Characteristics

River segmentation starts with the RF configuration for the BBC. MF is adaptative and
iterative from minimum to maximum KGER,G,B with 1% step. Each step changes the gap
distribution, impacting the position of the river centroid. This modification is quantified
in real time for the distance between the river centroid and TG. The model ends when the
minimum distance is reached, and this value is lower than the distance between TG and
TD. Otherwise, the step with the minimum gradient of the curve is chosen.

After the water extent is determined, the symmetry axis of the river can be computed.
A poly shape is used to delimit the water limits and determine the axis on which data
predominate. Data are divided into two bands, and ad hoc equations are fitted (each for each
riverbank). Finally, the symmetry axis of the river is located at the middle distance between
the riverbanks. Other variables such as river width, water extent area and perimeter are
also computed by WATER.

3. Results
3.1. Automatic Versus Manually Based Water Segmentation

WATER was applied to 27 case studies whose properties were different in terms
of aquatic and terrestrial vegetation, river geometry, infrastructure such as bridges, and
seeding on the water surface. With the intention to illustrate WATER capabilities to segment
water extents, Figure 8 shows two case studies with different geometries and aquatic
vegetation to assess its performance visually. The performance of the whole dataset can be
visually detected in Supplementary Material E.

In terms of water extent area, water extent perimeter, and segmented surface water
centroid, results are catalogued as very good. Table 2 shows a summary of these variables
contrasting the automatic-by-WATER and the manually based segmentation. Interesting is
the fact that the average error for water extent area was up to 3.6%, that for water extent
perimeter was at −6.2%, and that for centroid coordinates in x and y was at (0.1%, 0.0%).

Performance indices such as KGE and RMSE were used to compare the manual
(considered the ideal measurement) with WATER for the whole dataset. Figure 9 shows
this comparison in terms of water extent area and perimeter as well as centroid locations.
Remarkably, KGE and RMSE have outstanding values in all the analysed variables. For
instance, and in terms of water extent area, KGE reached a value equal to 0.98, which
is considered optimal. Additionally, and for the same variable, 15 out of 27 case studies
presented errors of less than 3 (m2). Overall, a good agreement between WATER results
and manual segmentation was observed where KGE values were 0.98, 0.91, 0.92, and 0.94
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for water extent area, water extent perimeter, and segmented surface water centroid (in
coordinates x and y); and RMSE values were 11.92 (m2), 12.25 (m), 92 (px), and 53 (px),
respectively. The histograms in Figure 9(a.2,b.2,c.2,d.2) show the absolute error of the
variables in question.
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Figure 8. Illustration of automatic and manually based water segmentation. (a.1) River Vejle Å,
section XS1 (ID: 23 in Supplementary Material E), presenting a high density of aquatic vegetation.
Automatic (yellow) and manually based (cyan) water segmentation. Dots are the centroids of the
segmented water extent. (a.2) Mask computed by WATER (automatic analysis). (a.3) Mask by manual
segmentation. (b.1) River Grindsted Å’, section ST6 (ID: 12 in Supplementary Material E), presenting
patches of aquatic vegetation and concentrated seeding density. Automatic (yellow) and manually
based (cyan) water segmentation. Dots are the centroids of the segmented water extent. (b.2) Mask
computed by WATER (automatic analysis). (b.3) Mask by manual segmentation.
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Figure 9. Comparison between automatic and manual water segmentation in terms of water extent area
(a.1); water extent perimeter (b.1); and centroid location (c.1,d.1). Red line represents perfect agreement
between automatic and manually based water segmentation. Histograms of the absolute errors are also
presented at the lower-right position of each of the subplots (histrograms of the errors in terms of surface
area, surface perimeter, centroid x- and y-coordinates are in (a.2,b.2,c.2,d.2) respectively).
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Table 2. Summary of WATER performance as a function of water extent area, water extent perimeter,
and centroid coordinates. Errors were computed as (VWATER −VManual)/VManual , where VWATER

is the variable in question retrieved by WATER and VManual is the variable in question retrieved by
manual segmentation.

Area (m2) Perimeter (m) Centroid Coordinate X
(px)

Centroid Coordinate Y
(px)

ID WATER Manual Error WATER Manual Error WATER Manual Error WATER Manual Error
1 49.37 49.86 −1.0% 36 46 −20.4% 2009 2040 −1.5% 1304 1285 1.5%
2 50.60 54.15 −6.6% 43 54 −20.0% 2209 2244 −1.5% 1056 1080 −2.2%
3 40.34 38.61 4.5% 42 58 −27.1% 2585 2652 −2.5% 1173 1214 −3.4%
4 120.48 117.50 2.5% 70 78 −9.6% 2041 2047 −0.3% 1246 1237 0.7%
5 130.67 140.15 −6.8% 70 74 −4.2% 1875 1955 −4.1% 862 870 −1.0%
6 79.33 77.98 1.7% 63 61 4.1% 1868 1897 −1.5% 1227 1224 0.3%
7 130.36 129.06 1.0% 68 86 −20.2% 1899 1907 −0.4% 934 928 0.7%
8 96.69 82.71 16.9% 72 82 −12.7% 1900 1720 10.5% 909 935 −2.8%
9 163.92 167.01 −1.9% 64 74 −13.6% 2007 1925 4.3% 997 1015 −1.8%

10 202.37 182.83 10.7% 108 111 −3.1% 2565 2606 −1.6% 1010 1072 −5.8%
11 86.95 87.47 −0.6% 83 71 16.7% 1846 1813 1.8% 1501 1486 1.0%
12 144.88 143.08 1.3% 75 96 −21.6% 1775 1867 −4.9% 1205 1208 −0.2%
13 128.86 135.52 −4.9% 82 97 −14.9% 1993 1955 1.9% 1001 1002 −0.1%
14 93.55 92.96 0.6% 63 61 3.0% 1931 1934 −0.1% 1045 1045 0.0%
15 55.69 53.59 3.9% 39 45 −13.4% 2169 2203 −1.5% 1093 1075 1.7%
16 45.96 48.09 −4.4% 30 38 −20.8% 1870 1832 2.1% 1086 1066 1.9%
17 131.19 92.12 42.4% 115 86 34.8% 1733 1591 8.9% 1276 1499 −14.9%
18 47.48 55.89 −15.0% 54 53 2.8% 1883 2007 −6.2% 717 715 0.4%
19 133.01 130.95 1.6% 77 76 1.4% 1576 1704 −7.5% 1510 1489 1.4%
20 563.26 545.42 3.3% 157 166 −5.8% 1935 2005 −3.5% 1065 1067 −0.1%
21 132.73 104.81 26.6% 86 89 −2.6% 1503 1682 −10.7% 1042 920 13.3%
22 456.72 474.06 −3.7% 175 183 −4.3% 2020 1987 1.6% 1066 1058 0.7%
23 76.88 75.74 1.5% 57 77 −25.6% 1956 1947 0.4% 1275 1271 0.4%
24 236.94 250.94 −5.6% 103 126 −17.7% 1838 1788 2.8% 1251 1204 3.9%
25 77.61 61.69 25.8% 72 68 6.4% 2146 1885 13.8% 1239 1208 2.6%
26 47.19 45.47 3.8% 43 44 −2.5% 1922 1915 0.4% 1112 1102 1.0%
27 122.45 124.34 −1.5% 79 64 23.3% 1920 1900 1.0% 1117 1120 −0.3%

AVERAGE 3.6% AVERAGE−6.2% AVERAGE 0.1% AVERAGE 0.0%

3.2. Processing Time

WATER runs on a Dell computer with a processor Intel(R) Core (TM) i5-1035G1 CPU
@ 1.00 GHz 1.19 GHz (10th generation). The processing time for each case study is lower
than 360 s, presenting an average value (considering the 27 case studies) of 316 s and a
standard deviation of 17 s. Worth mentioning is that all videos were acquired and analysed
in 4K resolution. Additionally, on average, manual segmentation was 897 s with a standard
deviation of 608 s. The more considerable processing time exceeds 2000 s with manual
segmentation. Figure 10(a.2) and (a.3), shows the histograms of the processing time for
WATER and manual segmentation, respectively. On average, the time reduction was
between 40% and 65%, considering all the case studies analysed in one run.
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Figure 10. Confronting the processing time of all case studies analysed in terms of WATER (yellow)
and manually-based (cyan) segmentation. (a.1) Processing time for the 27 case studies. (a.2) His-
togram of the processing time by the automatic segmentation using WATER. (a.3) Histogram of the
processing time by manual segmentation. Worth mentioning is that the processing time is always
lower for WATER than for manual segmentation.

3.3. WATER v0.01 Software

WATER v0.01 software is presented in two different formats, aiming to reach users
with different computational skills. A stand-alone graphical user interface (GUI) developed
in Matlab R2021a was compiled as executable and runs on Windows operating system
without the need of having Matlab installed. The GUI is also provided to be run directly
from Matlab, enabling further flexibility for user’s needs, meaning that the GUI and codes
are modifiable. Finally, command-line codes are also available to be downloaded. WATER
v0.001 can be downloaded from: http://doi.org/10.17605/OSF.IO/3JXFD (last access: 20
February 2023)

The GUI is split up into five different tabs: (i) Home; (ii) Water Body; (iii) River
Properties; (iv) Results; and (v) Help. Figure 11 shows WATER software GUI with the
Grindsted case study (ID: 6 in Supplementary Material E). WATER software allows to load
both a video and an image to be analysed. Default values for analyses are those of the
GoPro Hero5 because case studies were acquired with this equipment. Default values can
be modified according to user needs. A command window is also presented at the bottom
of the software with the intention to show the user important information, for instance, if
WATER is running some process or guiding the user through the workflow to reach results.
WATER allows two different ways to perform the analysis: (i) running all the workflow
automatically (with default values); or (ii) running the workflow step by step (if the user
chooses this option, the software guides the steps which are in line with the tabs, i.e., from
Home to Results).

http://doi.org/10.17605/OSF.IO/3JXFD
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4. Discussion

In the last years, automatic water segmentation has mainly been performed through
two approaches: (i) image processing, and (ii) machine intelligent models. The first one
focuses on considering image texture and thresholding [26,27]. The second one uses
clustering [9–12], deep learning [7,8,15,19], and machine learning [16–18]. All recent efforts
have been destinated to improve the accuracy of machine intelligence-related models.
However, these models are not simple to replicate and integrate into different computing
resources and environmental conditions (the computer is trained to detect specific water
body conditions specified within the selected dataset inherently). As was stated above,
there are various water body segmentation frameworks categorised into physically-based
and machine intelligent methods. Examples of the latter are the Semantic Segmentation
Method (SegNet, [7]), the DeepLab V3+ [28], and ATLANTIS [29], each with its respective
dataset and computational requirements. These methods require a high number of images
for training, validation, and testing, as well as high computational resources, which can be
costly. For instance, SegNet required a dataset of 3407 images adopting 60% for training,
20% for validation, and 20% for testing. Data processing was realized with a desktop
computer (Intel(R) Xeon(R) E3-1270@3.8 Ghz, 64 GB RAM, and NVIDIA Titan V Graphic
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Processing Unit 5120). The model was trained, validated, and tested with one river to
reach high accuracy (approximately 98% with a resolution of the images of 256 × 256 and
512 × 512 pixels, respectively). DeepLabV3+ used a dataset of 10,405 images of 100 × 100
pixel resolution. A total of 8941 images was used for training and validation, while
1464 images were used for testing. The model runs on a server. DeepLabV3+ required
41,044,130 learnable/trainable parameters with average Jaccard and Dice scores accuracies
of 0.7169 and 0.8412, respectively. ATLANTIS considers 5195 images (3364 for training;
535 for validation; and 1,296 for testing). The accuracy in the aquatic regions variated from
51.98 to 69.89%. No information of used computational resources was discovered in the
literature. On the other hand, WATER is a physically based model that needs only one
image for river segmentation, with an average accuracy of 98% based on 27 case studies. It
has limited computational requirements (it runs on a laptop computer with the following
resources: Intel(R) Core (TM) i5-1035G1 CPU @ 1.00 GHz 1.19 GHz (10th generation) with
12 GB RAM and standard graphic processing unit), making it affordable for research and
operational use. Compared to machine-learning-based methods, WATER requires 99.9%
less data, yet it has a similar performance and can be used with a simple computer.

Humans can segment water bodies visually and based on the watercolour, brightness,
reflectance, sound, and tact (among others), but computers only use part of this information
to segment water bodies. Identifying river boundaries (i.e., the interface between water and
land) at small mapping scales is particularly complex because that zone generates a gradient
of energy reflected. Indeed, surface water generates a critical physical phenomenon that
neither land nor plant produces significantly, i.e., reflectance.

This automatic segmentation of water bodies identifies the water extent through the
superficial water reflectance, expressed as more complete data in the flood river zone when
transforming the RGB data to binary bands. Additionally, the visible spectrum in terms
of RGB data are surrounded by quantum interference (single-slit diffraction) and lens
diffraction [30]. The correction of quantum interference allows band duplication, increasing
redundancy. As a result, it establishes higher accuracy and stability of the model to identify
water bodies in natural conditions. The latter will foster applications at small mapping
scales, adopting parsimony within analysis (see Supplementary Material D for physics
behind diffraction).

In addition to what was mentioned above is the Global Navigation Satellite System
Reflectometry (GNSS-R). GNSS-R and WATER differ in the type of input data used to
segment land, with the former relying on wave interference generated by ground reflection
of GNSS electromagnetic signals [31,32], while the latter uses a single image for river
segmentation. Despite this difference, a comparison of their accuracy is possible. GNSS-R
achieved a 92% accuracy in detecting small water surfaces when tested in a lake, river, and
artificial water catchment [33], while WATER reached a higher accuracy of 98% in 27 rivers.
In terms of coverage, GNSS-R segments land by lines or patches (see [34] for a worldwide
analysis), whereas WATER can detect every part of a river in a single measurement, and it
was tested on coverage ranging from 100 to 1000 m2. Considering its coverage, accuracy,
and cost-effectiveness, WATER shows promise as a river segmentation technique.

This study was developed retrospectively to understand the human system perception
and interpret water segmentation. Using the same data provided by footage to autocorrect
the intrinsic quantum physical phenomenon associated with the camera and auto-calibrate
the model, the water extent in an RGB image can be distinguished successfully. WATER has
high accuracy—in terms of surface river area—with KGE values close to 1 and RMSE values
close to 0 (m2). WATER also has a high capacity for adaptation to other environments
without extra training (due to its physically based nature). Additionally, all variables used
to quantify model performance had results that can be classified as very good.

WATER was written in Matlab R2021a. Command-line codes and a GUI were devel-
oped to reach users with different computational skills. WATER software is open source
and can be downloaded from the Code Availability statement. In terms of computational
benefits, WATER reduces the processing time (in comparison with manual segmentation)
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and provides more information automatically (such as surface river area and perimeter
as well as water extent surface centroids, river width, and symmetry axis). Reducing
processing time implicates optimising computer system resources (RAM, CPU, and GPU
usage) which can be used for other purposes. Worth noting is that the first run of WATER
requires the generation and saving of the quantum interpretation layer (single-slit diffrac-
tion simulation) that requires approximately 15 min. The following river segmentation
requires approximately 5 min only. Difficulties to segment correctly are detected when
the field of view near to river edge presents a high seeding density on the water surface,
aquatic and non-aquatic vegetation, shadows, and human-built structures (i.e., bridges).

WATER aims to complement the increasing daily technology in estimating fluvial
variables remotely. In particular, WATER can be used to identify an ROI on which image
velocimetry can run automatically. Furthermore, footage stabilisation can be another
WATER application, focusing on quantifying fluvial geomorphological variables in any
part of the river. If a Digital Elevation Model is available, WATER can be used to identify any
cross-section with its bathymetry. As a result, and in combination with image-velocimetry
algorithms, WATER can be used to estimate river discharge with cameras.

5. Conclusions

Water Automatic segmentation in Rivers (WATER) is a physically based model that re-
lies on two phenomena: (i) the reflectance of water surface, and (ii) quantum interpretation
(single-slit diffraction simulation). Its application allows segmentation and identification of
fluvial characteristics of rivers (e.g., river width, area, and perimeter) with high accuracy
(KGE always higher than 0.91 and tested on 27 case studies). WATER has the particular-
ity to be autocalibratable using the same image information, with an average processing
time of five minutes (from the beginning to the final result). WATER has several benefits
(in comparison with manual segmentation or machine intelligence models) because it
eliminates the training process, and consequently, a considerable database reduction is
met. As WATER is a physically based model, there is no restriction on its applicability
under different environmental conditions. WATER software was also developed and can
be downloaded from http://doi.org/10.17605/OSF.IO/3JXFD (last access: 20 February
2023). The main difficulties in river segmentation have been detected in the river edge by
the concentration of seeding density on the water surface, different degrees of shadows
and brightness, and vegetation.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/rs15051170/s1, A (WATER modelling overview with required
and optional inputs as well outputs.); B (WATER modelling framework); C (Case studies information
and performance of WATER); D (Quantum interference for single-slit diffraction); and E (Contrasting
human versus machine performance).
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